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Abstract
Deductive and theory-driven research starts by asking questions. Finding tentative
answers to these questions in the literature is next. It is followed by gathering,
preparing and modelling relevant data to empirically test these tentative answers.
Inductive research, on the other hand, starts with data representation and finding
general patterns in data. Ahn suggested, in his keynote speech at the seventh
International Conference on Computational Social Science (IC2S2) 2021, that the way
this data is represented could shape our understanding and the type of answers we
find for the questions. He discussed that specific representation learning approaches
enable a meaningful embedding space and could allow spatial thinking and broaden
computational imagination. In this commentary, I summarize Ahn’s keynote and
related publications, provide an overview of the use of spatial metaphor in sociology,
discuss how such representation learning can help both inductive and deductive
research, propose future avenues of research that could benefit from spatial thinking,
and pose some still open questions.
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1 Introduction
Computational Social Science (CSS) [1, 2] is a scientific discipline where computational
tools and techniques are used to answer research questions that could be social in nature.
This area has attracted two groups of scientists [3]: a) social scientists with computational
skills, and b) computational scientists with an interest in questions related to social phe-
nomena. The advent of social media and online social networks has led to increased dig-
itization of human interactions and exponential growth of the digital traces left behind in
these interactions [3–5]. Both of these groups of scientists know the value of these digital
trace data and have the skills to analyze them [6, 7].
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Generally, research projects, including in CSS, could follow two main approaches: data-
driven (inductive) or theory-driven (deductive) [4, pp 61-62]. While the data-driven ap-
proach might start from an inductive or bottom-up exploration of the data to find gen-
eral patterns, the theory-driven approach -predominantly used in social sciences- usually
starts with a question and follows a few steps. The order of these steps might be modi-
fied based on research circumstances and should not be considered linear as one might
have a few backs and forts between specific steps. Question and theorize: first, one needs
to ask relevant questions and identify the data that could help in answering them. Theo-
rizing tentative answers for these questions based on previous findings presented in the
literature guides the empirical investigation and hypothesis testing. These theories and
tentative answers could come from different disciplines such as sociology, political sci-
ences, and psychology, to name a few. Gather and pre-process data: to answer research
questions, one needs data. Gathering data in CSS could mean web scraping, sending re-
quests to large-scale databases using Structured Query Language (SQL), building Applica-
tion Programming Interface (API) solutions or connecting to them through programming
languages, or building an Agent-Based Model (ABM) [8, 9] or using other types of simu-
lation methods to create artificial data. Online surveys [10, 11] are designed and run e.g.,
by recruiting respondents through social media advertisement [12]. Online experiments
[13, 14] could be another way of gathering data. Organizing, reshaping, cleaning, and mak-
ing the data ready to be used is next. It can be lengthy and cumbersome if the previous step
has not been done reasonably since the digital trace data is not always created for research
purposes [4, 15]. Model: one then finds the best way to model the data to prepare answers
to the research questions and compare these answers with the tentative ones from the lit-
erature. Modelling the data could be done with an ever-growing set of approaches such
as statistical, relational (e.g., network analysis), structural approaches or text analysis and
topic modelling depending on the nature of the data and questions. Report and publish: At
the end, one prepares scientific manuscripts describing the above steps, the main findings,
and whether they support or refute the previous findings. Of course, this process could be
continued by future extensions, replication or refutation of research results.

In sum, in each of these steps of a deductive research project, a researcher makes de-
cisions and chooses tools and techniques to achieve their goals. The type of data that is
gathered, the data representation method that is used, and the way the data is modelled
[16] could affect the way we think about the phenomenon and bind our understanding
and imagination. On the other hand, inductive research follows a different set of steps and
workflow. For instance, there are representation learning approaches used in inductive re-
search that use the data, learn its features, and enable specific interpretation of this data
by creating an embedding space. The main focus of Yong-Yeol Ahn’s keynote [17] is a call
to spend more time on the implications of such embedding space, its meaning and inter-
pretability, and going beyond the boundaries of our computational imagination in the CSS
research process.

2 Summary of Ahn’s keynote: “Representation learning for computational
imagination”

Yong-Yeol Ahn delivered a keynote speech at the seventh International Conference on
Computational Social Science (IC2S2), held in Eidgenössische Technische Hochschule
Zürich (ETH Zürich) in 2021 [video recording available in 17].



Akbaritabar EPJ Data Science           (2024) 13:14 Page 3 of 12

Ahn started his keynote by indicating that the three usual steps in the workflow of a CSS
[1, 2] research project with the inductive approach are data, features (representation) and
models. While in the computational side of CSS and for a long time different methods of
representation learning are developed and used [e.g., see a review in 18], still much empha-
sis has been on the third step and models. This is because the modelling step answers our
questions. He calls for an outside-the-box thinking in the representation step before we
move onto the modelling step and encourages using representation learning methods by
providing illustrative examples from his and others’ works. The gap in CSS research that
Ahn’s keynote fills is in the data representation step and his main suggestion is to focus on
the embedding space that is obtained from the representation learning. He emphasizes
that this embedding space could be interpreted as a meaningful space with orientation,
and could enable adopting a spatial metaphor as described below.

Ahn’s keynote and its title were motivated by the sociological imagination of C. Wright
Mills [19]. Mills emphasized the importance of the relationship between personal experi-
ence and the wider society which required designed research frameworks to gather data
and study it. This is similar to the deductive approaches in the research described in the
previous section. With the advent of the Internet, online contexts appeared and hosted
people’s lives. Information and communications technologies (ICTs) allow for gathering
the digital trace of people’s online presence [20] leading to new data sources. New tools
were developed to leverage these data sources and led to an increased reputation for com-
putational sociology [3, 5, 14] with which we can expand the sociological imagination
to the online world. This new observational data sources are not always structured and
cleaned as they are not built by scientists for research [4, 15]. Representation learning
methods that are mainly developed in computational sciences could learn features of this
unstructured data and encode them into an embedding space. A different set of mod-
els could take these embedding space and decode them and generate output data which
has features similar to the used and encoded input. Computational imagination in Ahn’s
keynote means the ability to be open-minded and delving deeper into the data representa-
tion space. This is a lesson from deep learning that machines can learn the representation
of the data. He asks if we can interpret this representation space as a literal and physical
space. This enables adopting a spatial metaphor. While the data representation lives in a
vector space, he asks if we can interpret this vector space literally as a space?

As one example of such a meaningful embedding space, he refers to the use of word em-
bedding vectors, or word2vec [21, 22], to construct sentences by sequences of events that
are similar to words in a sentence [23]. These vectors could represent different phenomena
and the closeness or distance between these vectors identifies similar or dissimilar things.
As an example, two sets of related data i) country names and ii) country capital cities could
be represented as two vectors. Word2vec models find similarities between these vectors
and place a country name closer to their capital city in the vector space. He adds that the
idea of word2vec is not new, but now we have enough computational power to use repre-
sentation learning of data in the form of vectors in a high-dimensional space and model
them.

He continues to highlight the benefits of focusing on the interpretability of the embed-
ding space in terms of having a meaningful “orientation” i.e., a sense of direction in space.
Using this orientation, one can speak about directions and the relative placement of ob-
jects in a landscape. He describes that this spatial interpretation of the embedding space
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is intuitive to us as “we think and imagine spatially”. He gives examples of how in our lan-
guage, we use this direction-based view to describe things similar to metaphors we live
by [24]. For instance, up is good while down is bad. Or right is good while left could be
bad. This spatial interpretation could be applied to a space of words, materials, faces, and
knowledge to name a few. To adopt such a spatial metaphor, we need meaningful orien-
tations and some representation learning methods enable having such an orientation. As
an example, the word2vec type of vectors allows constructing semantic axes to facilitate
this orientation and movement in this space.

Ahn is encouraging CSS researchers to pay more attention to the interpretability of the
data representation and embedding space. By doing so, representation learning could en-
able the adoption of a spatial metaphor. He emphasizes the importance of choosing the
right observation context and representation learning for the phenomenon, as it will shape
what we see and understand.

Ahn and his collaborators have previously used network-based and relational represen-
tation of data [e.g., 25–28] and in this keynote, he emphasizes that while a network-based
representation is useful, a spatial interpretation of the embedding space could expand it
further. In comparison to network models, using this spatial metaphor to interpret the
representation space allows an easier understanding and modelling of movement. Using
networks, it is harder to represent and model a very high-dimensional movement sim-
ilar to animals foraging a space. The nodes in a network and the edges between them,
as sequences of nodes, could similarly be represented as vectors in the semantic space by
following a random walk i.e., a node2vec. Then, the same spatial logic could be used to an-
alyze this embedding space further and combine them with other vectors and attributes
that might not be in a network format.

Representation learning, for instance in deep learning type of models, uses vectors em-
bedded in a high-dimensional vector space and Ahn asks whether we can interpret this
embedding space “literally” as a space. As an example, using sentences in word2vec al-
lows us to consider sequences of words, and when these sentences are meaningful, we can
model the probability of each word by knowing the previous or surrounding words. This
could be considered similar to Bidirectional Encoder Representations from Transformers
(BERT) and Generative Pre-trained Transformer (GPT) language models. However, large
language models could be more sophisticated than the simplified example discussed here.
Contextualizing words by investigating other words used alongside them in the same con-
text allows one “to know a word by the company it keeps” [17]. Word2vec is a combination
of sequences and tokens and this simple idea can be extended to many different use cases
and contexts.

Ahn and his collaborators have used this type of spatial interpretation of representa-
tion space in various domains. In their “science genome” project, they look at the space
of knowledge and where are disciplines located in the space [29]. As an example, imagine
where sociology would be placed on a landscape relative to math and physics. As another
example about scientific journals and conferences, what could be the result of adding so-
ciology to a specific computer science conference, e.g., The International Conference on
Web and Social Media (ICWSM) by Association for the Advancement of Artificial Intel-
ligence (AAAI). What journal or event would be closest to the outcome of this addition?
In his keynote, he provides examples of such hypothetical addition or subtractions. In a
separate set of works, their group investigates mobility and how scientists move in the
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geographical, physical, linguistic and organizational space represented as different sets of
vectors in a high-dimensional vector space [23].

Ahn goes beyond that and asks “how far can we push this spatial metaphor and spatial
interpretation?” He presents examples of “frames” and “framing” that could essentially be
semantic axes similar to a yardstick allowing us to measure bias towards specific frames
in space. For instance, the legality frame used in studies by him and collaborators [30, 31],
which shows how the meaning of a word could change by the community that uses it.
The new meaning could over time become prevalent and substitute previous ones and he
gives “awful”, “gay” and “broadcast” as examples of words whose meaning has changed over
time which was driven by the community who has been using them with specific intended
meanings.

Ahn shows examples from their study of different types of mobility, including scientists’
moves between academic organizations [23], that as a result of considering the embedding
space as a literal space with meaningful axes, word2vec could be considered an equivalent
to the gravity model [32]. This is because of the mathematical properties of word2vec that
align well with the gravity law of mobility. It places more similar objects closer to each
other in the vector space. Similar to gravity law that the size of the population in origin
and destination pairs of locations could explain the probability of movements [32].

On the limitations of such a spatial interpretation of the representation space, Ahn adds
that the embedding space constructed is highly dependent on the quality of the data. If
one inputs garbage, what comes out of the representation learning is a non-meaningful
semantic landscape and leads to a garbage output with low-quality results. Furthermore,
we should be mindful of algorithmic bias, e.g., in the process of data generation or storage
of the digital traces [4, 33], that could affect the data and representation learning of it. Ahn
quotes from the literature the example of face recognition algorithms that fail at detecting
black faces.

To sum up, Ahn’s keynote, the step-by-step discussion of the pros and cons of the use of
representation learning methods which enables a spatial approach, word2vec models as
one example of such representation learning of data in CSS are a good example of spec-
ulating about different steps of research and how they can be improved beyond the usual
methods and traditions. This in-depth look at the data representation step is necessary
as it shows how different representation learning methods [18] could enable or bind the
way we see the phenomenon, the methods we use to model it [16], our results, and their
interpretation.

3 Thinking spatially and use of spatial metaphor in social sciences
My background is in [computational] sociology and sociology of science. In this section, I
provide a summary of the uses of spatial metaphor in sociology and methods or theories
of social research [34, 35].

It is important to note that research projects in sociology could predominantly fol-
low a deductive approach, as described in the introduction, with exceptions such as the
grounded theory that could be considered a data-first approach [4, pp 61-62]. This type of
research traditionally uses designed data that are specifically created and carefully gath-
ered for research. An example is designing a survey and gathering responses to empirically
test a theory and hypothesis. Thinking spatially in the deductive approach entails that de-
pending on the research question and adopted theory, some concepts might be formu-
lated in spatial form. This means the researcher has a spatial view of the phenomenon
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at the start which guides the operationalization of the concepts, measurement and data-
gathering step. For instance, the researcher might ask geometrically relevant questions
about distance among objects under study and this spatial view of the phenomenon guides
the modelling step. This is similar to a deductive view to network analysis that depending
on the research question, the researcher formulates and gathers a different type of network
data, and defines nodes and ties in a form that might be different from other studies.

The use of the spatial metaphor in sociology as described by Silber [36] is a distinguish-
able feature of contemporary social theory, which could be attributed to the increased
availability of spatial data [37]. Nevertheless, I need to emphasize that, based on Healy
and Moody’s [38] description, sociology seems to lag in terms of the best practices in vi-
sualization to represent data and communicate insights. In addition, my description of
uses of spatial metaphor in sociology is not an attempt at establishing precedence [39].

Social theorists use a spatial metaphor to show how concepts could be positioned and
interpreted in relative placements to and from each other. For instance, Bourdieu [chapter
three of 40, 41, p 452] used a spatial metaphor to show how different forms of capital
could be represented in the same social space allowing to cluster different groups of people
possessing this combination of capitals (e.g., a combination of high cultural capital with
low economic capital as an illustrative example).

Schelling’s [42, 43, pp 135-166] segregation model could be considered as one of the
most famous uses of a spatial metaphor in social research to explain the macro patterns of
ethnic and racial segregation by investigating micro individual behaviors and the process
of emergence leading to this macro phenomenon [9, 44]. In his formulation, the relation
between individuals and groups is defined, observed and modelled in a spatial setup that
enables a macro picture of the segregation.

The landscape view of the scientific fields and space-based visualization has been used
often in the sociology of science, scientometrics and bibliometrics. For instance, the Visu-
alization of Similarities (VOS) algorithm [45, 46] uses co-occurrence matrices and places
topics used often together closer on a spatial landscape and farther from less-frequently-
used topics. This is complemented by a network of terms co-occurrence that is a network
representation of the simultaneous usage of these terms in a document by adding ties
between them. Contour maps are used also to represent scientific fields, concepts, and
closer/farther distances between them [47] or to overlay it over the networks of terms or
collaborations to enable a spatial interpretation of closeness or distance [48]. This use of
contour maps is similar to the works by geographers of science [e.g., 49–51] which show
how scientific collaboration networks could be overlaid over their spatial context and rep-
resent the mutual effect of the network ties and geographical distance [52–54] and similar
to the works reviewed by Small and Adler [34] which investigate the role of spatial context
in affecting the formation of network ties.

The notion of organizational foci with a local or global focus [55] has been used to in-
vestigate whether identification with the global foci could enable a boundary-crossing be-
havior in advice-seeking of employees in an organizational context that crosses the formal
hierarchies and boundaries of the organizational affiliation. This highlights how location
and positioning could be defined with local and simultaneously with global criteria and
framing practices.
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The concept of core and periphery in the world system theory represented as concentric
circles [56] and positioning of different actors (e.g., countries) in a landscape as peripheries
surrounding the core and semi-periphery is similarly using a spatial metaphor.

To sum up, these were only some examples highlighting that in deductive research in
social sciences, a spatial view is often used in formulating concepts at the start of the re-
search. The use of spatial metaphor is not new and different theorists or scholars have
used a metaphor of landscape to represent their ideas. But the metaphors used by them
are rather different from the representation learning discussed by Ahn [17]. As explained
earlier, in representation learning, a spatially meaningful representation is adopted to the
data to learn its features and the outcome is an embedding space, which as Ahn encour-
ages CSS researchers to do by providing word2vec as an illustrative example, could be
interpreted as a literal space with meaningful orientation.

See [57] as an illustrative example that combines the inductive approach by using word
embedding vectors trained on large corpora of text to measure different dimensions of the
concept of “social class” in culture and its change, and the deductive approach in using
a survey to empirically evaluate the results of the word2vec and the distances between
vectors obtained using a questionnaire that respondents filled out on Amazon MTurk.

Briefly, in social research, principally, data is designed and gathered for research pur-
poses and the spatial metaphor is a way of thinking about the concepts, gathering data,
and presenting the relationship among concepts and results. But representation learning
that Ahn discusses adapts itself to the data and learns from the data features and enables
a spatial metaphor to be adopted. These go in two different directions since in the former,
data is gathered in the specific way that the researcher designs to answer the research
question and to test a hypothesis, i.e., if the conceptual formulation is spatial, the data
gathering, operationalization and measurement considers this and one would ask about
distance and geometrically relevant questions. In the latter, data could be observational,
already gathered, and sometimes it is not built for research [4], and the researcher uses a
spatially aware representation learning for it to find general patterns in this data in an in-
ductive way. I think that the computational and social science side of CSS could learn from
these two seemingly different but in my opinion complementary approaches. I elaborate
on how this learning can happen in future research in the next section.

4 Future direction of research
It is necessary to reiterate, as Ahn does in his keynote, that the use of representation learn-
ing and specifically word2vec models as an example is not new. But the computational
power and tools that are now widely spread and accessible allow better adoption of Ahn’s
suggestion in interpreting the embedding space as a meaningful space enabling answer-
ing spatial questions. In addition, Ahn’s focus on how word2vec and similar representa-
tion learning methods [18] work and probing into their mathematical properties i.e., that
word2vec aligns well with gravity law of human mobility [23], is a good example of the
need to investigate how deep learning and similar black-box models function.

I think the two approaches to research in the CSS community, i.e., inductive and deduc-
tive could lend concepts, tools and techniques to each other as depicted in Fig. 1 to help in
understanding how these representation learning methods function. For instance, I think
if a deductive research question with a spatial formulation of concepts is adopted to be
tested by inductive approach and using observational data and representation learning of
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Figure 1 What can the two sides of Computational Social Science, i.e., social science and computational
science learn from each other in thinking spatially?

the data could allow testing whether the spatial qualities and hypotheses formulated de-
ductively are observed and proven in the obtained embedding space? This could be similar
to the research framework that was employed by [57] to cross-validate the results of word
embedding with a survey.

While the use of representation learning and as an example word2vec models offer pos-
sibilities and avenues to nurture our creativity and broaden CSS researchers’ computa-
tional imagination, there are still open questions that could be investigated in future re-
search. Broadly, what other existing representation learning methods [18] create an em-
bedding space that could enable a meaningful spatial interpretation? For the specific case
of word2vec models, we could ask how robust, replicable or stochastic are the results of
these models. Are there evaluation methods for the results of these models? How dif-
ferent are the results of word2vec models in comparison to text analysis methods such
as topic modelling or less elaborated analysis such as noun-phrase-clause identification
methods? Are the similarities found by topic models, that group similar concepts under
the same topic, comparable to a shorter distance between vectors in word2vec? How can
we evaluate the meaningfulness of the semantic landscape obtained from the word2vec
model? Some variables such as gender or occupation are nominal or categorical and dis-
crete variables, by using a spatially meaningful representation learning method, e.g., word
embedding vectors, these variables could be represented as a continuum (vector) and al-
low learning of features of multiple variables simultaneously. How is the interaction be-
tween these variables different from more traditional modelling approaches and does this
interaction give a higher explanation power to our models? Most of the previous uses of
spatial metaphors (e.g., the ones described above) have a two-dimensional definition of
the landscape and space. What other types of space could be used, for instance, three or
multi-dimensional spaces, and do they increase our analytical power or unnecessarily in-
crease the complexity?

One question that follows after adopting Ahn’s [17] suggestion in interpreting the em-
bedding space in spatial terms is how to measure the distance between different points
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Figure 2 Different measures of distance [58, image is used by the original author’s permission]

in the landscape [37]. There are different measures of distance proposed in the literature
e.g., see a visualization in Fig. 2 [image is used by the original author’s permission from
58]. Which definitions could we use and how are they going to affect the representation
learning and understanding of the spatial landscape? Some of the distance measures as-
sume an equal distance between any two points, i.e., a symmetrical definition, but the
spatial metaphor allows considering asymmetric definitions of distance. Logan [37] advo-
cates that the uses of different measures of distance should be informed by theory. How
are these uses going to affect the representation learning and the embedding space and
results generated by the model?

5 Conclusions
In this commentary, I summarized Ahn’s keynote speech [17] and his suggestion to use
representation learning methods which enable a meaningful interpretation of embedding
space and allow adopting a spatial metaphor in CSS inductive research projects. I provided
an overview of the use of spatial metaphors in deductive research in social sciences and
sociology which guides the formulation of concepts, data gathering and spatial interpre-
tation of results. I introduced some future avenues of research and how the social science
and computational science side of CSS could learn from each other.
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Interpreting the embedding space generated by the representation learning in a spatial
framework as encouraged by Ahn [17] could allow for resolving some of the still open para-
doxes in science. As an example from my area of research, using the example of word2vec
models might help in resolving the direction of causation between scientific mobility and
collaboration. Some works in the literature have advocated for an effect of mobility on
collaboration [59], while others have found a bidirectional [60, 61] or an inconclusive [62]
effect between the two. Using word embedding vectors for the trajectory of mobility and
collaboration (similar to Ahn’s research e.g., [23]) might help to resolve this paradox by
enabling the consideration of multiple vectors (e.g., for mobility, collaboration, and sim-
ilar other factors such as geographic distance or linguistic and cultural similarities) in a
unified framework to compare the strengths of their effects.
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