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Abstract—The electronic structure and ionization spectrum of γ-pyrone (4H-pyran-4-one) were calculated 
using the third-order algebraic diagrammatic construction method for the single-particle Green function 
[IP-ADC(3)] and some other high-level quantum chemical methods. The results of calculations were used to 
interpret its recently recorded photoelectron spectra. New assignments have been proposed for the nature of 
a series of photoelectron maxima of γ-pyrone located above 12 eV, where, according to calculations, the one-
electron ionization pattern is disturbed due to electron correlation effects. The obtained results significantly 
change the interpretation of the spectrum available in the literature.
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INTRODUCTION

γ-Pyrone (4H-pyran-4-one) is one of the funda-
mental conjugated heterocyclic molecules that play 
an important role in the construction of biological sys-
tems and compounds with pharmacophore properties 
(Fig. 1). The synthesis of pyrones and study of their 
properties are the subjects of ongoing research [1–5]. 
A recent example is an efficient one-pot synthesis of 
substituted pyrones from acetylenes discovered under 
the leadership of B.A. Trofimov [6, 7].

The electronic structure of pyrones has attracted 
significant interest. Herein, π-electrons of the double 
bonds of the pyran ring are conjugated with lone 

electron pairs of the ring oxygen atom and carbonyl 
oxygen, which may be represented by the correspond-
ing neutral and zwitterionic resonance structures 
(Fig. 1). Therefore, fairly strong electron correlation 
effects can be expected, which should be reflected 
primarily in the ionization spectra. This is confirmed 
by the photoelectron spectra of γ-pyrone [8] recently 
obtained at Elettra Sincrotrone Trieste, which showed 
broad bands above 12 eV; these bands were interpreted 
as complex combinations of the main and satellite 
lines.

It is well known that satellite transitions are 
an integral part of any ionization spectrum and that 
their appearance is related to disturbance of the single-
electron ionization picture [9]. The latter applies to 
the main lines that represent processes of elec tron 
ionization from one of the occupied orbitals with the 
formation of one-hole configurations (h). Satellites 
correspond to more complex processes, where removal 
of one electron is accompanied by excitation of another Fig. 1. Resonance structures of γ-pyrone.
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with the formation of configuration like two holes–one 
particle (2h–1p). The intensity of satellite transitions is 
borrowed from the main lines, which can be interpreted 
as mixing of h and 2h–1p configurations. In most 
cases, this configuration interaction begins to be 
observed in the region of 12–15 eV. As the ionization 
energy increases, it becomes more and more signif-
icant, leading to an increase in the number of satellites 
and band broadening [9].

In view of the stated above, the interpretation of 
the photoelectron spectrum of γ-pyrone proposed in [8] 
on the basis of SAC-CI (symmetry-adapted cluster–
configuration interaction) calculations [10–12] seems 
rather strange, as it predicts the occurrence of only 
electronic transitions corresponding to ionization of 
12 orbitals of γ-pyrone with complete absence of satel-
lite lines throughout the entire outer-valence ionization 
region (≤18–19 eV).

In order to establish the real physical picture, in 
this work we studied the outer valence ionization of 
γ-pyrone using the well-proven third-order algebraic 
diagrammatic construction method for the single-
particle Green function [IP-ADC(3)] [13–17]. The 
results were compared with the experimental data 
given in [8], as well as with the results of calculations 
by the IP-EOM-CCSD (equation of motion coupled-
cluster singles and doubles for the calculation of 
ionization potentials) [18–20] method which is equiv-
alent to SAC-CI. For some low-lying transitions, the 
relation between the ionization energy and the basis set 
and theoretical level of electronic structure description 
was studied.

RESULTS AND DISCUSSION

Table 1 shows the results of calculation of the six 
lower vertical ionization energies of γ-pyrones by 
different methods using different basis sets. Each of the 
corresponding cationic states can be unambiguously 
ascribed to one of the molecular orbitals (MO) of 
γ-pyrone whose structure is illustrated in Fig. 2. The 
orbitals were calculated according to the Hartree–Fock 
(HF) method according to which the electronic con-
figuration of γ-pyrone is as follows:

[core part] 10a1
2 5b2

2 11a1
2 1b1

2 6b2
2 12a1

2 7b2
2 

13a1
2 2b1

2 8b2
2 1a2

2 3b1
2,

where the MOs are numbered in terms of the C2v point 
symmetry group to which γ-pyrone belongs, and the 
core part includes all core and inner valence orbitals.

The vertical ionization energies significantly change 
when going from the HF method (Koopmansʼ theorem) 
to correlation methods (Table 1), and in some cases, 
disagreement even in the sequences of MOs (cationic 
state) is observed. Strong electron correlation effects 
for γ-pyrone are also reflected in the fact that such 
disagreement is retained for high-level calculations. 
In particular, comparison of the states in the pairs 
12B1 (3b1

–1)/12B2 (8b2
–1) and 22B1 (2b1

–1)/12A1 (13a1
–1) 

shows that the sequence predicted by IP-ADC(3) is 
opposite to that determined by IP-EOM-CCSD.

In order to reliably determine the sequence of low-
energy vertical electronic transitions in the ionization 
spectrum of γ-pyrone, the calculations were carried out 
using the CC3 method which is one of the most accu-
rate today. The results (Table 1) showed the following 
sequence in the above discussed pairs of cationic states: 
12B2 (8b2

–1)/12B1 (3b1
–1) and 22B1 (2b1

–1)/12A1 (13a1
–1).

However, the energies of transitions calculated at 
the CC3/cc-pVTZ level are still quite far from the 
experimental values, which is due to the basis set error. 
The latter stems from the fairly large corrections for 
the incompleteness of cc-pVTZ basis set (ΔTZ), deter-
mined by extrapolation to the complete basis set (CBS) 
limit in the OVGF method (Table 1). The best 
theoretical estimates (BTE) for the CC3 method with 
complete basis set can be obtained by combining ΔTZ 
with the CC3/cc-pVTZ approximation data (Table 1). 
Since in the experimental spectrum the first two transi-
tions give one peak, the average of their calculated 
energies (9.48 eV) should be compared with the 
experimental value. The third transition with a BTE 
energy of 10.92 eV gives an individual peak. Likewise, 
the average of the BTE energies (13.36 eV) should 
again be considered for the fourth to sixth transitions 
that contribute to the third peak. These estimates are 
in good agreement with the positions of photoelectron 
maxima given in [8]: 9.5, 10.9, and 13.1 eV, respec-
tively, especially in the case of two low-energy peaks.

The photoelectron spectrum in the entire outer 
valence range was simulated using aug-cc-pVTZ basis 
set including diffuse functions necessary to describe 
the satellite states which, as mentioned above, were the 
focus of our study. The calculation results and spectral 
envelopes simulated by the IP-ADC(3) and IP-EOM-
CCSD methods are compared with the experimental 
data in Figs. 3 and 4, respectively. More detailed results 
are given in Table 2.

The IP-ADC(3) spectral envelope reproduces the 
experimental spectrum with a good quality. The theo-
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Table 1. Energies (eV) of vertical transitions involving six lowest cationic states of γ-pyrone, calculated by different methods 
with different basis sets, in comparison with the experimental data and results of previous theoretical calculations

Method Basis set
1 2B2 1 2B1 1 2A2 2 2B1 1 2A1 2 2B2

(8b2
–1) (3b1

–1) (1a2
–1) (2b1

–1) (13a1
–1) (7b2

–1)

HF (Koopmans) cc-pVTZ 11.37 9.93 10.99 14.61 15.13 15.46

IP-ADC(3) 9.79 9.42 10.91 12.89 13.63 14.01

IP-EOM-CCSD 9.43 9.54 11.03 13.43 13.34 13.96

CC3 9.13 9.43 10.78 12.87 13.10 13.58

HF (Koopmans) aug-cc-pVTZ 11.46 10.01 11.05 14.69 15.18 15.51

IP-ADC(3) 9.91 9.54 10.99 13.00 13.72 14.09

IP-EOM-CCSD 9.55 9.65 11.11 13.53 13.43 14.04

IP-EOM-CCSD 6-311G** 9.19 9.32 10.92 13.24 13.16 13.83

SAC-CIa 9.19 9.28 10.78 13.23 13.37 13.85

OVGF cc-pVDZ 9.46 9.17 10.64 13.28 13.23 13.75

cc-pVTZ 9.77 9.42 10.83 13.49 13.45 13.96

cc-pVQZ 9.90 9.53 10.91 13.59 13.56 14.05

cc-pV5Z 9.95 9.57 10.94 13.62 13.61 14.08

cc-pV∞Zb 9.99 9.60 10.97 13.66 13.66 14.13

aug-cc-pVDZ 9.88 9.52 10.82 13.60 13.61 14.02

aug-cc-pVTZ 9.94 9.56 10.91 13.61 13.61 14.06

aug-cc-pVQZ 9.97 9.59 10.94 13.63 13.63 14.09

aug-cc-pVZb 10.00 9.61 10.96 – – 14.11

CBSc 10.00 9.60 10.97 13.66 13.66 14.12

ΔTZ
d 0.23 0.18 0.14 0.17 0.20 0.16

BTEe 9.36 9.61 10.92 13.04 13.30 13.74

9.48 13.36

Experimental dataf 9.5 10.9 13.1
a Data of [8].
b Extrapolation to the complete basis set limit for the sequence of basis sets.
c Expected value for the complete basis set, calculated as the average of the sequences cc-pVxZ and aug-cc-pVxZ.
d Correction for incompleteness of the cc-pVTZ basis set.
e Best theoretical estimate (sum of the transition energy calculated at the CC3/cc-pVTZ level and the correction ΔTZ); for the transitions 

contributing to the same peak, the average energy is also given for convenience in comparison with the experimental data.
f Experimental positions of maxima in the photoelectron spectrum were taken from [8].
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Fig. 2. Higher occupied molecular orbitals of γ-pyrone (from HOMO to HOMO-13) and their symmetries and energies according to 
HF/aug-cc-pVTZ calculations.
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retical envelope reproduces not only the relative 
positions of spectral maxima but also their shape. It is 
clearly seen (Fig. 3) that broadening of the maxima is 
caused by the appearance of photoelectron satellites at 
about 14 eV, whose intensity increases with increase in 
energy. Taking into account that the mechanism of 
appearance of satellites implies borrowing intensities 
from the main lines, some main transitions in the 
spectrum are appreciably weakened, which leads to 
the appearance of specific forms of maxima. Overall, 
all this is typical of outer valence ionization spectra 
which demonstrate breakdown of the orbital ionization 
picture in the mid- and high-energy regions of the 
spectrum [9].

The observed agreement between the theoretical 
and experimental spectra allows for the interpretation 
and assignment of the experimental data at a good 
quality level.

As we already discussed above, maximum A in the 
experimental spectrum with an energy of ~9.5 eV 

arises from two closely located transitions 8b2
–1 (12B2) 

and 3b1
–1 (12B1), whose sequence is indicated here in 

accordance with the most accurate data of the CC3 
method. The IP-ADC(3) calculations give the reverse 
order of these transitions since the 12B2 (8b2

–1) state has 
an energy exceeding by 0.6 eV the energy predicted by 
CC3 calculations (Table 1). In this case, the large error 
of the IP-ADC(3) method relates to the fact that the 
MO 8b2 is associated with the nσ type lone electron 
pair (LEP) of the carbonyl oxygen atom (Fig. 2). 
Ionization of such orbitals is accompanied by strong 
relaxation effects [17] [the state 12B2 (8b2

–1) changes 
from the third at the HF level to first at the CC3 level], 
which does not allow good results to be obtained by 
less accurate methods. As can be seen, this result 
actually means that the nσ-LEP on the carbonyl oxygen 
(8b2) can be considered as the highest occupied 
molecular orbital (HOMO), followed by the π-bond 
orbitals 3b1 and 1a2, as far as ionization processes, and 
reactions where γ-pyrone acts as a σ-donor, are 
concerned.

Fig. 3. Theoretical [IP-ADC(3)/aug-cc-pVTZ] and experimental ionization spectra of γ-pyrone. The theoretical spectrum is shifted by 
–0.30 eV relative to the experimental spectrum; vertical transitions that can be considered as main lines (P ≥ 0.5) are shown in blue, 
and those corresponding to satellite lines (P < 0.5) are shown in red.
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Table 2. Energies (E, eV) and intensities (P) of 30 low-lying vertical transitions of γ-pyrone, calculated by the 
IP-ADC(3)/aug-cc-pVTZ methods, in comparison with those obtained by the IP-EOM-CCSD/aug-cc-pVTZ method and 
experimental data

State Configurationa
ADC(3) CCSD Experimental valueb

E P E P E

1 2B1 3b1
–1 9.54 0.87 9.65 0.93

9.5 (A)
1 2B2 8b2

–1 9.91 0.85 9.55 0.91

1 2A2 1a2
–1 10.99 0.88 11.11 0.94 10.9 (B)

2 2B1 2b1
–1 13.00 0.54 13.53 0.89

13.1 (C)

1 2A1 13a1
–1 13.72 0.88 13.43 0.92

2 2B2 7b2
–1 14.09 0.64 14.04 0.92

2 2A1 13a1
–1 8b2

–1 1a2
–1 5b1 14.23 < 0.01

3 2B2 7b2
–1 8b2

–1 3b1
–1 5b1 14.25 0.20

2 2A2 1a2
–1 3b1

–1 3b1
–1 2a2 14.29 0.01

3 2B1 2b1
–1 3b1

–1 3b1
–1 5b1 14.31 0.22

3 2A2 1a2
–1 1a2

–1 3b1
–1 5b1 15.02 0.01

14.5 (D)3 2A1 12a1
–1 15.10 0.81 14.72 0.90

4 2A1 12a1
–1 1a2

–1 8b2
–1 5b1 15.37 0.02

4 2B2 6b2
–1 16.00 0.74 16.05 0.92

15.6 (E)
4 2B1 1b1

–1 1a2
–1 1a2

–1 5b1 16.05 0.29
5 2B2 6b2

–1 8b2
–1 1a2

–1 2a2 16.23 0.10
5 2B1 1b1

–1 3b1
–1 1a2

–1 2a2 16.28 0.48 16.07 0.89
6 2B2 6b2

–1 8b2
–1 1a2

–1 2a2 16.43 0.12

6 2B1 2b1
–1 8b2

–1 8b2
–1 5b1 16.85 0.06

16.5 (F)

5 2A1 11a1
–1 16.97 0.82 16.99 0.91

7 2B1 2b1
–1 8b2

–1 8b2
–1 5b1 17.01 0.06

6 2A1 11a1
–1 8b2

–1 3b1
–1 2a2 17.09 0.02

4 2A2 1a2
–1 1a2

–1 2b1
–1 5b1 17.17 <0.01

5 2A2 1a2
–1 1a2

–1 3b1
–1 5b1 17.33 0.01

7 2B2 5b2
–1 7b2

–1 3b1
–1 5b1 17.64 0.01

7 2A1 11a1
–1 13a1

–1 3b1
–1 5b1 17.92 0.01

17.2 (G)
8 2B2 5b2

–1 17.99 0.78 17.72 0.90

6 2A2 1a2
–1 13a1

–1 8b2
–1 5b1 18.29 <0.01

17.7 (H)9 2B2 5b2
–1 13a1

–1 1a2
–1 5b1 18.44 <0.01

8 2A1 10a1
–1 18.47 0.70 18.34 0.90

a For the states with predominant 2h–1p configuration, the most important h configuration responsible for the intensity of the corresponding 
transition is also given in addition to 2h–1p.

b Data of [8]; see Figs. 3 and 4.
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According to the available theoretical data, the 
well-separated photoelectron maximum with an energy 
of ~10.9 eV can be unambiguously assigned to the 
1a2

–1 (12A2) transition corresponding to ionization of 
the second π orbital.

The assignment of the C band with its maximum at 
about 13.1 eV is more difficult, since this band extends 
to a significant range of 12.5–14 eV and has two 
clearly defined shoulders at ~12.7 and ~13.7 eV. As 
follows from the IP-ADC(3) calculations, this spectral 
region is formed by seven transitions, three of which 
are the main ones and the other four are satellite (Table 
2). The main lines correspond to ionization of the 2b1, 
13a1, and 7b2 orbitals. The satellites originate from 
transitions leading to the formation of vacancies at 
nσ-MO and highest π-MO and population of π*-MO, 
whose intensities are borrowed from the main 
transitions 2b1

–1 and 7b2
–1. The results of our simulation 

(Fig. 3) showed that it is the latter two transitions with 
appreciably reduced intensities that are responsible for 
the shoulders with energies of ~12.7 and ~13.7 eV. The 
high-energy shoulder has also contributions from by 
satellite transitions. This is consistent with the CC3 
calculation data, which predicted for the C band the 
same sequence of the main states as the IP-ADC(3) 
method, as well as qualitatively similar distribution of 
the relative intensities P(2b1

–1):P(13a1
–1):P(7b2

–1) = 
0.81:1:0.95 [0.61:1:0.73 in the case of IP-ADC(3)]. 
Although the satellite transitions contributing to the 
C band were not calculated by the CC3 method 
(because of high computational costs), the given data 
clearly indicate that they are located somewhere 
nearby, since they acquired the missing part of the 
intensity of 2b1

–1 and 7b2
–1. The given interpretation of 

the C band is quite different from that proposed in [8], 
where it was attributed to only three main transitions 
with equal intensities on the basis of SAC-CI cal-
culations.

We assigned the D band with its maximum at about 
14.5 eV to the 12a1

–1 transition accompanied by two 
low-intensity satellites (Table 2). A similar assignment, 
but without satellites, was proposed in [8]. The assump-
tion that the D band has contributions from the state 
22B2 (7b2

–1) ,  based on multiconfiguration HF 
(CASSCF) calculations [8], seems hardly realistic, 
since in this case the intensity of the D band would be 
doubled, which is not observed experimentally.

The E band with its maximum at about 15.6 eV in 
the experimental spectrum is rather diffuse, and it 
appears in the region of 15.1–16.2 eV. Its shape is well 

explained by our IP-ADC(3) calculations, according to 
which the E band has contributions from a large 
number of satellite transitions that borrow intensity 
from the deeply lying π-MO 1b1. Due to the strong 
intensity transfer to the satellites, the main 1b1

–1 line is 
completely absent in the ionization spectrum of 
γ-pyrone (Fig. 3, Table 2); this is often observed in the 
spectra of conjugated heterocycles [21]. According to 
our data, the other part of the intensity of that band is 
provided by the 6b2

–1 (42B2) transition. Once again, 
SAC-CI calculations [8] do not predict contributions of 
satellites, and the E band was treated as originating 
exclusively from the 6b2

–1 and 1b1
–1 transitions.

A small peak F in the region of ~16.5 eV was 
interpreted by us as the result of electron ionization 
from the 11a1 orbital. Our calculations predict the 
presence of some satellites in the vicinity of the corre-
sponding main line; however, the intensity of these 
satellites is insignificant.

A similar situation is predicted for the G and H 
maxima observed in the spectrum at ~17.2 and 
~17.7 eV, respectively. These maxima arise from 
ionization of the 5b2 and 10a1 orbitals, respectively. 
As in the case of the F peak, the contribution of 
satellites to the G and H bands is insignificant, though 
their existence is predicted by our calculations.

According to the IP-ADC(3) data, the region above 
18 eV is characterized by total breakdown of the orbital 
ionization picture, which is consistent with the gen-
erally accepted views on the structure of photoelectron 
spectra [9]. Here, the spectral envelope is the result of 
a large number of low-intensity 2h–1p satellite transi-
tions arising from interactions with h-type transitions 
which correspond to ionization of MOs with appro-
priate energies. The main lines corresponding to orbital 
ionization no longer appear in this part of the spectrum, 
and the resulting states have a complex multielectron 
nature.

The results of SAC-CI calculations [8] were verified 
using the IP-EOM-CCSD method which is equivalent 
to SAC-CI. Table 1 compares the obtained results with 
the SAC-CI/6-311G** data [8]. As expected, the 
results are in good agreement with each other, and the 
existing small discrepancies are most likely to be 
due to differences in the geometric parameters and 
basis set limitations in the SAC-CI calculations [8]. 
The wide-range spectrum calculated by the IP-EOM-
CCSD method reproduces the SAC-CI data [8] 
together with the problems associated with the latter 
(Fig. 4, Table 2). As noted above, the main problem is 
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that the spectrum below ~19 eV is represented exclu-
sively by main lines without satellite transitions and 
variation of the main line intensities. As far as we 
know, this feature of the IP-EOM-CCSD and SAC-CI 
methods has not been discussed previously in the 
literature, and it requires more thorough theoretical 
analysis.

EXPERIMENTAL

The energies (E) and relative intensities (P) of 
vertical transitions in the ionization spectra were cal-
culated by the IP-ADC(3) [13–15] and IP-EOM-CCSD 
[18–20] methods using 6-311G** [22, 23], cc-pVTZ, 
and aug-cc-pVTZ basis sets [24, 25]. The calculations 
were carried out using Q-Chem software package [26]. 
The geometric parameters of γ-pyrone used in the 
calculations were optimized in the framework of the 
second order Møller–Plesset perturbation theory (MP2) 
with cc-pVTZ basis set using Gaussian [27]. The spec-
tral envelopes were constructed by convolution of the 

calculated energies and intensities of vertical transi-
tions with Lorentzian functions with a line half-width 
of 0.3 eV. The molecular orbitals were visualized with 
the aid of Molden [28].

The energies of four low-lying vertical transitions 
of γ-pyrone were also calculated by the linear response 
coupled cluster singles and doubles method including 
perturbation of triply excited configurations with the 
linear response function perturbative correction for 
triply excited confi gurations (CC3) [29–31], which is 
more accurate than IP-ADC(3) and IP-EOM-CCSD. 
The calculations were performed by CFOUR software 
[32] using cc-pVTZ basis set.

The dependence of the energy of low-lying vertical 
transitions on the basis set was clarified using the 
outer-valence Greenʼs function (OVGF) method 
[33–35], which is somewhat less rigorous in theoretical 
terms but more economical in terms of computational 
resources than IP-ADC(3). Two series of basis sets, 
cc-pVxZ (x = D, T, Q, 5) and aug-cc-pVxZ (x = D, 

Fig. 4. Theoretical [IP-EOM-CCSD/aug-cc-pVTZ] and experimental ionization spectra of γ-pyrone. The theoretical spectrum is 
shifted by –0.46 eV relative to the experimental spectrum; vertical transitions that can be considered as main lines (P ≥ 0.5) are shown 
in blue, and those corresponding to satellite lines (P < 0.5) are shown in red.
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T, Q) [24, 25] were used, and the results obtained in 
each case were then extrapolated to the complete basis 
set (CBS) limit [36, 37]. The calculations were carried 
out using Gaussian.

CONCLUSIONS

The results of high-level quantum chemical calcula-
tions [IP-ADC(3), IP-EOM-CCSD, CC3, OVGF] 
showed that the electronic structure of γ-pyrone is quite 
complex due to electron correlation effects. These 
effects are reflected in the complex structure of the 
ionization spectrum and disagreement between the 
high-level methods with respect to the sequence of 
cationic states and origin of spectral lines.

Another evidence of the importance of many-
electron effects is the significant role of satellites in the 
ionization spectrum, which is clearly demonstrated by 
IP-ADC(3) calculations. Intensity redistribution from 
the main lines to satellites is observed starting from 
~12 eV, which leads to an appreciable decrease in the 
intensity of transitions corresponding to ionization of 
the 2b1 and 7b2 orbitals, followed by the appearance of 
related satellites. Another example of intense satellite 
formation is breakdown of the orbital ionization picture 
for the high-energy π orbital 1b1. As a result, the corre-
sponding main line is not observed, while all its 
intensity is distributed between the satellites in the 
region of ~15.1–16.2 eV of the experimental spectrum.

The spectral envelope calculated by the IP-ADC(3)/
aug-cc-pVTZ method was in good qualitative agree-
ment with the recently obtained photoelectron spectrum 
of γ-pyrone [8], which made it possible to assign the 
observed bands. Our results significantly change the 
interpretation of the spectrum available in the literature 
and based on SAC-CI calculations [8], which predicts 
the absence of satellites throughout the entire outer-
valence range of ionization of γ-pyrone. Furthermore, 
this gives reason to believe that the SAC-CI method 
and equivalent IP-EOM-CCSD approximation have 
certain problems related to the description of 2h–1p 
states, which require special theoretical analysis.

The sequence of six lowest transitions in the ioniza-
tion spectrum was reliably determined by the CC3 
method and energy extrapolation to the complete basis 
set limit. The obtained results are quantitatively consis-
tent with the experimental data, according to which the 
vertical gap between the 12B2 (8b2

–1) and 12B1 (3b1
–1) 

lowest cationic states of γ-pyrone amounts to 0.25 eV. 
This suggests the possibility of their vibronic interac-
tion which should be taken into account while studying 
the vibronic structure of photoelectron transitions.
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