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Abstract—Methods of coherent X-ray diffraction imaging of the spatial structure of noncrystalline objects
and nanocrystals (nanostructures) are considered. Particular attention is paid to the methods of scanning-
based coherent diffraction imaging (ptychography), visualization based on coherent surface scattering with
application of correlation spectroscopy approaches, and specific features of visualization using X-ray free-
electron laser radiation. The corresponding data in the literature are analyzed to demonstrate the state of the
art of the methods of coherent diffraction imaging and fields of their application.
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INTRODUCTION
X-ray crystallography has played an important role

in many fields of science and technology and deter-
mined the direction of development of methods for
studying the 3D structure of substances and materials
on the atomic and nanoscale levels [1, 2].

Historically, an important role in the development
of the aforementioned methods was played by the
approaches of conventional crystallography based on
X-ray diffraction (XRD) analysis. Application of XRD
to protein crystals led to great success in studying the
structure and mechanisms of functioning of operation
biological macromolecules and their ensembles,
which served a basis for scientific and technological
breakthrough in structural biology and biotechnolo-

gies, as well as in various fields of genetics and medi-
cine when developing new medicines.

In the Soviet Union a great contribution to the
development of the XRD method and crystallography
as a whole was made by Academician B.K. Vainshtein,
who headed for many years the Shubnikov Institute of
Crystallography of the Academy of Sciences of the
Soviet Union. Studies on the crystallography of bio-
macromolecules began in his laboratory even in the
1950s [3–5]; crystals of some very important proteins
were synthesized for the first time and their atomic
structure was studied [6].

However, specifically the crystal structure imposes
significant limitations on the preparation and choice
of an object of study [7, 8], because many samples that
are of interest for modern materials science, physics of
nanosystems, chemistry, and biology, are poorly crys-
tallized (an example is cell wall proteins, which are
insoluble in water). Naturaly, the popularity of the
crystallization approach was related to the insufficient
intensity of X-ray sources, which hindered the study of
the structure of noncrystalline and weakly ordered
samples and the processes occurring in them.

In 1980 D. Sayre proposed to adapt crystallography
methods for studying aperiodic objects in order to
develop a new approach to imaging with a high spatial
resolution based on coherent X-ray diffraction [9].
The history was repeated: the first diffraction pattern
of a protein crystal was recorded in 1934 [10], but the
first structures of globular proteins were identified
much later, in 1958 [11]; the first observation of X-ray
diffraction from an isolated object was reported in
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1987 [12], but an image was reconstructed from X-ray
data only in 1999 [13].

Methods based on the use of coherence of electro-
magnetic radiation in the X-ray range—coherent X-
ray diffraction imaging (coherent diffraction imaging
(CDI))—have been actively developed in the last
decade. They provide amplitude- and phase-contrast
imaging of an object studied and are aimed at deter-
mining the 3D structure of noncrystalline samples and
nanocrystals (nanostructures) with a resolution that is
theoretically restricted by only the diffraction limit
[14]. Examples of such samples are various biological
objects [15], including biological cells and viruses, and
nanocrystallites of poorly crystallized macromole-
cules and their complexes. The development of CDI
methods makes it possible to extend significantly the
range of objects studied and, correspondingly, the
range of scientific problems to be solved [16], includ-
ing such fields of prime importance in Russia [17] as
biotechnology, medicine and genetics, design of new
functional (construction, composite, etc.) materials,
and hybrid and nature-like technical systems (sensors,
biosensors, etc.). A particular role in the development
of CDI methods belongs to Mega Science facilities:
synchrotron radiation (SR) sources of the fourth gen-
eration and X-ray free-electron lasers (XFELs) [18].
Along with the development of new SR sources, a
number of programs have been started that are aimed
at upgrading the functioning SR sources (KSRS-
Kurchatov, ESRF–EBS [19, 20], PETRA IV [21, 22],
APS [23], etc.) and creating new specialized stations
on the functioning sources, designed for experiments
on imaging micro- and nanoobjects using CDI meth-
ods (NanoMAX on the MAX IV source in Sweden,
ID16A/B and ID10 on the ESRF source in France).
To date, most of SR sources have almost 100% trans-
verse coherence, and the upgrade of megafacilities is
aimed mainly at reducing further the source emittance
below 1 nm, increasing brightness, and carrying out
experiments with a pico- or femtosecond temporal
resolution.

The development of CDI methods and techniques
of analysis of coherent images of nanostructures is one
of the problems of prime importance in the Russian
Federation within the plan of creation of a series of
megafacilities, including the SILA facility [24] (com-
bination of a fourth-generation SR source and an X-ray
free-electron laser).

The purpose of this review is to acquaint the reader
with the modern CDI and coherent scattering meth-
ods, including CDI in the mode of elongated-object
scanning (ptychography) based on coherent surface
scattering, using correlation spectroscopy approaches
and XFEL radiation. In view of the diversity of meth-
ods and approaches, their constant development and
need for them, 100% coverage of the literature on this
subject area appears impossible. In particular, holog-
raphy and phase contrast methods are omitted; a
CR
review of their modern state of the art can be found
in [25, 26].

1. METHODS OF COHERENT X-RAY 
DIFFRACTION IMAGING

One can arbitrarily divide all CDI versions into five
main groups (see schematic diagrams in Fig. 1).

CDI in the plane-wave approximation (Fig. 1a)
was presented for the first time in [9]. A coherent X-ray
plane wave is incident on a sample, which is com-
pletely illuminated, and a two-dimensional diffraction
pattern is recorded in the far-field zone (Fraunhofer
diffraction). From the experimental point of view,
important features of this geometry are relatively low
sensitivity to vibrations and small sample displace-
ments and possibility of carrying out single-shot
experiments under conditions of short-term (e.g.,
pulsed) interaction of radiation with an object studied,
including the case where this interaction leads to
object structure degradation (damage) or destruction.

A schematic of X-ray ptychography is presented in
Fig. 1b. In this case the linear sizes of sample studied
exceed the transverse sizes of incident X-ray beam.
The latter is generally formed using a pinhole or focus-
ing coherent optics, which includes compound refrac-
tive lenses [27], planar compound refractive lenses [28],
Fresnel zone plates [29–31] and a system of Kirkpat-
rick–Baez mirrors [32]. A ptychography experiment
implies scanning over the 2D grid of extended object,
with simultaneous detection of a series of diffraction
patterns from partially overlapped regions of the sam-
ple studied.

The schematic of CDI in the Bragg geometry
(Fig. 1c) is similar to that presented in Fig. 1a, but a
diffraction pattern is recorded in the vicinity of Bragg
reflection in the case of crystalline object (nanoscale
structures, nanocrystals, etc.).

The essence of CDI in the Fresnel approximation
(Fig. 1d) is as follows: a sample is installed before or
behind the focal plane of Fresnel zone plate, after
which a 2D diffraction pattern is recorded in the near-
field zone (Fresnel diffraction).

A schematic of CDI in the total external reflection
(TER) geometry is shown in Fig. 1e: a sample is place
on the surface of a substrate, which is oriented in the
grazing incidence geometry close to TER conditions;
a 2D diffraction pattern is recorded in the far-field
zone in the vicinity of specularly reflected beam.

The CDI methods in the plane-wave approxima-
tion and Bragg geometry, as well as ptychography and
their combinations, are being actively developed and
demanded in studies of various micro- and nanostruc-
tures, as well as biological objects (using SR and
XFEL). A number of researchers reported the use of
CDI methods to image such biological objects as cells,
organelles, bacteria [33–38], and some viruses [39,
40]. CDI makes it possible to determine the density of
YSTALLOGRAPHY REPORTS  Vol. 66  No. 6  2021
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Fig. 1. Block diagrams of CDI versions: (a) plane-wave approximation, (b) X-ray ptychography, (c) Bragg geometry, (d) Fresnel
approximation, and (e) TER geometry, with indication of (CXR) coherent X rays, (θB) Bragg angle, (FZP) Fresnel zone plate,
(P) pinhole, and (αi) specular reflection critical angle of substrate. Irradiated regions (“asterisks”) in (b) are shown non-overlap-
ping for clarity [14]. 
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material, based on which one can establish the posi-
tion of different phases in material bulk.

In addition, CDI methods make it possible to per-
form chemical [41], elemental [42], and magnetic [43]
nanomapping of complex (inhomogeneous, layered,
and composite) materials. Resonance X-ray absorp-
tion at a photon energy specified for a given material of
provides the so-called chemical contrast, in particular,
due to the detection of f luorescence yield and applica-
tion of X-ray electron spectroscopy for chemical anal-
ysis. Using polarized radiation, one can detect a mag-
netic contrast, which yields information about the dis-
tribution of magnetic moments and orientation of
molecules in the sample. Here, the objects of study are
amorphous and disordered structures, including
CRYSTALLOGRAPHY REPORTS  Vol. 66  No. 6  202
glasses and polymers, as well as quantum dots,
nanorods, and other nanostructures [44–46]. Some
studies were devoted to the distribution of strains and
stresses in the bulk of nanocrystals [47, 48] and imag-
ing their shape [49].

A distinctive feature of the CDI approach in Fres-
nel approximation is the use of an incident wave with
a specified wavefront curvature. It was shown in [50,
51] that, when a wave with a known (finite) curvature
is incident on a sample, there is a single solution to the
problem of structure reconstruction for the object
studied. Williams et al. [52] reported the results of
structure reconstruction for an aperiodic gold sample
with a resolution of 24 nm by the CDI method in Fres-
nel approximation, using a zone plate with an external
1
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zone size of 50 nm. An image of a standard sample
with a resolution of 20 nm was reconstructed in a sim-
ilar way in [53].

1.1. Coherence, Speckle Structure, CDI
The coherence of X-ray beam can be improved in

two ways: decreasing the source sizes and increasing
the distance from the source to the observation point.
Despite the steady decrease in the source emittance,
the electron-bunch size cannot be reduce to a point,
because the use of beams with a low charge leads to
radiation power loss, whereas the transverse size of
high-charge beams is difficult to decrease because of
the Coulomb repulsion. Therefore, the radiation in
the far-field zone is used in practice, and its coherent
part is selected using a system of slits (pinholes). This
approach, although reducing the X-ray f luence on a
sample, provides spatial filtering of incoherent modes.

Generally the coherent properties of X-ray beam
are quantitatively characterized by the temporal (or
longitudinal) and spatial (transverse) coherence
lengths. The longitudinal coherence length Ll is
defined as the distance at which the phases of two har-
monics with wavelengths of λ and λ + Δλ differ by π:

(1)

and it can also be related to the spectral band Δλ/λ of
pulsed radiation.

The spatial (transverse) coherence is determined
from the interference pattern in the case of diffraction
from a system of two slits. For modern SR and XFEL
sources the coherence length almost coincides with
the transverse beam size and increases with a decrease
in the source size S and increase in the distance from
the source to the observation point R:

(2)

For the SR sources of generation 3+ or higher, as
well as for XFEL, the ratio of the total spatial coher-
ence area to the entire beam cross section on a sample
(i.e., after all transformations in the X-ray optical sys-
tem) is 96–99%; hence, these sources can be referred
to as completely coherent.

When recording a diffraction pattern, a detector is
placed in the far-field zone of Fraunhofer diffraction,
where ε = d2/λD ⩽ 1, λ is the wavelength, and d is the
transverse object size. Multiple scattering of X-ray
pulses from a sample leads to the occurrence of local
interference maxima in the form of speckles in the dif-
fraction pattern. A speckle structure—an averaged
interference pattern of the intensity distribution of
coherent radiation diffracted (scattered) from the
object studied—is formed from the speckle ensemble.

Note that the approaches based on correlation
spectroscopy, in which is the speckle structures of
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coherent scattering patterns for weakly ordered and
disordered systems, imaging at coherent surface scat-
tering, and some other techniques are generally con-
sidered as a separate group. A general approach to the
object structure reconstruction is the use of iterative
phase reconstruction algorithms.

In the reciprocal space the size of a speckle
obtained from an object (or its structural part) with a
transverse size d is given by the expression ∆q = 2π/d,
where q is the wave vector. The minimum distance
between speckles upon projection on the detector
plane is determined as

(3)

According to the Kotel’nikov theorem (known as
the Nyquist–Shannon sampling theorem in the for-
eign literature), to carry out of unambiguous recon-
struction of the initial continuous signal with a limited
spectrum from its discrete references, the pixel size p
should be less than half of the distance between
speckles:

(4)

If the size of the region occupied by an object is
N × N pixels on a 2D grid, the number of known
parameters in reciprocal space will be smaller by a fac-
tor of 2, because only intensity is recorded. Therefore,
one must consider an area in the image containing
several times larger amount of information for the so-
called sampling [54–56]. Sampling equal to 2 is the
minimum necessary condition for successful object
reconstruction.

Real-space sampling is also performed for the
reconstructed object. With allowance for sampling
and expression (3), the maximum spatial resolution of
object (minimum size of object portion) is related to
the detector Np, where N is the linear number of
detector pixels:

(5)

Typical distances between the sample and detector
generally do not exceed several tens of meters, p is 50–
100 μm, and N ∼ 500–1000.

1.2. Structure Reconstruction from CDI Data, Iterative 
Phase Retrieval Algorithms

The diffraction pattern obtained by CDI is in some
sense a 2D projection of the Fourier transform of a real
structure (electron density) of the sample studied on
the detector surface. However, the reconstruction of
sample structure via inverse Fourier transform of dif-
fraction pattern is a nontrivial problem, and not only
because of the limited detector size. Since each detec-
tor pixel records intensity (i.e., squared wave-field
amplitude) rather than amplitude and phase, the total

ΔΔ = = λ .q Dx D
k d

≤ λ .
2
Dp
d

Δ = λ .Dd
Np
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phase information appears to be lost. However, this is
not quite so in the case of data analysis over the entire
pixel ensemble.

This “phase problem,” both in wave optics and in
X-ray crystal optics [57], can be solved by fulfilling the
following conditions: (i) when recording a diffraction
pattern, the sampling criterion exceeds the value in
correspondence with the Kotel’nikov theorem and
(ii) in the absence of noise the size of recorded array of
points in the diffraction pattern should exceed or be
equal to the size of the array of points of reconstructed
real structure. Then one can state (with some mathe-
matical assumptions) that the phase information suffi-
cient for reconstruction is contained (in the enci-
phered form) in the recorded image and can be
extracted using special computational algorithms: iter-
ative phase reconstruction algorithms.

Note that the spatial resolution of CDI methods is
limited in theory mainly by the radiation wavelength
and amounts to several tens of nanometers in X-ray
range. However, the spatial resolution is limited in
practice by many factors, from the brightness and
coherence of the radiation source in use to the specific
features of CDI scheme. For the modern SR sources
of the third and fourth generations and XFEL, the res-
olution of CDI methods is in the range of ∼1–10 nm;
thus, CDI takes an intermediate position in this
respect between the electron and X-ray microscopies.

An iterative phase reconstruction algorithm is a
cyclic procedure based on fast Fourier transform of
diffraction speckle structure, recorded by a detector
with data modification (to solve the phase problem) at
certain cycle steps [56, 58–62].

Currently, researchers use two efficient phase
retrieval algorithms: Fienup (phase error reduction)
algorithm and hybrid input–output algorithm [59,
60]; they both develop the Gerchberg approach, which
was applied for the first time to solve the inverse prob-
lem in electron microscopy [58].

A common feature of all phase retrieval algorithms
is the use of iterative transitions between the real and
reciprocal spaces, which are performed via the fast
Fourier transform over the so-called Fienup cycle
[56]. The latter includes the following steps (Fig. 2):

(1) assignement of a random phase (initial assump-
tion based on an a priori model) to the modulus of
amplitude of experimentally obtained diffraction pat-
tern and application of fast Fourier transform;

(2) superposition of boundary conditions (for
example, approximate limitation of the object size,
which can be estimated based on oversampling) on the
image obtained in real space and application of direct
fast Fourier transform;

(3) replacement of the amplitude of X-ray field
strength in the obtained Fourier transform (in the
reciprocal space) which the experimentally found
amplitude and application of inverse fast Fourier
transform;
CRYSTALLOGRAPHY REPORTS  Vol. 66  No. 6  202
(4) repetition of steps 2 and 3 (one iteration) up to
the desired convergence level.

Convergence is estimated from the value of error,
which is defined as the difference between the calcu-
lated and experimental amplitudes of the Fourier
transform of object under study. Generally phase can
be retrieved after ∼102–103 iterations.

There are many versions of iterative methods (see
review [62]). The most popular one is the guided
hybrid input–output algorithm [63].

2. PTYCHOGRAPHY
One of the most significant limitations of CDI

methods (both in the plane-wave approximation and
in the Bragg geometry) is that only relatively small
objects can be imaged; this limitation is related to the
spatial coherence length of radiation (and beam sizes).
A modification of the CDI method based on spatial
scanning of extended objects, known as ptychography
or scanning CDI (Fig. 1b), removes the aforemen-
tioned limitation and allows one to retrieve the object
structure with a nanoscale spatial resolution [64, 65].

Ptychography originates from the pioneer study
[66], where a technique of retrieving phase informa-
tion about a crystalline object scanned by a coherent
electron beam of finite sizes was described. This tech-
nique was developed in [67–69] for studying disor-
dered objects, combined with iterative phase retrieval
algorithms [70, 71], and demonstrated for the case of
X rays [72]. Results of successful phase and amplitude
retrieval for some objects (in particular, a test gold
zone plate with a resolution of several tens of nanome-
ters) were reported in [73, 74]. The possibility of imag-
ing the structure of objects with sizes exceeding the
transverse sizes of coherent beam makes this method
promising for studying condensed matter [75–77] and
biological systems [78, 79].

The method implies sample scanning (displacing
the illumination spot on the sample surface, formed by
a coherent focused or pinhole-limited beam), with
overlap of illuminated areas and simultaneous detec-
tion of an array of diffraction patterns. A set of diffrac-
tion patterns from different but partially overlapping
areas allows one to reconstruct successively a 2D or
3D image of object structure with application of itera-
tive algorithms.

Scanning with a focused beam makes it possible to
obtain not only structural contrast by also additional
chemical contrast (due to the X-ray f luorescence)
with a high elemental sensitivity.

Ptychography is generally implemented as a 2D
method, which provides phase images due to the dif-
ference in the projections of optical path length in
sample. To ensure these conditions, the sample must
be optically thin. Then the wavefront passing through
the sample can be exactly modeled by multiplying the
distribution functions of the incident beam intensity
1
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Fig. 2. Block diagram illustrating the procedure of image reconstruction for an object studied from the CDI data using an iterative
phase retrieval algorithm with fast Fourier transform (FFT) [14]. 
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and the sample transfer function. The limiting value of
sample thickness for this approximation was deter-
mined theoretically in [73, 80] and then refined using
numerical calculations; as a result, the following rela-
tion was obtained [81]:

(6)

where T is the sample thickness, Δr is the image reso-
lution, and λ is the illumination wavelength. The cor-
responding Fresnel number is no less than 0.2.

In contrast to the standard image reconstruction
algorithms (error reduction, hybrid input–output,
etc.), ptychography implies simultaneous processing
of several diffraction patterns from overlapping regions
of the sample. Sufficient overlap of patterns makes it
possible to solve the phase problem and reconstruct
the sample structure image. Reconstruction is per-
formed using a test function (function of the projec-
tion of incident radiation beam on the plane of object
studied) P(r) and the object function O(r), which

≤
25.2Δ  ,

λ
rT
CR
characterizes the sample studied [64, 65]. Then, in the
presence of a relative displacement ri between the sam-
ple and test function, the resulting wave field behind
the sample (recorded in the far-field zone) Ψi(r) is

(7)
The essence of ptychographic iterative engine for

image reconstruction consists is successive refinement
of the object function O(r) by applying direct and
inverse fast Fourier transforms, with transition to
every new test taking into account the information
about the previous one (Fig. 3). In addition, an
extended ptychographic iterative engine was devel-
oped, in which, along with the object function O(r),
the test function P(r), which may be initially
unknown, is also refined.

The ptychographic approach can be efficiently
applied in combination with other imaging methods.
For example, in the so-called 3D ptychographic
tomographic transforms are additionally used to
obtain 3D images with a high spatial resolution. In

= −( ) ( )Ψ ( ).i ir P r O r r
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Fig. 3. Schematic diagram of iterative phase retrieval algo-
rithm. Gray arrows indicate successive transitions between
CDI images, with renewal of information about the object.
Black arrows indicate direct (solid) and inverse (dashed)
fast Fourier transforms [64]. 
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simple cases of ptychographic tomography (Fig. 4a) a
3D image is obtained rotating a sample by 180° with a
small step, and a ptychographic projection is recorded
for each angle. When all imaging projections for each
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Fig. 4. Schematic diagram of 3D ptychography: (a) block diagr
series of thin cuts (layers), when the sample thickness exceeds the
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angle are reconstructed using ptychography iterative
algorithms, they are processed using standard tomo-
graphic programs, for example, the inverse-projection
algorithm [82]. As a result, a 3D image of the object
studied is formed.

Multi-slice ptychography is applied in more com-
plex situations, when the sample thickness exceeds the
multiplicative approximation limit [83]. Within the
multi-slice model a thick sample is considered as a set
of thin cuts, for each of which multiplicative approxi-
mation can be used (Fig. 4b). The experimental scan-
ning process is presented in Fig. 4c. The wave field in
the detector plane can be calculated using the calcula-
tion block diagram presented in Fig. 4d.

To reconstruct the image, the calculated wave field
at the output is first reconsidered with correction of
phases and replacement of intensities, and then the
calculation block diagram order is changed to opposite
(inverse). Each of thin cuts can be reconstructed using
standard algorithms [85] for a single cut [86].

The additional advantages of multi-slice ptychog-
raphy and ptychographic tomography are in favor of
their combination, in which the 3D information
obtained by multi-slice ptychography is used to reduce
the number of angular measurements (and the scan
time). At the same time, this combined method of
1

am of ptychographic tomography; (b) division of sample into a
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multi-slice ptychographic tomography [84] can be
used for thicker samples with conservation of high res-
olution.

3. COHERENT X-RAY SURFACE IMAGING
The technique of coherent imaging of surface scat-

tering is a modification of coherent scattering method.
It allows one to study the 3D structure of surfaces,
interfaces, and ordered and weakly ordered objects on
the surface and in the bulk of material.

This method was proposed for the first time in 2012
[87]. Similar approaches were considered previously
in [88, 89]; however, without a possibility of recon-
structing the 3D structure. The experiments reported
in [87] were performed on the third-generation SR
source APS (Advanced Photon Source). Since the
coherent radiation intensity was insufficient, and the
detector could not be installed at a necessary distance
from the sample, the resolution of the reconstructed
structure of the object studied in one of the directions
was more than 500 nm. It was suggested that the use of
a fourth-generation SR source and optimization of the
schematic of the experiment on coherent imaging of
surface scattering will make it possible to reach a
nanoscale spatial resolution. However, even now a res-
olution of 40 × 80 nm in the surface plane and a sub-
nanometer in the normal direction was obtained for
“desktop” sources, generating radiation in the extreme
UV (EUV) range стигнуто [90]. Thus, EUV X-ray
ptychography has a resolution comparable with the
record values for scanning electron microscopy but, in
contrast to the latter, is not restricted to samples with
conducting surfaces.

The essence of the method of coherent imaging of
surface scattering is that a scattering pattern is
recorded in the TER geometry in the vicinity of criti-
cal angle αi (Fig. 1e). In the grazing incidence geome-
try surface scattering is extremely sensitive to the elec-
tron density distribution both in the lateral direction
(along the sample surface) and along the normal [91–
93], due to which coherent scattering with a high sig-
nal-to-noise ratio and short recording time can be
formed [87]. Combination of this method with pty-
chography and photon correlation spectroscopy will
make it possible to scan in the aforementioned mode
objects with sizes exceeding the transverse sizes of
incident X-ray beam and gain information with a tem-
poral resolution characteristic of correlation methods.

4. X-RAY PHOTON CORRELATION 
SPECTROSCOPY AND SPECKLE 

SPECTROSCOPY
X-ray photon correlation spectroscopy (XPCS), or

intensity f luctuation spectroscopy [94–96], is based
on analysis of the time evolution of CDI diffraction
pattern and speckle structures. It is generally applied
when studying weakly ordered and disordered objects,
CR
such as colloidal suspensions [97–99], mixtures of
homopolymers [100], block copolymer micelles and
vesicles [101, 102], nanoparticles in supercooled liq-
uids [103], and antiferromagnets [104]. The standard
scheme of XPCS experiment coincides with the
scheme presented in Fig. 1a. XPCS is also actively
used when studying the dynamics (Brownian motion)
of metal nanoparticles in solutions, charge density
waves, critical f luctuations at order–disorder phase
transitions in amorphous alloys, and conformational
dynamics of vitrified polymers [105–110].

XPCS makes it possible to study the structural
dynamics in a sample from the intensity f luctuations
in a recorded speckle structure, observe low-fre-
quency dynamic processes, and visualize density f luc-
tuation at distance of several nanometers [111].

In XPCS experiments information is derived from
the data on intensity f luctuations using normalized
second-order autocorrelation intensity function g2(q, t):

(8)

where I(q, t) is the scattering intensity corresponding
to scattering vector q at an instant t and angular brack-
ets indicate averaging over ensemble (over measure-
ment time). Averaging is performed over all intensity
values, pixels of the scattering pattern speckle struc-
ture, and time as follows: it is suggested that K succes-
sive speckle patterns with a frame frequency fr are
recorded by an area detector with N pixels, which cor-
respond to scattering vector q. Then g2(q, t) can be
written as

(9)

where Δt = 1/fr and  is the scattering intensity in
the nth pixel of kth image after subtracting the aver-
aged dark noise of detector. In the case of partially
coherent radiation the function g2(q, t) is related to the
normalized first-order autocorrelation function g1(q, t)
by the Siegert relation [112]:

(10)

where β is the degree of coherence, which is varied
from zero to unity.

Due to the analysis of autocorrelation function,
XPCS makes it possible to determine the temporal
characteristics of the Brownian motion of the system
and relaxation of atoms/molecules in the sample, i.e.,
to determine the free-diffusion coefficients (con-
stants) D0, rms displacements of particles, and relax-
ation rates.
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XPCS is efficiently applied in studies devoted to
aging, delayed deposition of particles in various colloi-
dal systems, and formation of percolation sets of parti-
cles [113]. Time evolution (aging) can be quantitatively
estimated using the autocorrelation function with the
aid of “equal-age cuts” obtained from 2D autocorrela-
tion functions. In contrast to the case of simple
Brownian motion, when correlation functions can be
presented in the form of simple exponentially decreas-
ing functions, in this case necessary to use the Kohl-
rausch–Williams–Watt approximation:

(11)

where  is the relaxation time (the relaxation rate is
) and γ is the exponential factor.

X-ray speckle spectroscopy (or speckle visibility
spectroscopy), which based on quantitative analysis of
the contrast of interference maxima in a speckle pat-
tern and speckle visibility ν(q, t), has been developed
as a method alternative to XPCS. X-ray speckle visi-
bility spectroscopy yields the same information as
XPCS but at times shorter than frame change period
in the detector [114–118]. This method is especially
demanded for in the case of XFEL; it opens ways for
detecting ultrafast dynamics at the atomic level by
analyzing the visibility of speckle patterns obtained
using a pair of femtosecond X-ray pulses (pump and
probe) with a relative time delay (from several femto-
seconds to several nanoseconds) determining the
“exposure time” [119–125].

The ν(q, t) value for a specified speckle pattern is
determined by the formula

(12)

where S(q, t) is the scattering intensity determined for

the exposure time T(S(q, t) = ). As well as in
XPCS, averaging over ensemble in (12) is averaging
over pixels and time: we assume the exposure time of
successive images to be T; then the ν(q, t) value for the
speckle structure is calculated as

(13)

One can show that ν(q, t) is related to g1(q, t) by the
formula

(14)
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5. X-RAY CROSS-CORRELATION ANALYSIS
X-ray cross-correlation analysis (XCCA) is based

on the analysis of a speckle structure using CDI; it
allows one to investigate the structure of individual
particles, as well as disordered and partially ordered
systems, scheme as alloys or colloidal glasses. In the
standard scheme of XCCA experiment (Fig. 1a) cor-
relations of scattered-field intensity in the reciprocal
space, I(q, t), are sought for two chosen scattering vec-
tors q at different instants, t1 and t2:

(15)

where  is the cross-correlation function of
intensity.

The concept of XCCA (or f luctuation scattering)
was proposed for the first time by Kam in 1977 as a
tool for determining the structure of individual macro-
molecules in solution [126] using visible light. The
instantaneous particle distribution is fixed if the scat-
tering by identical unoriented particles is recorded for
a time shorter than the time necessary for their reori-
entation. A cross-correlation analysis of the angular
variations in intensity on the detector area, supple-
mented with an analysis of variations in the radial
direction (similarly to the small-angle X-ray scattering
method), makes it possible to reconstruct information
about structure particles. Then this approach was
developed by Clark for studying the local order in con-
densed phases for 2D systems (particle monolayer
∼230 nm in size) [127] and spatial correlation of parti-
cles in 3D systems (in colloidal liquid) [128].

The success in the development of X-ray and SR
sources made it possible to apply the cross-correlation
approach in experiments with coherent X-ray scatter-
ing. One of the first XCCA studies showed the possi-
bility of revealing hidden symmetry (related to the
local structure of amorphous sample) in closely
packed colloidal glasses [129]. The theory of the
XCCA method and the corresponding computer sim-
ulation algorithms were described in [130–133].

Two main directions can be selected in XCCA
studies: (i) analysis of the structural features of weakly
ordered systems and (ii) determination of the structure
of single particles.

In the case of disordered systems, XCCA is used to
study the local order and structure of ensembles of
identical particles in colloidal 2D and 3D systems (in
particular, under pressure [134]), analyze correlations
in thin colloidal films in small-angle X-ray scattering
geometry [135], determine quantitatively the ordering
and bonds in liquid crystals [136], studying the struc-
ture of nanocrystalline superlattices [137], detect
structural inhomogeneities in polymers [138], and
investigate the local order and symmetry in magnetic
domains [139].

Concerning the study of single particles, the XCCA
method has been adapted so as to obtain structural
information (crystallographic structure, size, and

1 2 1 2 1 1 2 1( ,  ,  ,  ) ~  ( ,  ) ( ,  ),C t t I t I tq q q q

1 2 1 2( ,  ,  ,  ) C t tq q
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shape of particles); it is being widely applied for mod-
ern SR sources and XFEL. An XFEL with ultrashort
(femtosecond) X-ray pulses of high brightness pro-
vides instantaneous “images” of randomly oriented
particles.

Within the first approach the cross-correlation
function is used as a limitation in the iterative phase
retrieval algorithm. With the aid of this approach, the
structure of single polystyrene dimers was determined
on the XFEL LCLS (Linac Coherent Light Source) in
[140] and the structure of 2D gold nanoparticles was
established on the SR source SLS (Swiss Light
Source) in [141]. The second approach is based on
direct fitting (approximation) of real-structure model
with allowance for the cross-correlation function in
correspondence with the experimentally obtained
scattering patterns.

Note that XCCA makes it possible to perform time-
resolved measurements, which is important for under-
standing the processes of structure formation and
crystallization and mechanisms of phase transitions.
The form of cross-correlation function can be chosen
in dependence of the purpose and experimentally
determined parameters. For example, when studying
the local order in static colloidal dispersions this func-
tion is determined via angular intensity correlations in
polar coordinates with a constant modulus of wave
vector q (|q1| = |q2| = q):

(16)

The scattering vector q lies in the plane oriented per-
pendicular to the incident beam; Δϕ is the angular dif-
ference between the scattering vectors q1 and q2, which
takes values in range from zero to 2π (Fig. 5а). The
operator  indicates averaging over angle ϕ along a
ring of radius q.

Expansion of the correlation function C(q, Δϕ) in a
Fourier series in Δϕ allows one to study in detail the
local orientational order of a sample proceeding from
the properties of function

(17)

with Fourier coefficients

(18)

The relationship between the Fourier coefficients
Cl(q) and structural orientational order can be illus-
trated by an example of a 2D system. Let the system
contain five arbitrarily oriented hexagonal clusters of
spherical particles (Fig. 5b). The calculated scattering
pattern is presented in Fig. 5c. The Fourier coeffi-
cients Cl(q) of the correlation function C(q, Δϕ),
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obtained from the calculated scattering pattern, are
presented as a function of l components in Fig. 5d.
One can see the dominance of the Fourier coefficients
with l = 6 and 12, which reflect the hexagonal struc-
tural symmetry of the system.

6. SPECIFIC FEATURES OF XFEL IMAGING
The enhanced brightness [143] and time structure

with specific 100 fs pulse is a characteristic feature of
XFEL, which casts a new look at the possibilities of
X-ray time-resolved experiment. The XFEL provides
a transition to samples of new types: nanoparticles and
individual biomolecules [144, 145], in particular, in
commercial-crystallography approaches [146]. New
terms arose: megahertz X-ray diffraction [147, 148] and
imaging [149]. Samples of this type do not call for crys-
tallization [150], which is necessary when using SR [151].

However, the use of pulsed X rays gives rise to new
problems, the most important of which are the control
of wavefront distortions [152, 153], which may affects
significantly the interaction of intense radiation with
material [154]; sample destruction; and negative influ-
ence of XFEL radiation on the X-ray optics [155, 156].

In view of the more stringent requirements to the
X-ray optics radiation resistance, silicon gradually
gives way to diamond (for example, as a material of
Fresnel zone plates [157]) and beryllium compounds
(for compound refractive lenses [158]). Note that the
sample destruction with a characteristic time of 10–
50 fs led to the development of the concept of diffrac-
tion pattern fixation “up to the instant of sample
destruction” [159].

One of the bottlenecks of time-resolved X-ray
experiments is X-ray detectors [160]. The extremely
high frequency of modern multipixel 2D detectors is
limited by a value of 5 MHz for the AGIPD detector
(which is being constantly upgraded), which corre-
sponds to a frame change period of 200 ns. Schemes of
splitting the initial beam into two beams using a system
of crystals and joint use of X-ray and optical laser radi-
ations are active developed to improve the temporal
resolution. In the former case a series of successive
reflections leads to wavefront distortions, whereas in
the latter case serious problems with synchronization
of X-ray and light pulses arise.

Since the beginning of active operation of Euro-
pean XFEL stations new experimental schemes of
X-ray imaging have been proposed; the X-ray optics is
being upgraded as well. For example, the experimental
station for materials imaging and dynamics MID on
the European XFEL [144], which was put into opera-
tion in the end of 2018, makes it possible to study
nanostructured materials, liquids, and soft and solid
condensed media. Along with the tool for studying
materials with high energy density (HED), MID uses
radiation from an undulator SASE-2 with a photon
energy of 5–25 keV, which provides up to 1012 pho-
YSTALLOGRAPHY REPORTS  Vol. 66  No. 6  2021
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Fig. 5. (a) Determination of the parameters of cross-correlation function C(q, Δϕ). (b) XCCA on a model system from five arbi-
trarily oriented hexagonal clusters of spherical particles; the distance rnn between particles is shown by an arrow. (c) Calculation
of coherent scattering from a given structure. (d) Fourier coefficients Cl(qmn) as a function of l components, calculated for qmn =
2π/rmn [142]. 
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tons/pulse and up to 3000 pulses/s. The X-ray split-
and-delay line based on a series of diffraction reflec-
tions for the MID station was described in [161]; new
concepts of improving stability and simplifying equaliza-
tion of this line have been proposed recently [162, 163].

The imaging based on propagation in the near field
(in particular near-field holography and its imple-
mentation with a high resolution in the conical-beam
geometry) may ensure full-scale study of the sample
dynamics under the action of a single XFEL pulse
[155]. The problem of f luctuating wavefront is solved
by sample the configuration space of SASE source
pulses before actual image recording with subsequent
analysis of the main component. In the case of Euro-
pean XFEL MID [155], an experiment on near-field
holography with a temporal resolution is performed
using aberration-corrected nanofocusing compound
refractive lenses. The dynamics of the microfluidic jet
used for supplying a sample is additionally analyzed
(Fig. 6). Imaging in the pump-and-probe mode is
implemented using an IR pulsed laser, whose radia-
tion induces cavitation and explosion processes in
the jet.

The pulsed character of XFEL radiation solves two
main problems of CDI based on SR sources. First,
images are not difused because of the sample motion
(theoretically, the temporal resolution limit is deter-
mined by the pulse width: 100 fs). Second, the XFEL
coherent radiation f lux exceeds many orders of magni-
CRYSTALLOGRAPHY REPORTS  Vol. 66  No. 6  202
tude that for a single SR pulse, due to which the
requirement to the particle size and X-ray optics as a
whole become less stringent.

Phase-sensitive methods become even more prom-
ising, because the phase shift of refractive index for
hard X rays may be several orders of magnitude larger
than the change in the absorption coefficient. The use
of the phase shift is especially important for biomate-
rials, which are based on light elements with a small
number of electrons Z. However, only few from many
available CDI methods are currently compatible with
XFEL single-pulse imaging. In particular, ptychogra-
phy [72] for nanoobjects and its interferometric analog
at the meso- and macroscopic levels [164] cannot be
implemented in full measure using single pulses.
Despite the fact that the potential of ptychography was
demonstrated for static samples [165], while the image
processing can be parallelized to some extent [166],
current experiments are limited to demonstrations of
the possibilities of coherent diffraction imaging [13]
and analysis of the structure of small biological parti-
cles, such as bacteria or viruses [167, 168]. For exam-
ple, even for eukaryotic cells more than 5 μm in diam-
eter the necessary requirements cannot be fulfilled
because of the excess definiteness of image speckle
structure.

The possibilities of near-field holography were also
demonstrated for the images obtained using XFEL
radiation [169, 170], but the problems with intensity
1
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Fig. 6. Experimental scheme of European XFEL MID.
XFEL radiation from SASE2 undulator is collimated by a
set of compound refractive lenses 1 with a focal length f.
Phase plate 2 is used to correct optical system aberrations,
and delay generator 3 serves to trigger pump laser 4 at the
instant of XFEL pulse arrival. Microfluidic jet 5 is located
at a defocusing distance z01 = 271.3 mm. The detector is
installed at a distance of z12 = 9670 mm from the jet [155]. 
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f luctuations due to the random character of photon
generation in XFEL (in essence, shot noise amplifica-
tion) and, correspondingly, with phase retrieval are
not solved completely yet.

Note that the high brightness of XFEL makes it
possible to implement previously inaccessible meth-
ods of diffraction pattern imaging using photoelec-
trons [171], methods of nonlinear X-ray physics [172],
and new techniques of radiation polarization con-
trol [173].

CONCLUSIONS
The methods of coherent diffraction imaging con-

sidered in this review were elaborated and are being
actively developed because new SR sources of the 3+
and fourth generations and XFEL are being put into
operation. These sources, due to their brightness,
small emittance, and temporal structure open up new
horizons for X-ray diffraction studies and materials
science. Despite the fact that the spatial resolution
these methods (∼1–10 nm) cannot yet be compared to
that of electron microscopy analogues (characterized
by an angstrom resolution), the nondestructive effect
of radiation from these sources and their exceptional
brightness give grounds to expect active development
CR
of specifically non-diffraction X-ray methods and
expansion of the range of noncrystalline objects of study.

To conclude, we should some specific features of
CDI methods.

(1) In view of the use of pulsed sources and appli-
cation of phase-sensitive methods, particular attention
is paid to the control of the wavefront and its distor-
tions.

(2) The general direction of studies shifts towards
noncrystalline objects (nanoparticles and various bio-
logical objects, such as DNA, proteins, and biomole-
cules).

(3) Experiments with time resolution (which may
reach 10 fs in the case of XFEL) become of prime
importance. Unfortunately, modern multipixel 2D
detectors do not make it possible to operate at these
frequencies; therefore, methods of pump-and-probe
type are being actively developed.

(4) The new possibilities of detectors for analyzing
correlation functions in different pixels and at different
instants make it possible to analyze data of correlation
functions with allowance for spatial dispersion (two-
time correlations in multipixel datasets).

(5) To implement successfully interference and
phase-sensitive experiments, one needs radiation
sources with a high spatial and temporal coherence.

(6) The role of soft X rays increases when studying
biological objects and samples of modern “nonmetal-
lic” materials science. The emphasis shifts towards the
analysis of K-edge absorption images of light atoms
(C, N, O), and scattering occurs without diffraction.

The development of X-ray structural nanodiagnos-
tics in the next decade will be determined mainly by
the transition to modern megascience systems, fourth-
generation SR sources, and XFELs. It is planned to
create a number of megafacilities in the Russian Fed-
eration, including the SILA source, and reconstruct
the Kurchatov SR source. In view of the aforesaid, the
formation and development of the research and
methodical base for carrying out studies using modern
CDI methods becomes an important task, which must
be performed to provide competitive potential of Rus-
sian scientific community in the field of X-ray diffrac-
tion studies in the nearest future.
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