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Abstract—Some analytical problems, which are often considered incorrect for objective reasons, are consid-
ered. The main of these reasons is an anomalously large scatter of the initial data. It can be due to either the
low reproducibility of the characteristics of substances, their quantities, analytical signal intensities, process
conditions, etc., or variability due to differences in the nature of the objects themselves. In the latter case, the
nature of data interpretation is influenced by analytical hypotheses adopted for their consideration. The tasks
considered include variations in the component composition of developers for black-and-white negative pho-
tographic materials, comparison of temperature parameters of the gas-chromatographic separation of various
organic compounds, toxicity characterization (LD50) of homologues using C3–C12 1-alkanols as an example,
and the possibility of predicting sample preparation operations in the determination of drugs in blood plasma
based on their physicochemical characteristics. The main features of data interpretation characterized by a
high degree of uncertainty are revealed. It is noted that important conclusions can be drawn based on the facts
of low reproducibility (one-dimensional arrays) or poor correlation of variables (two-dimensional arrays).
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The most important requirements for analytical
methods (a frequently used term is validation), tradi-
tionally include such a characteristic as the precision
of measurement results subdivided into their repeat-
ability and reproducibility in addition to accuracy,
robustness, etc. The evaluation criterion is the mini-
mum standard deviations of the obtained values (or
coefficients of variation). Two-dimensional data
arrays (first of all, calibration dependences) are char-
acterized by linearity, the criterion of which is the
maximum values of correlation coefficients (R) or the
minimum values of general variances (S0) [1]. Many
practice guidelines specify particular accuracy perfor-
mance requirements. This is often referred to bioana-
lytical methods and drug control [2–4]. For example,
in accordance with rules [4], the permissible devia-
tions of the results for at least 67% samples should be
within ± 15% of their nominal values; otherwise, the
reasons for the deviations should be clarified.

However, in real analytical practice, there are a
large number of examples of data arrays that are char-
acterized by low reproducibility or poor correlation of
variables (in other words, a high degree of uncer-
tainty). This may be due to either a large scatter of
direct measurement results or variability because of
differences in the nature of objects. Spark source mass

spectrometry [5, 6] is an example of an objectively
large spread of signal intensities; the same features are
often inherent in determinations at a trace level. The
general approach to eliminating such uncertainties is
to improve the technique of determinations. Variabil-
ity of the second type sometimes is fundamentally
irremovable, but it depends on the accepted formula-
tions of analytical problems (in other words, on
accepted analytical hypotheses). As an example of the
data scatter caused by the data sample, we can cite the
intensities of weak signals of so-called mass spectra of
ion series [7]1. Their standard deviations may exceed
the mean values.

Another example of a weak correlation of values is
the assessment of retention indices (RIs) in reversed
phase HPLC based on the hydrophobicity factors
(logP) of analytes [8, 9]. As a rule, the correlation
coefficients of the RI−logP relationships are at a level
of 0.9, and S0 (the average accuracy of the obtained
estimates) is at least 50–70 index units. Nevertheless,
this approach has been used to date due to the relative
availability of (predominantly calculated) values of
log P. Such correlations are often regarded as having

1 The spectra of ion series combine data for individual homo-
logues into averaged characteristics of homologous series [7].
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only limited application or even as unsatisfactory.
However, the numerous examples of a large scatter of
data not only do not allow them to be neglected but
also deserve special consideration of the interpretation
of such information, which is the goal of this work.

To illustrate the diversity of such examples, we ana-
lyzed in detail four different problems. All of them
refer to variability due to differences in the nature
(properties, characteristics) of objects, and a strong
dependence of the features of data interpretation on
the formulation of problems under consideration is
manifested in all of them. As the simplest example
(one-dimensional data array), variations in the com-
position of developers for black-and-white negative
photographic materials are considered. More complex
problems include variations in the temperature
regimes of gas-chromatographic analysis because the
problem becomes two-dimensional when data for dif-
ferent analytes are combined. The toxicity of homo-
logues is another example of large scatter. Finally, the
analytically important problem of choosing sample
preparation operations for determining drug traces in
blood plasma based on the physicochemical charac-
teristics of the test compounds is considered in more
detail.

CHOICE OF INITIAL DATA AND SAMPLE 
PREPARATION FOR ANALYSIS 

(EXPERIMENTAL)
General characteristics of the four considered exam-

ples. To exclude the search for and comparison of
information from insufficiently systematized sources
of different times of publication, information on the
composition of developers for black-and-white nega-
tive photographic materials (example 1) was taken
from a manual [10], which was published in a period of
a great variety of both negative photographic materials
themselves and recipes of processing solutions for
them (1964). The database of the National Institute of
Standards and Technology (NIST, the United States)
(http://webbook.nist.gov) [11] was chosen as a source
of information on the conditions of gas-chromato-
graphic analysis with temperature programming for
five analytes (nitrobenzene, benzonitrile, 2-chloro-
phenol, 1,4-dimethoxybenzene, and 1,3,5-trichloro-
benzene); this database contains detailed information
on all compounds whose retention indices are
included in it (example 2). The selected parameters
include the initial temperature (Т0, °С), the duration
of an initial isothermal section (t(T0), min), and the
heating rate (r, K/min). Toxicity data (the values of
LD50, example 3) for С3–С12 1-alkanols were taken
from various literature sources [12–18]. Many of them
contain duplicate values of LD50, which were not
detected and rejected. Finally, the descriptions of
sample preparation procedures for drugs (51 com-
pounds of various chemical nature) are summarized
on the basis of original publications and data obtained
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from JSC Biokad (see below) (example 4). Tables 1–
4, the numbers of which are consistent with the num-
bers of examples, summarize experimental data corre-
sponding to each of the examples and necessary refer-
ences. The values of hydrophobicity factors (logP) and
the degrees of drug binding to proteins are indicated
on the Drugbank website [62].

Preparation of samples for analysis. Data in Table 4,
which corresponds to the last considered example and
contains information on the operations of blood
plasma sample preparation for HPLC determination
of drugs, is supplemented with information for several
drugs the analysis methods for which were developed
at ZAO Biokad (St. Petersburg). Their standard solu-
tions with a concentration of 1 mg/mL were prepared
by dissolving weighed portions of the analyzed sub-
stances in a mobile phase (the composition of the sol-
vents corresponded to the initial compositions of elu-
ants in gradient elution modes). The blood plasma of
healthy volunteers stored frozen at a temperature of no
higher than –70°C was used as a matrix for preparing
model solutions.

Samples for HPLC analysis were prepared accord-
ing to one of the following procedures: (1) Liquid–liq-
uid extraction (LLE) was carried out by adding an
extractant to aliquot portions of the samples (1 : 3); the
resulting solutions were mixed and centrifuged; the
organic extracts were evaporated in a f low of nitrogen,
and the dry residues were repeatedly dissolved in the
mobile phase. (2) For the precipitation of blood
plasma proteins, acetonitrile was used as a precipitant
in a ratio of 1 : 3; the resulting solutions were mixed
and centrifuged, and supernatant layers were trans-
ferred into vials for chromatographic analysis.
(3) Solid phase extraction (SPE) was performed using
cartridges (Oasis, Waters, the United States); samples
were applied to them and various solvents were passed
through the cartridges to elute impurities and target
analytes separately. (4) Amicon® Ultra 3K centrifuge
ultrafilters (Millipore, the United States) were used to
filter plasma proteins. Specified volumes of the sam-
ples were added to test tubes with filters and centri-
fuged; the amounts of solutions passed through the
membranes were taken for chromatographic analysis.

In all the above examples, the initial information
was highly variable, and the scatter of numerical data
was large so that any correction of single values in such
arrays (identification of outliers) [63] was impossible.
The ORIGIN software (versions 4.1 and 8.1) was used
for statistical processing of the initial data and plotting.
The significant variability of the initial data limits the
use of more complex methods of their interpretation
(factor or cluster analysis). Moreover, in all of the
examples, the number of available values is insuffi-
cient for the correct application of these methods.
 ANALYTICAL CHEMISTRY  Vol. 77  No. 11  2022
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Table 1. Concentrations of components in metol–hydroquinone developers for negative black-and-white photographic
materials (according to Yashtold-Govorko [10])

* In more recent developer formulations, hygroscopic sodium carbonate was replaced by nonhygroscopic potassium carbonate (con-
version factor, 1.30).
** Components for which standard deviations exceed the arithmetic mean values of their concentrations in solution.

Developer

Component concentration, g/L

metol hydroquinone sodium sulfite 
(crystal)

sodium 
carbonate 

(anhydrous)*

potassium 
bromide other additives

NP-1 2.5 2.5 60 5 0.5 –
Supporting solution for NP-1 7 10 60 20 – –
NP-2 1 5 52 20 1 –
NP-3 5 6 80 40 3 –
Contrast – 30 120 – 20 19 (NaOH)
Contrast KTs-1 2 10 104 40 4 –
For high temperatures

6 – 180 – 2
23 (borax), 
100 (Na2SO4)

Fine-grained NP-15 2 5 200 – – 2 (borax)
Supporting solution for NP-15 3 7.5 200 – – 20 (borax)
Standard 8 – 250 5.75 2.5 –
NP-19A 10 – 120 90 2 –
Fine-grained D-23 7.5 – 200 – – –
DK-20 5 – 200 – 0.5 2 (borax), 1 

(KNCS)
For equalizing image contrast 5 6 40 25 4.5 –
For correcting underexposures 14 14 50 – 9 9 (NaOH)
For increasing light sensitivity

1 5 52 20 1

0.2 (hydra-
zine sulfate), 
0.01 (ben-
zotriazole)

For overexposed photographic 
materials 7 – 50 12 5 –

For fast development
5 45 180 – 10

40 (NaOH),
1 (benzotri-
azole)

Average values ± s 5 ± 4 8 ± 12** 120 ± 70 15 ± 23** 4 ± 5** –
Sample asymmetry (А) 1.6 3.5 1.5 2.3 2.9 –
RESULTS AND DISCUSSION
Component composition of metol–hydroquinone

developers for negative black-and-white photographic
materials. It is advisable to start considering data sets
with a large scatter with one-dimensional arrays to
which conventional statistical processing is applicable.
According to modern ideas, the best results of process-
ing photographic materials are provided by strict
reproduction of the conditions, including the compo-
sition of solutions, the duration of processing, and the
temperature regime (maximal standardization). How-
ever, the situation was fundamentally different 50–60
years ago: for numerous negative photographic mate-
JOURNAL OF ANALYTICAL CHEMISTRY  Vol. 77  N
rials (with different spectral sensitivity), a large num-
ber of developers were used for various purposes,
including normal (standard), fine-grained, contrast
developers and those to reduce contrast, to increase
light sensitivity, for overexposed photographic materi-
als, for high processing temperatures, etc. All of these
developers differed in combinations and concentra-
tions of components. If we confine ourselves only to
metol–hydroquinone developers2 for negative photo-
graphic materials, Table 1 summarizes the concentra-

2 Metol, 4-(methylamino)phenol sulfate; hydroquinone, 1,4-
dihydroxybenzene.
o. 11  2022
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Table 2. Comparison of the parameters of temperature regimes for gas-chromatographic analysis of some organic com-
pounds (according to NIST Standard Reference Database [11])

Overall mean values: Т0 = (57 ± 22)°С (А = 1.6), t(T0) = (2 ± 3) min (А = 2.5), and r = (5 ± 3) K/min (А = 1.7).

Compound T0, °С t(T0), min r, K/min Compound T0, °С t(T0), min r, K/min

Nitrobenzene 40 0 5 1,4-Dimethoxybenzene 60 2 10
60 1 5 60 5 3
75 0 6 35 3 4
50 2 8 60 1 6
40 1 10 40 7 6

Average values 55 ± 13 1 ± 1 7 ± 2 60 0 3

Benzonitrile 0 12 12 40 5 3

40 0 5 70 2 3
40 0 3 35 4 2
50 0 2.5 60 0 4
50 0 6 50 0 4
35 2 2 70 5 4

Average values 36 ± 19 2 ± 5 5 ± 4 80 0 3

2-Chlorophenol 40 0 3 50 2 3

35 0 8 40 10 3
50 0 10 Average values 54 ± 14 3 ± 3 4 ± 2
50 0 5 1,3,5-Trichlorobenzene 50 0 2
50 4 6 50 0 2

100 0 10 100 0 10
100 0 2 100 0 5
100 0 6 50 0 10
100 0 10 50 0 5
100 0 5 30 0 1
50 0 10 80 0 2
50 0 5 80 0 3
50 3 3 40 3 2
80 0 2 80 0 2
50 2 8 50 5 5
40 3 8 Average values 63 ± 23 1 ± 2 4 ± 3
50 4 6

Average values 64 ± 25 1 ± 2 6 ± 3
tions of components in 19 of them according to a man-
ual [10].

The purpose of such a variety of compositions is to
choose the best option for processing depending on
the characteristics of a particular photographic mate-
rial or shooting conditions. However, another real sit-
uation can be imagined: the type of photographic
material, the features of its exposure, and, conse-
quently, the a priori requirements for processing are
unknown. In other words, here we are dealing with a
different formulation of the original hypothesis. In
such cases, the choice of a specific developer formula-
JOURNAL OF
tion from among the previously known ones is clearly
irrational; therefore, a change in the logical scheme of
actions is required. From the uncertainty of the for-
mulation of the problem follows the preferred use of a
formulation the composition of which corresponds to
the average amounts of all components (arithmetic
averages are given in the last row of Table 1).

Variations in the concentrations of individual com-
ponents (ranges) are very large: 0–14 g/L (metol), 0–
45 g/L (hydroquinone), 40–250 g/L (sodium sulfite),
0–90 g/L (sodium carbonate), and 0–20 g/L (potas-
sium bromide). Not surprisingly, the formal calcula-
 ANALYTICAL CHEMISTRY  Vol. 77  No. 11  2022
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Table 3. Data on the toxicity of C3–C12 1-alkanols (LD50, mg/kg, p.o.; no indication of the animal corresponds to the use of rats)

* SDS (Safety Data Sheet) or MSDS (Material Safety Data Sheet) is the designation of websites of various companies containing the
toxicological characteristics of chemical compounds.
** Abnormally large values of LD50 excluded from the graphical representation of the data (Fig. 2).

1-Alkanol LD50 Reference

1-Propanol 1870 SDS* (Thermo Fisher Scientific, 2018)
2160, 2800 (rabbit), 1870 PubChem
1870, 5700 (for humans) SDS (ChemSupply, Australia)
4400, 7000 SDS (Thermo Fisher Scientific)
2825 (rabbit), 6800 (mouse), 1870, 2200 SDS (ASS no. 01356)

Average value (А) 3400 ± 2000 (2.2)
1-Butanol 2680, 2510, 2020, 790, 1200 (hamster), 

2500 (bird), 3500 (rabbit), 1782 (dog)
 [12]

4360, 2290, 2510, 2020, 790, 2680 (mouse), 
3500 (rabbit), 1200 (hamster), 1782 (dog)

 [13]

700, 790 SDS (Thermo Fisher Scientific)
2292, 3430 (rabbit) SDS (Carl Roth, 2021)
790–4360 PubChem
2500, 3400 (rabbit), 790, 2680 (mouse), 3484, 
2500 (bird)

SDS (Sigma-Aldrich)

1200 (hamster), 2680 (mouse), 3400 (rabbit), 
3500 (rabbit), 2100, 800–2000, 700

 [14]

2292 (rat)  [15]
2290, 2510, 2680 (mouse), 3500 (rabbit), 
1200 (hamster), 1782 (dog), <2000

 [16]

Average value (А) 2200 ± 1000 (0.90)
1-Pentanol 200 (mouse). 370 SDS (Thermo Fisher Scientific)

>2000 SDS (Carl Roth)
>2000 SDS (Acros Organics)
3645 SDS (Agilent)
3670, 200 (mouse) SDS (Sigma-Aldrich)
>2000 SDS (ChemSupply, Australia)
2200–3000 SDS (Calderon Lab Chemicals)
2200, 3600, 140–4585 [17]

Average value (А) 2100 ± 1500 (0.97)
1-Hexanol 1950 (mouse)  [12]

720, >2000 SDS (Carl Roth)
4590, 4870, 103–4870 [17]
200–2000  [18]
500–5000 SDS (Cameo Chemicals)
>2000 ChemBook

Average value (А) 2400 ± 1900 (1.8)
1-Heptanol 3250, 6200, 5500, 500–6200 [17]

4300 (mouse) PubChem
1870 SDS (Cameo Chemicals)
500 (rabbit), >2000 ChemBook
500 Green Chemistry

1-Octanol >3200  [12]
>5000, 1790 –>5000  [11]
>2000 ChemBook

1-Nonanol 3560, 800–6400 [17]
1-Decanol 4720, 1000–5000 [17]
1-Undecanol 3000, 3000–>15800** [17]
1-Dodecanol >2000, 1500–26530** [17]
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Table 4. Main characteristics of sample preparation operations for drug preparations depending on their hydrophobicity
factors (log P) (compounds are arranged in a descending order of the calculated values of log P (ChemAxon))

Name Molecular 
weight CAS no. log P

Binding 
with plasma 
proteins, %

Sample preparation 
technique* References

Everolimus 958 159351-69-6 7.4 (ChemAxon) ~74% LLE**

Eltrombopag 443 496775-61-2 6.03 (ChemAxon) ~99% Precipitation  [19]

Atorvastatin 559 134523-00-5 5.39 (ChemAxon)
6.36 (expt)

~98% LLE  [20]

Bosentan 552 147536-97-8;
157212-55-0 
(monohydrate)

4.94 (ChemAxon)
3.7 (expt)

~98% Precipitation**

Dapoxetine 305 119356-77-3 4.67 (ChemAxon) ~99% LLE  [21]

Vinorelbine 779 71486-22-1 4.65 (ChemAxon)
4.0 (expt)

~90% LLE  [22]

Simeprevir 750 923604-59-5 4.56 (ChemAxon) ~99% LLE  [23]

Loratadine 383 79794-75-5 4.55 ChemAxon 99% LLE  [24]

Pyronaridine 518 74847-35-1 4.22 (ChemAxon) ~92% LLE  [25]

Nateglinide 317 105816-04-4 4.03 ChemAxon ~98% Micro-LLE  [26]

Abiraterone 392 154229-18-2 3.97 (ChemAxon) ~99% LLE**

Chloroquine 320 54-05-7 3.93 (ChemAxon)
4.63 (expt)

~74% Precipitation  [25]

Gefitinib 447 184475-35-2 3.75 (ChemAxon)
3.2 (expt)

~90% LLE**

Crizotinib 450 877399-52-5 3.57 (ChemAxon) ~91% Precipitation  [27, 28]

Pazopanib 438 444731-52-6
635702-64-6 
(hydrochloride)

3.55 (ChemAxon)
3.2 (expt)

~99% Precipitation**

Mycophenolic
acid

320 24280-93-1 3.53 (ChemAxon)
2.8 (expt)

~98% LLE  [29]

Canaglif lozin 444 842133-18-0 3.52 (ChemAxon) ~99% LLE  [30]

Artemether 298 71963-77-4 3.48 (ChemAxon) ~95% Precipitation  [25]

Olanzapine 312 132539-06-1 3.39 (ChemAxon) ~ 93% LLE  [31]

Asunaprevir 748 630420-16-5 3.37 (ChemAxon) ~ 99% LLE  [32]

Bupropion 276 34911-55-2 3.27 (ChemAxon)
3.6 (expt)

~85% LLE  [33]

Erlotinib 393 183321-74-6 3.2 (ChemAxon) ~95% Precipitation**

Stiripentol 234 49763-96-4 3.12 (ChemAxon) ~99% LLE  [34]

Precipitation  [35]

Diazepam 285 439-14-5 3.08 (ChemAxon) ~98% LLE  [36]

Sunitinib 398.5 557795-19-4 2.93 (ChemAxon) ~95% LLE  [37]

Docetaxel 808 114977-28-5 2.92 (ChemAxon)
2.4 (expt)

~97% LLE  [38]

Fluvoxamine 318 54739-18-3 2.8 (ChemAxon)
3.2 (expt)

~80% LLE  [39]
JOURNAL OF ANALYTICAL CHEMISTRY  Vol. 77  No. 11  2022
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* Abbreviations for sample preparation operations: LLE, liquid–liquid extraction, SPE, solid-phase extraction.
**  References are not indicated for preparations characterized at ZAO Biokad.

*** Inorganic complex compound; experimental values of log P are unknown.

Gilteritinib 553 1254053-43-4 2.79 ChemAxon ~94% SPE  [40]

Retigabine 303 150812-12-7 2.7 (ChemAxon) ~80% LLE  [41]

Eslicarbazepine
acetate

296 236395-14-5 2.17 (ChemAxon) ~40% Precipitation 
+ salting-out

 [42]

Terif lunomide 270 163451-81-8 2.14 (ChemAxon)
1.536 (expt)

~ 99% Precipitation**

Dapaglif lozin 409 461432-26-8 2.11 (ChemAxon)
2.7 (expt)

~91% LLE  [30]

Oxcarbazepine 252 28721-07-5 1.82 (ChemAxon) ~40% LLE  [43]

Empaglif lozin 451 864070-44-0 1.66 (ChemAxon) ~86% LLE  [30]

Dolutegravir 419 1051375-16-6 1.1 (ChemAxon) ~99% Precipitation + SPE  [44]

Doxorubicin 544 23214-92-8 0.92 (ChemAxon) ~74% Precipitation  [45]

Monomethyl
fumarate

130 2756-87-8 0.34 (ChemAxon) ~ 40% Precipitation**

Zonisamide 212 68291-97-4 0.11 (ChemAxon)
0.5 (expt)

~40% LLE  [46, 47]

Cisplatin*** 300 15663-27-1 –2.19 (Hansch, 1995)
–0.04 (ALOGPS)

~95% Derivatization 
+ LLE

 [48]

Mercaptopurine 152 50-44-2 –0.12 (ChemAxon) ~19% Precipitation  [49]

Sulthiame 290 61-56-3 –0.27 (ChemAxon) ~60% Precipitation  [50]

Didanosine 236 69655-05-6 –0.35 (ChemAxon) ~5% SPE  [51]

Metronidazole 171 443-48-1 –0.46 (ChemAxon) ~20% Precipitation  [52]

Isoniazid 137 54-85-3 –0.69 (ChemAxon) ~10% Precipitation  [53]

Lenalidomide 259 191732-72-6 –0.71 (ChemAxon)
–0.4 (expt)

~30% Precipitation**

Entecavir 277 142217-69-4
209216-23-9 
(monohydrate)

–1.4 (ChemAxon)
–0.8 (expt)

~ 13% Ultrafiltration**

Cytarabine 243 147-94-4 –2.8 (ChemAxon)
–2.8 (expt)

~13% Cation exchange 
SPE

 [54]

Azacitidine 244 320-67-2 –3.1 (ChemAxon)
–3.5 (expt)

N/A Cation-exchange 
SPE

 [55]

Precipitation  [56]

Tigecycline 585.6 220620-09-7 –3.9 (ChemAxon)
0.8 (expt)

~89% Precipitation  [57]

Ceftazidime 547 72558-82-8 –4.1 (ChemAxon) ~ 10% Ultrafiltration  [58]

Meropenem 384 96036-03-2 –4.4 (ChemAxon)
–0.6 (expt)

~2% Precipitation  [59, 60]

SPE  [61]

Name Molecular 
weight CAS no. log P

Binding 
with plasma 
proteins, %

Sample preparation 
technique* References

Table 4. (Contd.)
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tion of standard deviations leads to values that exceed
their arithmetic mean values for some of them (hydro-
quinone, sodium carbonate, and potassium bromide).
For the other two components, the relative standard
deviations (coefficients of variation) are 80% (metol)
and 58% (sodium sulfite). In the practice of mathe-
matical processing of measurement results [64], if the
standard deviation of a value is greater than its mean
value, this means that such a value is statistically insig-
nificant, and it can be assumed equal to zero. How-
ever, in relation to the problem under consideration,
such an interpretation is unacceptable, and it should
be changed: this confirms the possibility of the
absence of such a component from the developer in
some cases.

If the considered data arrays {xi} are obviously
asymmetric (as in this case), they can be characterized
by an asymmetry factor (A). One way to estimate this
parameter is to calculate two standard deviations inde-
pendently. The first characterizes data that exceed the
arithmetic mean, s(+), and the second, accordingly,
smaller, s(–). Their ratio A = s(+)/s(–) is a character-
istic of asymmetry [65]. In our case, all values of A
(indicated in the last row of Table 1) are significantly
greater than unity (from 1.5 to 3.5). This is typical for
all data arrays bounded from below by zero, while
there are no such restrictions from above.

Such a scatter of data on the composition of devel-
opers deserves comment. First of all, it corresponds to
an average recipe. If we consider the 11 specific com-
positions listed in Table. 1, the calculated average val-
ues correspond best to developers NP-3 and for equal-
izing image contrast. In addition, note that if we esti-
mate the accuracy of setting the required quantities of
ingredients by eye approximately as ±50 rel %, the
standard deviations of the obtained mean values
exceed this value. This means that it is possible to
exclude an operation of taking accurate weights of
components from the preparation of these developers;
nevertheless, this ensures an acceptable level of quality
in the processing of photographic materials.

As noted above, similar examples of the statistical
processing of data characterized by a noticeable scatter
occur in the calculations of the mass spectra of ion
series [7]; this is determined by the nature of the cho-
sen hypothesis (solution of problems of group mass-
spectrometric identification of organic compounds).

Comparison of temperature regimes for the gas-
chromatographic analysis of various organic com-
pounds. The next most complex example of large-scat-
ter data arrays can be represented as either a one-
dimensional or a two-dimensional array. These are the
gas-chromatographic separation parameters of vari-
ous analytes with temperature programming, namely,
the initial temperature (Т0, °С), the duration of the
initial isothermal step (t(T0), min), and the heating
rate (r, K/min). These data from various sources of
information are available on the website of the US
JOURNAL OF
National Institute of Standards and Technology
(NIST) (http://webbook.nist.gov) [11], where they
are given for all compounds characterized by retention
indices. Any compounds can be chosen to illustrate
the features of such information; however, to reduce
the volume of discussion, we restrict ourselves to five
analytes: nitrobenzene, benzonitrile, 2-chlorophenol,
1,4-dimethoxybenzene, and 1,3,5-trichlorobenzene.
Table 2 summarizes some of the values of Т0, t(T0),
and r for them.

As in the previous example, noticeable variations in
all characteristics of the programming modes attract
attention. In this case, the standard deviations of the
parameters Т0 and r do not exceed the corresponding
average values, which cannot be said about the dura-
tion of the initial isothermal section (r). From the gen-
eral point of view, one could assume that the initial
temperatures T0 could be somehow related to the
chemical nature of analytes, for example, to the values
of their retention indices. However, a check of the RI–
T0 relationship shows that these parameters weakly
correlate with each other (Fig. 1) and we can only con-
sider a weakly pronounced tendency to increase the
initial temperatures of programming regimes for ana-
lytes with higher retention indices. This is especially
noticeable if the values of Т0, t(T0), and r are not pre-
liminarily averaged for each compound (Fig. 1a), but
points corresponding to all values of these parameters
are plotted on a graph (Fig. 1b). The correlation coef-
ficient (R) in case (b) is only 0.075, which confirms the
absence of a linear relationship between the variables.

If so, the overall average values and standard devi-
ations of the analytical parameters given in the last row
of Table 2 can be calculated and used instead of the
average values of Т0, t(T0), and r for each of the ana-
lytes. Because approximately 95% of the sample values
should fall within ±2sRI intervals, these data corre-
spond to a range of Т0 from 10 to 100°С (no outliers),
t(T0) to 8 min (one outlier, 10 min), and r to 11 K/min
(no outliers). The coefficients of asymmetry (A) of all
these parameters ranged from 1.6 to 3.5 (the last row of
Table 2) for the same reason as in the previous case.
Hence, an unexpected conclusion follows: when
choosing temperature programming conditions for
various compounds, the values of Т0, t(T0), and r can
be specified in wide ranges, which do not affect the
separation of analytes. The most that can be affected
by a suboptimal choice of separation conditions (for
example, too small values of T0, large t(T0), and low r)
is an unjustified increase in the duration of the analy-
sis. Sometimes, the expression development of a proce-
dure (for chromatographic analysis or, more precisely,
separation) can be used as applied to the choice of sep-
aration conditions. However, taking into account the
conclusion on the relatively large variations in the
parameters Т0, t(T0), and r, it should be recognized
that it would be more correct to speak about the choice
of certain values from the allowable ranges.
 ANALYTICAL CHEMISTRY  Vol. 77  No. 11  2022
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Fig. 1. Graph illustrating the absence of a linear dependence of the retention indices (RIs) of analytes on the initial temperatures
of the temperature-programming mode (T0) chosen for their gas-chromatographic separation: (a) based on the average values of
Т0 and (b) according to all data in Table 2. The parameters of the linear regression RI = aT0 + b are a = 0.18 ± 0.45, b = 1047 ±
28, R = 0.053, and S0 = 73.
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Characterization of the toxicity (LD50) of homo-
logues based on the example of С3–С12 1-alkanols. The
following example can also be considered as both one-
dimensional and two-dimensional data sets. For the
LD50 values of specific compounds, conventional sta-
tistical processing is formally possible (if this is consis-
tent with the accepted hypothesis), and a comparison
of such data for several homologues turns the array
into a two-dimensional array when the least squares
method is necessary to calculate the parameters of
regression equations. The toxicity of various chemical
compounds is one of their most important character-
istics, but its determination (especially in vivo) is a
very long, laborious, and expensive operation.
Numerous attempts are known to theoretically esti-
mate the toxicity parameters (LC50 or LD50); however,
we restrict ourselves to a few references [66–70]
because this is not the subject of this work. At the same
time, it is important to note that the calculation meth-
ods, one way or another, are based on experimental
data, but if their scatter is large, the low accuracy of all
estimates inevitably follows from this [63].

Table 3 shows data on the toxicity (LD50, mg/kg,
oral) of C3–C12 1-alkanols for various warm-blooded
animals (rat, rabbit, mouse, hamster, dog, (without
breed specification), and bird (the same) and one
value for humans (1-propanol)). Here, the significant
scatter of the data attracts attention. If we try to aver-
age the values of LD50 for С3–С6 alcohols (which were
characterized in most detail) separately, we obtain
estimates for which the coefficients of variation are
45–80% (shown in Table 3). In addition, it is notewor-
thy that the data samples for C4 and C5 alcohols are
almost symmetrical; the asymmetry factors for them
JOURNAL OF ANALYTICAL CHEMISTRY  Vol. 77  N
are close to unity: 0.90 and 0.97, respectively. The sit-
uation with data scatter did not fundamentally change
when we confined ourselves to only one species of ani-
mals (rats were represented in most detail). For this
reason, we can subsequently consider the entire set of
objects without any additional subdivision. Table 3
uses the same principle of citing literary sources as that
reported previously [71]: references are given to spe-
cific works, but sometimes the SDS pages of compa-
nies producing particular chemical reagents available
on the Internet are mentioned.

This example illustrates the paradoxes that can
result from the interpretation of data characterized by
high variability. If we calculate the arithmetic mean
values of LD50 for each of the С3–С12 alcohols, they
correspond to a smooth sinusoidal curve with two
extremums in the graph (Fig. 2a). If we consider the
entire set of data without preliminary processing
(Fig. 2b), their graphical representation illustrates a
significant scatter. The authors cannot fail to note the
fact that the opinions of specialists regarding the pos-
sibility and impossibility of characterizing the toxicity
of homologues by average values are divided approxi-
mately in equal proportions. However, it is important
to emphasize that this choice is also a consequence of
one or another initial hypothesis. Considering that the
initial values of LD50 for each of the alcohols were
obtained for different animals, their averaging is unac-
ceptable. If we neglect such information, it is accept-
able to average the data for not only each of the homo-
logues but also for their entire set. In this case, the
entire set of LD50 values can be characterized by the
overall mean value and its standard deviation: (2600 ±
1600) mg/kg; on this basis, we can conclude that the
available data do not confirm the dependence of the
o. 11  2022
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Fig. 2. (a) Graphical illustration of the dependence of the arithmetic mean LD50 values of each alcohol on the number of carbon
atoms in 1-alkanol molecules; (b) the same for all initial data given in Table 3. The parameters of the linear regression (trend line)
LD50 = anC + b are a = 78 ± 73, b = 2200 ± 400, R = 0.10, and S0 = 1600. 
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toxicity of C3–C12 1-alkanols on the number of carbon
atoms in the molecules. This conclusion is of a general
nature: if the standard deviation of the coefficient a for
the linear regression y = ax + b exceeds its absolute
value, sa > ∣a∣, usual data averaging should be pre-
ferred.

Selection of sample preparation operations in the
determination of drugs in blood plasma depending on
their hydrophobic–hydrophilic properties. The last
considered example of processing and interpreting
data characterized by a large scatter is the most com-
plex. First, it refers to two-dimensional arrays, and
one of the variables should be chosen artificially (by
introducing the ranks of sample preparation opera-
tions). The second factor is the relevance of the prob-
lem under consideration. The determination of drugs
in biological f luids is a very labor-intensive task pri-
marily due to the complexity of a matrix and, as a
result, a sample preparation stage. Because reversed
phase HPLC is the preferred analytical method for
solving such problems, it is necessary to ensure not
only the preconcentration of target analytes at this
stage but also the removal of interfering components,
primarily, proteins. Sample preparation most often
includes the following operations: liquid–liquid and
solid-phase extraction, precipitation of protein com-
ponents, ultrafiltration, ion exchange, and, less often,
other operations. The selection and optimization of
sample preparation operations (or their combinations)
is still carried out on the basis of general concepts of
the nature of the compounds to be determined. This
results in a large amount of time, which could be min-
imized if it were possible to relate the nature of sample
preparation operations to the physicochemical char-
acteristics of the analytes.
JOURNAL OF
Of these characteristics, the hydrophobicity factor
log P deserves attention in the first place. However,
the experimental values of log P are known not for all
characterized compounds. They can be replaced by
calculated estimates, in our case, calculated using the
ChemAxon software [19]. When such estimates are
obtained, the values of log P(ChemAxon) < –2 can be
excluded from consideration because there are no
examples of the use of LLE for such hydrophilic com-
pounds. Figure 3 illustrates checking the equivalence
of calculated (indicated in Table 4 for some drugs) and
experimental values (13 pairs of values) and shows that
the coefficient a of the linear regression log P(expt) =
alog P(ChemAxon) + b is only slightly lower than
unity (0.89 ± 0.09), while the coefficient b is statisti-
cally insignificant (0.27 ± 0.31). Therefore, the exper-
imental and calculated values of log P can be consid-
ered equivalent in some approximation. However, the
average accuracy of the resulting estimates is not high
because the value of S0 for the linear regression shown
in Fig. 3 is 0.69. Moreover, with the use of the calcu-
lated values of log P, it is undesirable to use the values
of log P calculated in other ways (for example, using
the ACD software).

Table 4 compares the most important sample
preparation conditions for 51 drug preparations;
molecular weight, CAS no., log P(ChemAxon), and a
fraction of drug bound to plasma proteins are specified
for each particular drug. A reference to the original
publication is provided for each version of sample
preparation; the absence of a reference (10 prepara-
tions) indicates that the procedure was developed and
validated at JSC Biokad.

First of all, let us comment on such a characteristic
as the fraction of analytes bound to plasma proteins
 ANALYTICAL CHEMISTRY  Vol. 77  No. 11  2022
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Fig. 3. Correlation between the experimental and calcu-
lated (ChemAxon) values of log P. The parameters of the
linear regression log P(expt) = alog P(ChemAxon) + b are
a = 0.89 ± 0.09, b = 0.28 ± 0.31, R = 0.944, and S0 = 0.69. 
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(varies from 2 to 99%), which directly affects their
detection limits. Checking a possible relationship of
this characteristic with a sample preparation operation
such as protein precipitation shows that there is no sig-
nificant correlation here. The average value of the
bound fraction of the analyte with the use of precipita-
tion is (89 ± 16)%, and it is (70 ± 33)% in the absence
of this operation (according to the data of Table 4).
Thus, the case in point is only a weakly expressed
trend, which can be ignored.

For the subsequent interpretation of data, it is nec-
essary to assign tentative codes (ranks) to various sam-
ple preparation operations, which will allow us to
apply a method somewhat similar to Spearman’s rank
JOURNAL OF ANALYTICAL CHEMISTRY  Vol. 77  N
correlation. The tentative zero value of a numerical
code can be assigned to the protein precipitation oper-
ation because it is least of all related to the hydropho-
bic–hydrophilic properties of the target analytes by its
very nature. SPE (code, +2) is used for the preconcen-
tration of the most hydrophobic compounds, and the
code can be equated to +1 in the case of less hydro-
phobic compounds, when the use of LLE is acceptable
(the solvents can be varied). Such an operation as ion
exchange is applicable only to compounds that exist in
the ionic form (the most hydrophilic compounds;
code, –2). Then, the ultrafiltration procedure receives
the code (–1). Thus, we obtain the following set of
variables for rank correlation:
Sample preparation operation SPE LLE Precipitation Ultrafiltration Ion exchange

Numerical code +2 +1 0 −1 −2

As in the previous examples, the results of checking materials, and solvents. Note that LLE at logP < 0 is

the possible relationship between the values of log P
and the proposed numerical codes can be most clearly
presented graphically (Fig. 4). From Fig. 4, it follows
that, firstly, two versions of extraction (LLE and SPE)
are much more popular methods of sample prepara-
tion compared to the others; this is mainly due to the
hydrophobic properties of the characterized drugs.
However, even with such an uneven distribution of
points as that in Fig. 4, we can conclude that there are
no examples of the use of ultrafiltration and ion
exchange at logP > –1 or (alternative wording) only
LLE or SPE are used at the stage of sample prepara-
tion. The LLE and SPE operations are fundamentally
inseparable, and a choice between them is determined
primarily by the availability of appropriate equipment,
fundamentally possible but much more difficult to
perform, and there are no examples of the use of this
extraction in the region of logP < –1 among the drugs
under consideration.

CONCLUSION

Thus, the examples of data arrays with a large levels
of variations are widespread. The most difficult are the
examples of variability due to differences in the nature
of the objects themselves. In these cases, data interpre-
tation is complicated by the influence of the accepted
analytical hypotheses. Such data arrays with high
degrees of uncertainty are often excluded from consid-
eration, and this is not always justified. The processing
o. 11  2022
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of these data has its own characteristics. As a rule,
one-dimensional sets {xi} are characterized by high
asymmetry. Large values of relative standard devia-
tions δi = sx/  can be interpreted as the absence of
the need for precise control of the values of variables x,
which can be replaced by a choice from a wide range of
their possible values. In contrast to the rules of con-
ventional statistical processing, the condition sx >
( ) does not mean that the average value  is zero
but that some of the values {xi} of the sample can be
equal to zero. If the standard deviation of the coeffi-
cient a for the linear regression y = ax + b exceeds its
value (sa > ∣a∣) as a result of processing some data
arrays by the least squares method, the usual averaging
of the data with an estimate of  ± sx should be pre-
ferred. The probabilistic nature of the conclusions
based on data with high degrees of uncertainty, as a
rule, is higher than that for data with normal repro-
ducibility. At the same time, important conclusions
can be drawn even from the very facts of high variabil-
ity of variables. For example, Zenkevich and Deruish
[72], who characterized the dependence of the reten-
tion indices of analytes in reversed phase HPLC on the
methanol content of the eluant (dRI/dc), found that
these parameters, in contrast to the retention indices
themselves, do not correlate with the values of logP;
this fact makes it possible to exclude such a correlation
from the subsequent consideration.
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