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This article examines the scope of pro-Kremlin disinformation about Crimea. I deploy content

analysis and a social network approach to analyze tweets related to the region. I find that pro-

Kremlin disinformation partially penetrated the Twitter debates about Crimea. However,

these disinformation narratives are accompanied by a much larger wave of information that

disagrees with the disinformation and are less prevalent in relative terms. The impact of

Russian state-controlled news outlets—which are frequent sources of pro-Kremlin disin-

formation—is concentrated in one, highly popular news outlet, RT. The few, popular Russian

news media have to compete with many popular Western media outlets. As a result, the

combined impact of Russian state-controlled outlets is relatively low when comparing to its

Western alternatives.

https://doi.org/10.1057/s41599-020-00659-9 OPEN

1 Department of Political Science, University of Copenhagen, Copenhagen, Denmark. ✉email: yg@ifs.ku.dk

HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS |           (2020) 7:176 | https://doi.org/10.1057/s41599-020-00659-9 1

12
34

56
78

9
0
()
:,;

http://crossmark.crossref.org/dialog/?doi=10.1057/s41599-020-00659-9&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1057/s41599-020-00659-9&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1057/s41599-020-00659-9&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1057/s41599-020-00659-9&domain=pdf
http://orcid.org/0000-0003-3292-7372
http://orcid.org/0000-0003-3292-7372
http://orcid.org/0000-0003-3292-7372
http://orcid.org/0000-0003-3292-7372
http://orcid.org/0000-0003-3292-7372
mailto:yg@ifs.ku.dk


Introduction

Following Russia’s annexation of Crimea in 2014, both
scholars and authorities from a wide range of countries have
raised concern with the Kremlin’s strategic use of (dis)

information (Abrams, 2016; Department of National Intelligence,
2017; European Parliament News, 2016; Renz, 2016). Literature
from various disciplines, ranging from security studies to com-
putational science, offers many examples of how Russian state-
affiliated institutions use social media to target societies with
disinformation—both domestically and abroad (Badawy et al.,
2018; Bjola and Pamment, 2016; DiResta et al., 2018; Howard
et al., 2018; Linvill et al., 2019; Zannettou et al., 2019b). ’Disin-
formation’ refers to content that is intentionally misleading,
whereas ’misinformation’ is not necessarily intended to mislead
(Fallis, 2015; Søe, 2016).

Scholars within security studies, political science, and similar
fields often describe these campaigns as information warfare
(Darczewska, 2014; Thornton, 2015). The term refers to strategic
and manipulative use of information for the purpose of achieving
a political or military goal (Myriam Dunn Cavelty, 2008; Taylor,
2003; Thornton, 2015) and it is often referred to as “hybrid
warfare” when combined with military operations (Lanoszka,
2016; Reisinger and Gol’c, 2014; Thiele, 2015; Woo, 2015).

Russia’s use of information warfare in Crimea—to mobilize
support from the local population and to sow confusion in the
international scene—is often regarded as a turning point and a
foreshadowing of Russian interference in Western societies
through social media. Authorities in both US and European
countries have responded to Russian “information warfare”
through a wide series legislatures and initiatives. For example, the
EU has established the EU StratCom Task Force in 2015 to
monitor and address disinformation from the east (EU, 2018;
European Parliament, 2016), while the US authorities have
indicted at least 13 Russian individuals in 2018 for interfering in
the 2016 presidential elections through an online disinformation
campaign (Department of Justice, 2018).

These policies and debates are in part driven by the notion that
Russia is highly capable of influencing societies abroad through
information warfare (Unver, 2019) and cyber warfare (Jamieson,
2018), while some commentators even argue that the West is
losing the informational struggle to Russia (Lockie, 2017; Lock-
wood, 2018; Torossian, 2016; Wallance, 2018). At the same time,
there is no consensus among scholars on the potential effects of
Russian interference in the West through hacking and fake online
accounts (Lawrence, 2019; Nyhan, 2018). For example, Jamieson
(2018) draws on existing communication literature to present an
account of how and when such campaigns are likely to affect US
elections. In a more recent empirical study based on a long-
itudinal survey, Bail et al. (2020) find no evidence that interaction
with fake Russian profiles from the Internet Research Agency
(IRA) on Twitter had an effect on political attitudes or behavior
among American users. Although these profiles use fake online
personas—often presenting themselves as American or local news
outlets—their actual tweets often draw on news from credible
news media and are far from always misleading (Yin et al., 2018).

While (Vosoughi et al., 2018) show empirically that the false
content about different topics (not limited to Russia) spreads “...
significantly farther, faster, deeper, and more broadly than the
truth” on Twitter (Vosoughi et al., 2018, p. 1146), an increasing
number of studies across multiple disciplines show that mis-
information and disinformation—although highly problematic—
comprises only a small proportion of online content consumed by
regular users (Allcott and Gentzkow, 2017; Guess et al., 2018). For
example, Grinberg et al. (2019) find that only 5% of all exposures
to political URL’s on Twitter during the 2016 US elections
campaign were tied to “fake news sources”. They also find that

only “...1% of individuals accounted for 80% of fake news source
exposures” (Grinberg et al., 2019, pp. 1–2)—findings that are very
similar to Guess et al. (2019) study of exposure to misinformation
on Facebook. Despite of the vast focus on Russian disinformation
campaigns and information warfare, little is known about the
breadth of Russian disinformation on social media.

This article seeks to nuance this notion empirically, by using
social network—and content analysis to the examine the debate
on Twitter about the Crimean crisis and Crimea more generally.
The analysis is centered on the following research question: How
prevalent is Russian disinformation about Crimea on Twitter?

This research does not rely on a hypothesis-driven approach or
test whether Russia achieved a specific strategic goal or whether
the Kremlin is “winning” the information war on Twitter. Many
researchers have argued that the overall strategy behind Kremlin-
driven disinformation towards foreign audiences in similar cases
is often to sow doubt and confusion about real events (Lucas and
Nimmo, 2015; Thornton, 2015). However, the exact objectives
used to achieve this end-goal in Twitter conversations about
Crimea are not known. For example, The purpose behind the
disinformation campaign could be to sow doubt about events in
Crimea by (1) targeting a specific demographic group, (2) dom-
inating the overall stream of information among a broader
audience, or (3) merely establishing a limited foothold in a
Western-dominated media environment.1 As a result, this article
does not offer objective criteria for evaluating whether the dis-
information campaign has failed or whether the disinformation
had an effect on political attitudes and behaviors. Instead, I use a
relatively explorative and descriptive approach to mapping the
scope of disinformation, while using alternative narratives and the
impact of competing Western media on Twitter as a point of
comparison. The findings may serve as a stepping stone for future
research on both the strategies and the scope of pro-Kremlin
disinformation in other information domains.

This paper focuses on the supply of disinformation on Twitter
by examining what proportion of tweets contain disinformation
content related to Crimea. In addition to this, the study measures
the impact of disinformation sources—in terms of visibility—in
the broader network of retweets. Understanding the supply of
disinformation is highly important, because misleading content
needs to be prevalent and visible before it can influence politics
and world views among broader audiences. Existing research
suggests that misleading content is more likely to spread, if it is
repeated (Pennycook et al., 2018) or comes from multiple sources
(Lewandowsky et al., 2012), which is why larger volumes of
disinformation as well as its visibility pose an even greater chal-
lenge to the online ecology.

I find that pro-Kremlin disinformation did penetrate the
Twitter debate about Crimea, however it was accompanied by a
much larger wave of tweets that disagree with the disinformation
by intentionally or unintentionally contradicting and under-
mining the misleading narratives. Similarly, I show that the
Kremlin-controlled news sources gained much less visibility than
their Western counterparts. The Russian government did gain
relative impact on Twitter through RT (formerly known as Russia
Today). However, their ability to generate visibility in the retweet
network is concentrated in just one popular Russian outlet, which
has to compete with many popular Western media in the fight for
the “truth” about Crimea.

I focus on Crimea for two reasons. Firstly, the Russian gov-
ernment has a strong, strategic interest in shaping the global
opinion about the situation in Crimea. This is the case since the
Crimean crisis serves as a catalyst for Western sanctions against
Russia. Secondly, The Crimean annexation offers a scenario
where pro-Kremlin disinformation is likely to thrive. Scholars and
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authorities often use the Crimean crisis as an example of Russia’s
successful use of disinformation and hybrid warfare in Ukraine
(Cimbala, 2014; Lanoszka, 2016; Snegovaya, 2015; Thornton,
2015). For example, General Breedlove, NATO commander in
Europe at the time, described the Russian operation as “...the
most amazing information warfare blitzkrieg we have ever seen in
the history of information warfare” (Vandiver, 2014). Little is
known about whether the Kremlin had similar success in
spreading disinformation about Ukraine outside of the country’s
borders, for instance, among Western audiences. Russia may have
improved its information capacities since 2014. Nevertheless, one
can expect that Western audiences were relatively vulnerable to
pro-Kremlin disinformation during the Crimean annexation due
to a lack of awareness. Most of the Western government, private
sector—as well as the civil society initiatives against Russian
disinformation were created after the annexation (AFP, 2019;
BBC, 2017; Department of Justice, 2018; EU, 2018; European
Parliament News, 2016), suggesting that the general public was
not yet prepared. If Russia were to successfully deploy a disin-
formation campaign online, one would expect to observe this in
the online debate about Crimea, where Russia has high stakes in
influencing the information sphere abroad and is most likely to
succeed.

To be clear, the study does not reveal the prevalence of pro-
Kremlin disinformation in Crimea, Russia, or Ukraine, but
focuses instead on debates that take place on Twitter. I delimit the
analysis to Twitter, due to the platform’s focus on news sharing
and its ability to facilitate information networks that span beyond
national borders. Although Twitter is not equally as popular in all
countries and it does not represent a “global” population or a
global public opinion, it does facilitate a platform where users
from both Russia, Ukraine, and the West can engage with each
other across national borders to a greater extent than on
VKontakte or Facebook.

The distinction between “truth” and “falsehood” and non-
disinformation can be difficult to draw empirically and con-
ceptually in many cases. Instead of exploring the challenges of
distinguishing disinformation from non-disinformation, as has
been done elsewhere (Fallis, 2015; Søe, 2018), this article focuses
on events in Crimea where pro-Kremlin disinformation has later
been retracted by the Kremlin itself.

Background: the Crimean crisis. On February 2014, a group of
pro-Russian protesters went onto the streets of Crimea to
demonstrate against the new, pro-Western government in Kyiv.
The protests evolved into something more. Armed soldiers
without insignia, popularly known as “little green men”, appeared
in Crimea.

Often accompanied by pro-Russian protesters as bystanders,
the soldiers seized the Crimean airport, municipality buildings, a
television transmission station, and other important infrastruc-
ture, while surrounding Ukrainian military bases. This raised the
tensions and fear of a massacre to a new level.

Both Ukraine and the international scene was in a state of
confusion. They key questions at the time were: Should Ukrainian
soldiers open fire? Should NATO and the rest of the world put
pressure on Russia?

Throughout the military operation, the Russian authorities
(including president Putin) deflected any blame and responsi-
bility, claiming that the invading forces were not affiliated with
the Russian Federation. Russian state-controlled media described
the soldiers as local rebels or a Crimean ‘self-defense force’,
protecting the locals from a fascist, pro-Western ‘Junta’ in Kyiv.

After being seized by soldiers, the Crimean parliament
proclaimed a referendum, where the locals were encouraged to

vote on whether their regions should join the Russian Federa-
tion.2 In March, Russia successfully annexed Crimea—less than
4 weeks after the appearance of the ‘unidentified’ soldiers.

Not long after the annexation, President Putin admitted that
the soldiers were Russian (RT, 2014), de facto retracting his own
misleading statements. Kremlin’s strategic denial of its military
involvement in Crimea stands as a clear example of disinforma-
tion, since the statements were both misleading and intentional.
However, at the time of the operation, the “truth” about the
events was far from clear to everyone. The Kremlin’s use of
disinformation covered the events with a veil of confusion during
a critical military stage of the annexation. Citizens around the
world were bombarded with competing ‘truths’ about the turn of
the actual events. Russia’s strategic use of disinformation to sow
confusion may have helped mobilize pro-Russian Crimeans to the
streets in order to help Russian troops achieve their military goals
(K.N.C., 2019; Snegovaya, 2015).

What we know about Russian strategic use of (dis)information.
Following the Crimean annexation, scholars from across different
fields have examined both how and why the Russian government
uses strategic communication in an attempt to influence citizens
both domestically and abroad. The literature suggests that the
Russian government pursues its political goals both through state-
controlled Russian news outlets and by exploiting social media
(Bastos and Farkas, 2019; Fredheim, 2015; Slutsky and Gavra,
2017; Xia et al., 2019).3 However, few studies empirically examine
to what extent pro-Russian disinformation dominates the cross-
national flow of online content.

Numerous scholars within both media—and Russia studies
have emphasized how the Russian government, under Putin’s
leadership, have co-opted major domestic TV channels and news
outlets either through the loyalty of shareholders—who are often
entangled with the political elite—or through the loyalty of
editors to the pro-Kremlin shareholders (Fredheim, 2017; Mejias
and Vokuev, 2017). Even though TV remains the main source of
news in Russia, Oates (2016) argues that the proliferation of the
internet has been accompanied by a new mode of propaganda in
Russia. Total control of the information sphere is becoming
increasingly difficult in the context of the new media ecology,
where online sources can challenge the hegemony of pro-
government sources. Even if the pro-government sources can
ignore the domestic opposition, they cannot fully ignore
international statements by the UN or other events that are
covered by the international media (Oates, 2016, pp. 412–413).
This has pushed the government to “rewire” its propaganda
efforts from a direct control of information to a supplementary
use of disinformation and manipulation in an attempt to refute
international criticism directed towards the Kremlin (Oates,
2016).

Although these outlets provide a wide range of information,
they serve as a frequent source of pro-Kremlin disinformation,
according to both commentators, scholars, and Western autho-
rities (BBC, 2019; Bjola and Pamment, 2016; Elliot, 2019;
Pomerantsev, 2015; Thornton, 2015). However, the research does
not reveal to what extent the Kremlin succeeds in dominating the
online flow of news compared to sources that challenge the
Russian government.

In line with Oate’s (2016) argument, Olimpieva et al. (2015)
stress that one cannot see the state-controlled TV and the Russian
internet as separate spheres in opposition to each other. On the
contrary, Olimpieva et al. (2015) empirically argue that Russian
state-controlled television strategically shaped the agenda in the
Russian-speaking online sphere through pro-Kremlin framing of
the conflict in Ukraine. Both Olimpieva et al. (2015) and
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Gaufmann (2015) argue convincingly that the Russian govern-
ment relied heavily on collective memories of World War 2 to
frame either the Maidan movement or the post-Maidan Ukraine
as fascists. Despite these insights, the research falls short of
analyzing to what extent the Kremlin succeeds in strategically
shaping the online agenda or framing of the war in Ukraine
outside of the Russian speaking internet sphere.

In line with this, Thornton (2015) argues that the purpose
behind Russian information warfare is to sow confusion, doubt,
and to blur the boundaries between enemy and non-enemy, war
and peace, in order to make the population question who is the
enemy and whether they are at war. This viewpoint is particularly
relevant in the context of Russian disinformation about the
annexation of Crimea. However, existing research suggests that
the Russian government also uses (dis)information to sow social
discord or to simultaneously support one political party over the
other in the context of elections (Howard et al., 2018).

The Russian government carries out its information campaigns
both through overt channels, where the source of the information
is known, and covert channels, where the government source is
concealed. When it comes to overt reach, the Russian government
openly funds English-speaking outlets, such as Sputnik News and
RT. These outlets serve as a frequent source of pro-Kremlin
disinformation both according to scholars, fact-checkers and
Western authorities (BBC, 2019; Elliot, 2019; Thornton, 2015).
Although the English-speaking channels use both cable and
satellite broadcasting, they rely largely on social media to reach
their audience abroad. This has led to a series of public debates on
the responsibility and role of Western social media platforms in
the spread of pro-Kremlin content. Tech firms have addressed
these debates during the last few years through a series of
initiatives that seek to curb the influence of foreign state-
controlled actors. In the most extreme example of this, Twitter
has banned advertisement from RT and Sputnik due to their
alleged interference in the 2016 US presidential election (BBC,
2017). In 2019, Facebook has temporarily blocked the page of the
RT-affiliated, “In the Now”, because the page failed to explicitly
disclose its affiliation with the Russian state (AFP, 2019).

Scholarly literature on covert disinformation campaigns from
Russia, are largely centered on Russia’s use of fake accounts on
Western social media. Shortly after the 2016 presidential election,
tech firms such as Twitter, Google, and Facebook revealed in a US
congress hearing that the Russian IRA—having close ties to
Russian authorities—used their platforms to reach the US
audience. The agency deployed fake accounts, often posing as
concerned American citizens or local outlets. The covert activity
has been analyzed in increasing number of quantitative studies
across multiple disciplines, including political communication
and computational social science (Bastos and Farkas, 2019;
Slutsky and Gavra, 2017; Xia et al., 2019; Zannettou et al., 2019b).

This literature suggests that the agency used the accounts to
engage in a broad spectrum of divisive topics in US politics,
ranging from gun control to LGBT rights to conspiracy theories
related to vaccines (Broniatowski et al., 2018; Howard et al.,
2018).

Although the studies offer invaluable insight on Russian
disinformation in a global context, they fall short of explicitly
examining the scope of pro-Kremlin disinformation in compar-
ison to competing narratives and news sources. This study
therefore seeks to add to the existing body of knowledge by
examining the breadth of pro-Kremlin disinformation in debates
on Twitter.

Approach. The burgeoning literature on online disinformation
offers a wide variety of methods to operationalize and measure

the prevalence of misleading content. Scholars predominantly
approach this task through (1) a content-centered approach by
evaluating the content’s message—often with the help of fact
checkers and automated tools or (2) a source-centered approach
by evaluation the credibility of the sources.

The source-centered approach treats any content from sources
known to spread misleading narratives either as a proxy for
disinformation, misinformation, fake news, or junk news, without
evaluating the individual content of each post itself (Bovet and
Makse, 2019; Grinberg et al., 2019; Guess et al., 2018; Howard
et al., 2017). The method enables scholars to measure the flows of
content on a large scale without the time-costly analysis of each
piece of information from the sources. However, the method fails
to address the fact that (1) established media may also
disseminate misleading content and that (2) far from all
information from non-credible sources is misleading.

The content-centered approach (Bode and Vraga, 2017;
Margolin et al., 2018; Vosoughi et al., 2018) is narrow in its
scope, considering that scholars and fact-checkers can only
evaluate the fact-value of limited number of stories. However, it
enables scholars to take into account the “credibility” of the
content and to capture disinformation both from non-credible
sources and established media while taking into account the
context of the individual message.

In order to maximize the validity and the robustness of the
study, I use both the content-based and the source-centered
approaches to examine disinformation. First, I use content
analysis of tweets to measure the relative breadth of the most
central disinformation narratives. I then broaden the research
scope beyond selected narratives, by using social network analysis
to measure the general impact of Russian state media in the
multilingual Twitter debate on Crimea.

Data and methods
Data. The data used in this study consists of tweets from the 1st
of January 2014 to the 9th of December 2016. The tweets have
been collected using “arden Hose Streaming API” and contains a
random sample of 10% of all the tweets in the period related to
Crimea.4 I identify relevant content by keeping only tweets that
contain at least one of the relatively broad hashtags or keywords
related to Crimea in latin letters: crimea, crimean, sevastopol,
simferopol, crimea, simferopol. Furthermore, I add the following
terms in Cyrillic letters: krim, krimsk, sevastopol, sevastoplsk,
simferopolsk, krim, krimnash, sevastopol, and simferopol. This
yields a multilingual data set of 773.177 tweets and retweets.

The analysis is based on two subsamples. In the first
subsample, I randomly sample 14,529 tweets and retweets in
English from the aforementioned data set for the purpose of
manual content analysis.5 I delimit the subsample to the period
surrounding the Crimea crisis: from 18th of February 2014,
5 days prior to the first pro-Russian protest, to 18th of June 2014,
just 3 months after the Russian annexation.

In the second subsample, I use all of the 266.710 retweets for
social network analysis to map the flow of content about Crimea.
This does not include replies, original tweets and other posts that
are not retweets. While the network analysis is not limited to a
specific language, I delimit the content analysis to English tweets
due to pragmatic reasons, because English is the most popular
language in the entire data set. As I will show in the validation
section, however, the results remain robust also when analyzing
tweets in Russian.

Measuring disinformation content. In order to measure the
scope of pro-Kremlin content, two student assistants have
manually evaluated 14,529 randomly sampled tweets in English

ARTICLE HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS | https://doi.org/10.1057/s41599-020-00659-9

4 HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS |           (2020) 7:176 | https://doi.org/10.1057/s41599-020-00659-9



related to Crimea (the codebook is available in the Appendix).
The two students have annotated approximately half of the data
set each. Building on a technique common in stance detection
literature, the coders were asked to evaluate whether the tweets
are topically unrelated, disagree, agree, or have a neutral stance
towards the following statement: “The Russian Federation is not
carrying out a military operation in Crimea”.

The inter-coder agreement is substantial, with a Cohen’s kappa
(Cohen, 1960) of 0.85 for a set of 97 tweets coded by both
annotators. I focus on this disinformation statement because of its
central role in Russia’s attempt to deflect international pressure
and because “plausible deniability” is identified by other authors
as a key aspect of Russian information warfare (Thornton, 2015).

The “disagree” category is used if the tweet explicitly or
implicitly disagrees with the (disinformation) statement by
describing the troops in Crimea as Russian. These tweets do
not necessarily confront or respond to the disinformation
narrative directly. Nevertheless, they (intentionally or uninten-
tionally) contradict Russia’s denial of its military presence. This
includes, for example: “Russian troops thwarted in attempt to
storm missile base in Sevastopol”.

Although the tweet above does not explicitly confront the
credibility pro-Kremlin disinformation narrative, it contradicts
the narrative implicitly by attributing the armed men without
insignia to Russia despite of the Kremlin’s denial.

The “neutral” category is used in instances where the tweet is
related to the military in Crimea but does not mention the troops’
national affiliation or origin, for example: “Crimea prepares for
referendum under heavy military presence”. I operationalize
disinformation content as tweets that agree with the statement.
The “agree” category is used if the Russian troops are framed in a
way that supports the disinformation narrative by describing the
soldiers as “rebels”, “self-defence” forces, “policemen” or portray
the soldiers in other ways that mask their affiliation to the
Russian Federation. This category includes, for example:

“There are no Russian ground troops in Crimea. The folks you
see on TV are Crimean Nationalist who have been seeking
independence from Ukraine”.

I therefore measure disinformation by using tweets that
support an intentionally misleading and state-driven narrative,
even in cases where the statement in the individual tweets
themselves are not factually wrong. In this sense, the data
captures not only explicit and direct disinformation, but also
implicit disinformation (Søe, 2016) that indirectly supports the
disinformation narrative or implies the misleading message in the
given context of the tweet. For example, local “self-defence”
groups did assist Russian forces in capturing Crimea to some
extent. However, the tweets can still be seen as a part of a broader
disinformation campaign, because they support the Kremlin’s
misleading narrative that local Crimean groups—and not the
Russian soldiers—were a driving force behind the military take-
over. This broad approach is more likely to overestimate—rather
than underestimate—the scope of misleading content, putting the
notion of the prevalence of Russian disinformation to a
critical test.

Disinformation sources in the core/periphery. I use standar-
dized in-degree (Freeman, 1978), to measure the impact of news
sources in a multilingual retweet network related to Crimea. The
network consists of 167,997 nodes (users) and 222,065 non-
weighted edges. The standardized in-degree reflects the propor-
tion of users in the network—other than the node itself—that
have retweeted the respective source. This includes general tweets
about Crimea and not only those that contain disinformation
content. Impact, in this case, refers to the ability of the news

source to generate content that is widely shared by many users.
“Impact” therefore reflects the ability to increase the potential
visibility of one’s content in the online network of shares. For
pragmatic reasons, I delimit the analysis to top 10 Twitter
accounts from Russian state-controlled media with the highest in-
degree in the entire network (e.g. RT, Sputnik, RIA). Further-
more, I use top 10 Western news with the highest in-degree as a
baseline for comparison. In addition to this, I select a different
range of top outlets to test for robustness, as described in the
“Methods” section and Supplementary Information.

In the next step, I measure the impact of Russian state-
controlled and Western media by computing in-degree at the core
and the periphery of the retweet network, respectively. The
distinction between core/periphery is theoretically important,
because pro-Kremlin sources that are less popular in the network
as a whole, may have high impact among the more engaged users
at the network core. For example, Pei et al. (2014) show that
social media users at the core of a network are better at spreading
content than those at the periphery. Following this logic, the
popularity at the network core may be more important for the
spread of (dis)information than popularity among the more
isolated users at the periphery. Using Seidman’s k-core method
(Seidman, 1983), Golovchenko et al. (2018) show that established
news media, such as BBC and CNN, may have high impact at the
periphery of a retweet network, but are simultaneously out-
performed by RT (formerly Russia Today) or civil society groups
among the highly engaged users at the network core.

I use Seidman’s k-core approach (Seidman, 1983) to identify
the more cohesive core, where a user is considered to be member
of specific k-core, if she is connected to at least k number of users
in the same sub-graph. Figure 1a illustrates this, where all gray
nodes are part of the k= 2 core, and all black nodes are part of a
k= 3 core. The social network analysis literature offers various
competing conceptualizations of both core/periphery and influ-
ence (Borgatti and Everett, 2000; Forslid and Ottaviano, 2003;
Gallagher et al., 2020; Pei et al., 2014). I identify the core/
periphery in the analysis using Seidman’s k-core approach
(Seidman, 1983) due to the method’s relative simplicity and
transparency.

It is important to note that k-cores are embedded in each other.
For example, all members in k > 3 cores are also present in the
larger, less cohesive k= 2, while the latter is also embedded in
k= 1. Users at a more cohesive core with a higher k either retweet
or have been retweeted by many other (highly connected) users,
are therefore strongly engaged in the online debate about Crimea.
The users outside of the k-core are considered to be in the
periphery. Instead of relying on a arbitrary threshold between the
core and periphery, I measure the impact of news sources in
varying k-cores and their respective peripheries.

Results
The Kremlin’s strategic denial. The annotators have identified
2354 tweets that mention the presence of armed troops on the
ground. This is equivalent to 16.2% of all 14,529 annotated tweets
in the English-speaking sample. Here, only 263 tweets support the
Russian disinformation narrative, while 420 are neutral, and 1671
contradict the pro-Kremlin framing by describing the armed
troops as Russian. In other words, nearly 1 out of 10 of all the
tweets related to the sub-topic support the Russian disinforma-
tion narrative.

When seen in isolation, these numbers appear large. Indeed,
they indicate that the Russian government has likely succeeded in
making one of its most important narratives visible among an
English-speaking audience on Twitter. As I will argue in the
discussion, the levels of disinformation may be highly
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problematic, depending on the strategy behind the campaign as
well as its effects on attitudes and world views.

However, the findings also show that for every disinformation
tweet, there are ~6.4 tweets that disagree with these narratives by
implicitly or explicitly contradicting Kremlin’s denial of its
military presence in Crimea. The pro-Kremlin disinformation
narrative is challenged by a wide series of actors, ranging from
Western outlets to activists and civil society movements in
Ukraine.

Tweets that disagree with the disinformation remain dominant
throughout the entire military operation. Figure 2 illustrates the
distribution of the relevant tweets on a weekly basis, where the
dashed lines indicate the first appearance of Russian troops (27th
of February 2014) and the final step of the annexation, the
Kremlin’s formal admittance of Crimea as a part of the Russian
Federation on the 21st of March the same year. As shown in the
figure, tweets that contradict the disinformation narrative

dominate the online debate from the very first week of the
military operation. In other words, tweets that describe the
military events in ways that contradict the disinformation
narrative (i.e. by presenting the masked troops as Russian) were
in the lead even when confirmed information about the event was
arguably sparse. This pattern remains throughout the entire
military operation.

One must note, that the 2354 tweets about the troops on the
ground comprise only a fraction of all the tweets about Crimea:
From geopolitics to diplomacy and local protests. In the next
section, I will therefore broaden the perspective by analyzing the
impact of Russian state-controlled media, a common source of
pro-Kremlin disinformation. The analysis below therefore includes
all of the retweets related to Crimea in the multilingual data set,
including tweets that are not topically related to Russian soldiers.

The impact of disinformation sources. Figure 3a shows the
aggregated, standardized in-degree of the top 10 Russian state
controlled outlets compared to top 10 Western news outlets. The
entire network is denoted as k= 0 in the figure, whereas k= 1, for
example, indicates only users in the k= 1 core. In the entire
retweet network (k= 0), the top Russian outlets have been
retweeted by at least 2.2% of all the 167,997 nodes, excluding
themselves. In comparison, top Western outlets have been
retweeted by at least 6.4% of all the nodes (standardized in-degree
of 0.064). In other words, for each user retweeting top Russian
outlets, there are nearly three users that retweet top Western news
outlets.

Similar to the findings in the previous section, these results
indicate that the Russian state-controlled news sources have a
limited impact, when comparing to their Western counterparts.
As indicated in Fig. 3a, this pattern is consistent when examining
the different layers of the network, ranging from the large k= 1
core (Nusers= 167,945) to the inner k= 15 core (Nusers= 468)
with the most engaged users.

As shown in Fig. 3b the Western outlets are retweeted by at
least two users for every user retweeting Russian sources, i.e. a

Fig. 1 Network core/periphery. a k core example. The numbers and colors reflect the maximum k value for each node. b The largest component in the
Crimean retweet network. Nodes reflect profiles and edges reflect connections through retweets. Node size reflects indegree. Node color reflects
maximum k-core. Nnodes= 134,170, Nedges= 199,581.

Fig. 2 The framing of Russian military presence in Crimea (in English).
The annotators are asked to evaluate whether a tweet is neutral, agrees,
disagrees with the following disinformation statement: “The Russian
Federation is not carrying out a military operation in Crimea”. The dashed
lines indicate the beginning and the end of the Russian annexation of
Crimea.
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ratio of 2:1, throughout the k= 1 core. Russian state-controlled
news outlets remain outperformed by Western counterparts
throughout the different cores/peripheries of the retweet network.
However, the relative impact of Russian state-controlled outlets
increases among the more engaged users in the inner cores of the
retweet network. Beginning from the k= 2 core (with 134,143
users), there are up to 1.5 users who retweet Western news outlets
for every profile retweeting Russian media. The ratio drops to
1.35 in k= 3 among 12,342 highly engaged users, while reaching
minimum of 1.24 in the k= 7 core of 2770 users, who comprise
1.6% of the entire retweet network. One must note that the
number of users continues decreasing when one delimits the
analysis to a more cohesive core by increasing k, as shown in Fig.
3d. Although the western outlets gradually regain their relative
impact, beginning from k= 11 and onward, the total impact (in
absolute numbers) becomes small, considering that the core
k= 11 core consists of only 1091 profiles.

Conversely, the impact of Russian news outlets is weakest at
the periphery of the network, where Western sources gain an
even greater advantage. This is further illustrated by Fig. 3c. Top
Russian outlets have been retweeted by 12.4% in the k-
periphery= 2, i.e. among the 25,182 users in the large component

who are outside of the k= 2 core. The proportion is relatively low,
when considering that the top Western outlets have been
retweeted by 27.2% of the users in the same periphery.

A disaggregated analysis of the top news outlets suggests that
the impact of Russian state-controlled outlets is largely concen-
trated in one highly popular source, that is RT. Figure 4a
illustrates the standardized in-degree for top 10 Russian and top
10 Western news outlets in the respective layers of the retweet
network. RT’s main Twitter account, @RT_com, systematically
outperforms any other news outlets through the many layers of
the network: From the entire network, k= 0, throughout k= 12.
In the entire retweet network, RT has been retweeted by at least
1.8% of all the other users (N= 167, 997) or approximately 3000
profiles. @Bbcbreaking ranks second, with a standardized in-
degree of 1.2%. BBC holds its second place in k= 1 and k= 2
cores, respectively. Agence France-Presse’s English speaking
account, @afp, is RT’s main competitor among the more engaged
users, beginning from k= 3 and onward.

The popularity gap between RT and other Russian outlets
further highlights the important role of RT in the Russian
government’s global reach. Figure 4b shows the impact of the
respective outlets in the entire retweet network. The second most

Fig. 3 The impact of Russian state-controlled news media in the core/periphery of the retweet netwrok. a Standardized in-degree for the outlets
combined in the core/periphery. b Ratio between standardized in-degree for Western and Russian outlets. c Standardized in-degree in the periphery
(outside of the respective core). For example, k = 1 periphery consists of nodes that are excluded from the k = 1 core. d Number of users in the respective
K-core, where k = 0 is the entire network.

Fig. 4 The impact of top 10 Russian and Western news outlets. a Standardized ind-degree for the individual outlets in the core/periphery and b in the
entire retweet network (k= 0).
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popular Russian news profile after @rt_com is yet another RT
profile, its Spanish speaking account, @actualidadrt. Here, the
Spanish RT ranks 4th among the 20 news outlets, being retweeted
by 0.92% of the users in the full network. In comparison, Russia’s
third most popular state-controlled source, the English speaking
account for TASS (@tassagency_en), ranks 7th and has been
retweeted by only 0.17% of all the users in the network. For every
user retweeting TASS’s English account, there are 10 users who
retweet RT’s main account alone. Whereas Russian state-
controlled alternatives are mainly at the bottom of the 20 news
outlets in the sample, the highly popular RT is faced by many
popular Western outlets.

Validity and robustness. I have tested the validity of the results
presented in the analysis through three steps.

In the first step, I examine the scope of pro-Kremlin
disinformation in tweets written in Russian. The same two
annotators were asked to manually code 3000 Russian tweets, out
of which 170 were related to the subtopic of the (non)presence of
Russian troops in Crimea. The proportion of tweets that contain
pro-Kremlin disinformation outnumber the tweets that explicitly
or implicitly counter the Kremlin’s strategic denial of its military
involvement in Crimea (see Appendix A for details). The pattern
is consistent with the findings presented in the analysis. A similar
pattern has been observed by Golovchenko et al. (2018) in their
study of disinformation about MH17 on Twitter. While the study
does not explicitly examine on the scope of disinformation, the
data suggests that counter-disinformation in English outper-
formed pro-Kremlin disinformation.

In the second step, I compare the impact of top 5 Russian and
Western news outlets respectively instead of top 10. The
robustness check overemphasizes the impact of Russian outlets,
because their reach is concentrated among a few highly popular
sources, while the impact of Western outlets is more evenly
distributed among the top 10 sources. Even in this case, Russian
outlets have a 34.4% lower impact that Western outlets in the
entire retweet network, with a standardized in-degree of 0.037
and 0.050, respectively. It is important to note, that the top 5
Russian controlled outlets reach nearly the same impact as the
Western ones at the network core, beginning form k= 2 (see
Appendix B).

In the third and final step, I reiterate the network analysis by
narrowing down the time period to the Crimean Crisis: From the
27th of February to 21st of March 2014. Here, I select the top 10
Western and top 10 Russian state-controlled news outlets from this
period. The results presented in the analysis remain robust. The
impact of Russian news outlets is even smaller during the Crimean
crisis, when comparing to their Western competitors (see Appendix
C for details). This suggests that the pro-Russian sources did not
dominate the Twitter debate about Crimea even during the most
critical phase of Russia’s military operation in the region.

Limitations. This study is limited to Twitter debates related to
Crimea. A large proportion of the users are from the US, while
the platform is less popular in Russia and Ukraine (Clement,
2020). The users are not representative of the general population
(Barbera and Rivero, 2015; Mellon and Prosser, 2017). For this
reason, the study does not reveal the scope of pro-Kremlin dis-
information offline or in regions where Twitter is not common.
While pro-Kremlin disinformation narratives did not dominate
Twitter debates about Crimea, Russia may be more successful
when dealing with topics that do not receive as much coverage
from competing Western media outlets. It is possible that pro-
Kremlin sources have more impact on other online platforms,
such as VKontakte or YouTube. More research is needed to map

the reach of pro-Kremlin disinformation from a cross-platform
perspective as well as offline.

Furthermore, the study does not reveal to what extent pro-
Kremlin content shapes the attitudes or behaviors of online
audiences or how the individual tweets are received by the “silent”
users, who do not respond to the disinformation with tweets.
Instead, the paper shows that the pro-Kremlin content is not as
visible on Twitter as it is often implied in the popular coverage of
Russian information warfare against the West. This is important,
because visibility is the first pre-condition for the pro-Kremlin
news coverage to have an effect on the attitudes on behaviors of
the audience. While exposure to information does not auto-
matically change how the audiences view or interact with politics
(Kalla and Broockman, 2018), doing so is even more difficult
without significant volume or exposure (Allcott and Gentzkow,
2017). Furthermore, this paper does not examine the speed of the
disinformation diffusion, nor does it measure the extent to which
the misleading content is more permanent than other informa-
tion in the data sample. It is possible, for instance, that the
audience on Twitter is more likely to remember pro-Kremlin
disinformation than content that undermines the misleading
narratives. More research is needed to examine the actual
exposure as well as consumption of pro-Kremlin disinformation.

The network analysis is static, which is why it does not reveal the
change in the impact of Russian state-controlled outlets throughout
the different stages of the deteriorating relations between Russia and
the West. The comparison of the retweet network from the
Crimean Crisis in 2014 and the entire retweet network from 2014 to
2016 (mentioned in the previous section) suggests that Russia’s
disinformation campaign may have potentially improved over time.
More research is needed on the dynamic aspects of pro-Kremlin
disinformation to further validate this interpretation. It is important
to note, however, that the tactical value of the disinformation about
Crimea may change over time. It may be of great importance
during the first few weeks of the information operation, as was the
case with the Crimean crisis, but have less value the next year. The
results in this study show that the Kremlin did not dominate the
information space on Twitter during the most critical phase of its
military campaign in Ukraine—even before Western authorities
and tech companies raised their level of awareness and launched a
long series of anti-disinformation initiatives.

Because this research is limited to the online debates on
Crimea, it does not reveal whether pro-Kremlin sources are more
successful in using disinformation to shape the online debates
about other topics. However, the article does show the limitations
of pro-Kremlin disinformation in a context where Russia’s
national interest and international prestige may be at stake.

This paper does not show to what extent the pro-Kremlin
sources are promoted by fake Twitter profiles. Existing research
emphasizes that the online “popularity” of online sources can be
easily faked through shares and retweets from inauthentic
accounts, such as automated “bots”, manually operated “sock-
puppet” accounts or semi-automated profiles (Keller et al., 2017;
Monsted et al., 2017; Shao et al., 2018; Varol et al., 2017). Many
commentators and researchers have argued the Russian govern-
ment is either actively deploying or benefiting from at least one of
the two strategies (Sanovich, 2017; Zannettou et al., 2019a).
However, if a large proportion of the pro-Kremlin reach in the
data is strategically driven by fake accounts, this would mean that
the impact of pro-Kremlin news outlets among human audiences
is even less than what is shown in the analysis.

Discussion and conclusion
The impact of disinformation sources or the scope of disinformation
itself should not be seen in isolation alone, but also in relation to
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competing information. Pro-Kremlin disinformation is accom-
panied by a much greater stream of information that offers the
Twitter audience an alternative view. Approximately 88.8% of the
tweets that are related to the presence of troops in Crimea do not
contain pro-Kremlin disinformation—even when using a very broad
definition of the term. Each tweet with pro-Kremlin disinformation
about Russia’s military involvement in the Crimean Crisis is
accompanied, on average, by 6.4 tweets that disagree with the dis-
information, i.e. posts that contradict the misleading narrative.

The data points toward a similar conclusion when viewing
state-controlled disinformation sources in the multi-lingual
retweet network. The pro-Kremlin impact is concentrated in
RT, while the remaining Russian state-controlled outlets (e.g.
Sputnik, TASS, RIA) are retweeted by relatively few users. As a
result, the few popular pro-Kremlin news sources have to com-
pete with a wide range of popular Western outlets that offer an
alternative view on Crimea. This may offer one potential expla-
nation for the fact that the Kremlin’s disinformation about the
military operation in Crimea has been greatly challenged by the
Twitter-sphere.

When combined, the top 10 Twitter accounts for Russian state-
controlled news outlets are retweeted by at least two times fewer
users than their top 10 Western competitors in the entire retweet
network. The impact of pro-Kremlin outlets is greater at the
network core among the more engaged individuals than among
the more isolated users at the periphery of the Crimean retweet
network. Even though the Russian outlets are capable of com-
peting with Western sources among the relatively few, highly
engaged users at the network core, their impact is relatively
limited among the many users at the periphery or in the network
as a whole. These findings suggest that initiatives against pro-
Kremlin disinformation should be focused on the highly engaged
users at the network core.

As mentioned in the “Introduction” section, this research does
not provide objective criteria for evaluating whether the disin-
formation campaign on Twitter was successful from Kremlin’s point
of view. The answer to the question depend on Kremlin’s strategic
objectives, which cannot be inferred within the scope of this article.
As a result, the scope of disinformation can both be interpreted as
high or low, depending the theoretical perspective. Below, I will
present different theoretical interpretations and their limitations.

While the results show that pro-Kremlin disinformation does
not dominate the information flow on Twitter about Crimea, one
can critically question whether the Kremlin ever intended to
dominate the Twitter-sphere as whole. Such an ambition may be
unrealistic, given the solid presence of Western news outlets on
the platform. Indeed, the literature on disinformation and pro-
paganda suggests that strategy behind information influence
activities is far from always to reach the general audience. In some
cases, such campaigns may follow a logic of “sociodemographic
targeting”, directed towards specific societal groups (Pamment
et al., 2018, p. 25). Studies of Russia’s use of fake accounts during
the 2016 US election indicate that fake Kremlin-controlled pro-
files on Twitter engaged with both left-winged and right-winged
content, while predominantly supporting pro-Republican narra-
tives (Golovchenko et al., 2016). In line with this, Hjorth and
Adler-Nissen (2019) show that American users in the 40+ age
group and conservatives are more exposed to pro-Kremlin dis-
information about Malaysia Airlines Flight 17. While this article
does not infer the demographic characteristics of Twitter users, it
is possible that the disinformation about Crimea may have been
targeted towards a specific demographic group. The disinforma-
tion may therefore still be highly visible in some parts of the
information network, if it is concentrated among a smaller group
of homogeneous users, who are insulated from competing
information that challenges the disinformation.

Although the scope of pro-Kremlin disinformation is small
compared to tweets that offer a more factual view on events in
Crimea, the numbers could still be viewed as alarmingly high
even if they are not concentrated in demographic groups. Indeed,
the results suggest that the Russian government penetrated—to
some extent—the English-speaking Twitter-sphere by deploying a
strategic denial of its military presence during the Crimean Crisis.
The very fact that ~1 out of 10 English tweets about the subtopic
are supporting the pro-Kremlin disinformation narrative can be
seen as great challenge. As mentioned earlier, disinformation
content has been operationalized relatively broadly both as nar-
ratives that directly and indirectly support the Russian govern-
ment’s strategic denial of its military operation in Crimea. A more
narrow definition would lead to lower levels of observed disin-
formation. However, even if the proportion of disinformation
content were to be twice as low (i.e. 5%), the volume of the
misleading content remains a great concern. This may be parti-
cularly the case for users around the world who try to navigate in
the streams of competing narratives about real-life events. This is
problematic, because disinformation may increase the time and
effort needed to evaluate and confirm the contradicting claims.
Perhaps even more importantly, the disinformation campaign—
even in relatively low volume—could potentially sow distrust in
the news outlets and other sources of information. The Russian
government may have achieved the overall goal of creating a fog
of confusion and doubt among Western audiences (Lucas and
Nimmo, 2015; Ramsay and Robertshaw, 2018) even without
outnumbering the more factual coverage of events in Crimea.
This interpretation holds if the disinformation tweets are capable
of changing the attitudes and worldviews among Twitter users.
Whether this is the case, remains an open question that should be
addressed by future research.

The results based on network analysis can be interpreted in a
similar manner. RT has the highest impact in the Crimean retweet
network of all the news outlets. Many of the stories posted by RT are
not false or even misleading. As a frequent source of pro-Kremlin
disinformation, however, these tweets can be used to gain credibility
among audiences interested in the topic, which in turn can be used
to strategically disseminate disinformation. While Russian state-
controlled media do not dominate the multilingual Twitter debate
about Crimea, their impact is impressive, when considering that
Western audiences, particularly from the US, are relatively dominant
on Twitter (Clement, 2020) and that they are competing with news
outlets from most parts of the world. Top Russian media outlets,
when combined, do not have as much impact as top Western
outlets. Yet, their performance is relatively strong, when considering
that their budget (Times, 2015) is only a fraction of the resources
available to top news outlets from all of the Western countries
combined. Similarly, the scope of pro-Kremlin disinformation in the
English-speaking part of Twitter, while being greatly outnumbered
by posts that disagree with the disinformation, is relatively high
when considering the previously mentioned context.

These theoretical interpretations suggest that Russia may be
gaining a foothold in the Twitter debate about Crimea by chal-
lenging Western news sources with the help of disinformation
narratives as well as the highly popular RT channel. Nevertheless,
the findings highlight the limits of pro-Kremlin disinformation. It
is met by a much greater wave of tweets that strongly conflict and
disagree with the disinformation as well as competing Western
news sources. Pro-Kremlin disinformation is far from dominant
among broader Twitter audiences who are engaged in one of the
most strategically important topics for Russia: Crimea. While the
general public, tech-firms, and Western authorities are likely to be
more aware and prepared to tackle pro-Kremlin disinformation
today, it is reasonable to expect that the Russian government also
has improved its capabilities following the events in Crimea.
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These results call for more research on the breadth of pro-
Kremlin disinformation about other topics and on other social
media platforms, as well as the mechanisms that may either
enable or limit its scope.

Data availability
The IDs and manual labels used by the annotators are available
per request.
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Notes
1 See Pamment et al. (2018) for a discussion of the strategies behind foreign influence
activities more broadly.

2 The UN has proclaimed in a resolution that the referendum has “no validity, (and)
cannot form the basis for any alteration of the status of the Autonomous Republic of
Crimea or of the City of Sevastopol” (Charbonneau and Donath, 2014).

3 Please see la Cour (2020) for a more general discussion of online disinformation in
international relations.

4 I am very grateful to Professor Alan Mislove, Northeastern University, for access to
Crimea tweets based on the Twitter Gardenhose feed.

5 The Codebook has been co-developed with Isabelle Augenstein. It is available online:
http://golovchenko.github.io/crimea/crimea_codebook.pdf
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