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Abstract
In this paper, we propose a flexible machine learning framework to predict customer lifetime value (CLV) in the Business-to-
Business (B2B) Software-as-a-Service (SaaS) setting. The substantive and modeling challenges that surface in this context 
relate to more nuanced customer relationships, highly heterogeneous populations, multiple product offerings, and temporal 
data constraints. To tackle these issues, we treat the CLV estimation as a lump sum prediction problem across multiple prod-
ucts and develop a hierarchical ensembled CLV model. Lump sum prediction enables the use of a wide range of supervised 
machine learning techniques, which provide additional flexibility, richer features and exhibit an improvement over more 
conventional forecasting methods. The hierarchical approach is well suited to constrained temporal data and a customer 
segment model ensembling strategy is introduced as a hyperparameter model-tuning step. The proposed model framework 
is implemented on data from a B2B SaaS company and empirical results demonstrate its advantages in tackling a practical 
CLV prediction problem over simpler heuristics and traditional CLV approaches. Finally, several business applications are 
described where CLV predictions are employed to optimize marketing spend, ROI, and drive critical managerial insights 
in this context.
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Introduction

Customer Lifetime Value (CLV) predicts the future value 
each customer may generate. It serves as a foundational met-
ric for many organizations (Venkatesan and Kumar 2004). 
Over the last few years there has been a rising interest among 
both academicians and industry practitioners in the modeling 
of CLV (Kanchanapoom and Chongwatpol 2023). This can 
be attributed to the increasing accessibility of large sets of 
customer data, especially for online Software-as-a-Service 
(SaaS) companies (Bakhshizadeh et al. 2022). In addition 
to the customer purchase data, SaaS companies also record 
how each customer utilizes the products they purchased. 
Such online behavioral information has proven to be valu-
able in predicting future customer purchases and behaviors.

For an online Business-to-Business (B2B) SaaS com-
pany, understanding CLV is critical for long-term success. 
B2B SaaS companies typically have longer sales cycles 
and higher customer acquisition costs, making it even more 
important to focus on customer retention. By determining 
the expected lifetime value of a customer, B2B SaaS busi-
nesses can prioritize their efforts toward high-value custom-
ers and tailor their services to meet their specific needs. By 
delivering an exceptional customer experience, companies 
can improve customer satisfaction and retention rates. Addi-
tionally, measuring CLV helps B2B SaaS businesses iden-
tify inefficiencies in their customer onboarding process and 
identify where they can optimize marketing, adjust targeting 
strategies, and enhance customer service and support efforts. 
By understanding and improving CLV, B2B SaaS companies 
can increase revenue from existing customers, reduce churn, 
and lower their cost of acquisition and improve marketing 
strategies (Bolton et al. 2004), helping to ensure financial 
success and industry leadership over the long term.

CLV predictive models are well developed for online con-
sumer customers in the Business-to-Consumer (B2C) space 
where there is a well-defined direct one-to-one relationship 
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with the customer and typically an abundance of historical 
behavioral and purchase data. An example is for e-commerce 
sites such as amazon.com or walmart.com, which have mil-
lions of customers and where an individual user makes a 
purchase decision. By contrast the B2B SaaS use case is 
less well studied; the customer relationship is a lot more 
nuanced, highly heterogeneous, can include multiple product 
offerings, and may lack sufficient historic data (Horak 2017). 
Thus, CLV modeling poses unique challenges for B2B SaaS 
providers, in an industry that is highly competitive, global, 
and rapidly changing.

In this paper, a novel and flexible framework is proposed 
to predict CLV in a B2B SaaS context. The efficacy of this 
framework and subsequent business applications are demon-
strated on data from a major provider of B2B SaaS products. 
The CLV estimation framework developed here addresses 
the following two key challenges empirically observed in 
B2B SaaS companies:

1. Constrained temporal data sets: This issue is highlighted 
when the available data on customer purchases and 
behaviors range over shorter time periods than the cus-
tomer lifetime being modeled, or the data have drifted 
substantially during the customer data collection period.

   CLV models are typically framed over the estimated 
lifetime of a customer base. However, for customers of 
B2B SaaS products these lifetimes can span over many 
years. This challenge arises when the available data 
may not span the full lifetime of the customer, due to 
data instrumentation, storage or system changes. For 
instance, in many cases new data sources that may serve 
as excellent model features may be instrumented and the 
data collected only recently, so that these data sources 
are missing in earlier data periods and cannot be directly 
incorporated into the model. Secondly, customer life-
times may extend over several years or even decades, 
during which time the underlying data generating pro-
cess and product offerings may change substantially. For 
example, the product mix may change drastically due to 
an increasingly competitive landscape. There may also 
be long-term industry or geographic changes, or events 
such as pandemics or war which may cause changes rap-
idly.

2. Wide variation in CLV prediction drivers by customer 
segments: The size and purchasing power for a par-
ticular product can vary dramatically across business 
customers. This leads to longtail problems that impose 
challenges to any prediction tasks.

   This issue surfaces when B2B SaaS products are 
used by a wide range of heterogeneous customers. Cer-
tain features in the model may have drastically differ-
ent relationships to CLV depending on the nature of 
the customer, or the customer segment. For instance, 

large enterprise customers may be treated differently by 
receiving, for example, customized pricing. This may 
produce different CLV feature relationships than smaller 
customers, which will typically have default pricing per 
license seat. While some machine learning models may 
have sufficient complexity to provide a CLV prediction 
across all customers with reasonable performance, there 
may be insufficient data in certain customer segments 
and the model performance may suffer for these seg-
ments. Large enterprise customers are one such exam-
ple, since they are often few in number and can have 
very different data distributions. Adopting an ensembled 
approach consisting of different model types may better 
handle these issues. For example, a tree-based ensem-
ble model such as XGBoost may produce the best CLV 
predictions for the majority of the customer base, but 
for large customers we may find that a linear model per-
forms better.

Considering the main CLV goal is to find the most effec-
tive ways of treating customers differently based on their 
potential future values, we first reframe the CLV estima-
tion problem as a lump sum prediction for the total revenue 
generated across multiple products in the future. This lifts 
the need to develop a model that predicts a time series of 
cash flows and, with a well-defined label, opens up a pleth-
ora of supervised learning models that permit much richer 
and more flexible features. While the modeling approach is 
motivated by, and developed for the B2B SaaS use case the 
methods are more widely applicable to any situation subject 
to similar conditions.

The first issue above of constrained temporal data is then 
addressed by developing a two-step hierarchical T-period 
CLV model. In the first stage, n periods of revenue data 
are deployed for calculating the feature set. These features 
are then used for training a T ′ periods CLV model, where 
T ′ < T  . In the next step, the T ′ period prediction is expanded 
to a T  period prediction through a second model that maps 
the predicted T ′ period CLV to T  period CLV. This second 
model is simply fit to T  periods of data and relies on slowly 
changing features such as firmographics. For example, if 
we are interested in forecasting the CLV over a 5-year time 
horizon, the training data require at least 5 years of historical 
data to serve as the output label. For the features, we may 
require at least 2 years of prior historical data to make a 
reasonable prediction. This indicates data from 7 years ago 
will be required for training a model to forecast the customer 
value in the next 5 years. Due to the dynamic nature of the 
competitive market, it is debatable how useful data that are 
7 years old will be going forward. In our approach, we may 
train a 2-year prediction model with 3 years of features. We 
then fit a second more general model to predict 5 years of 
revenue using the 2-year prediction. This means that we only 
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require 5 years of data to train our model, and we are relying 
more heavily on the more recent 2-year prediction.

The second issue above is handled by adopting an ensem-
ble approach to the forecasting problem. In particular, we 
split our data based on the model performance over values 
of key features which we identify through an error diag-
nostic analysis. We then treat the data segments and differ-
ent types of prediction models as hyperparameters, which 
allows for different segments of customers to be forecast 
more effectively by different types of models. Since the esti-
mation problem is reformulated as a lump sum prediction, 
any standard supervised learning model can be employed. 
The final model is then an ensemble of all the prediction 
models over the data segments.

The proposed hierarchical ensembled CLV estimation 
framework was deployed at a major software company which 
offers Software-as-a Service to a large number of business 
customers. The method was implemented in multiple busi-
ness use cases and has demonstrated its power in all of them.

This paper is organized as follows. “Literature review” 
section describes the current literature. In “Methods” sec-
tion, we develop the method for the customer lifetime value 
modeling framework, with our hierarchical T-period model 
introduced in “Hierarchical T-period prediction” section and 
our ensembled customer model in “Ensembled Customer 
segment model” section. “Results and discussion” section 
describes the experimental results of our method compared 
to several baseline approaches, with a discussion. In “Busi-
ness applications” section, we describe several business 
applications for our model, and we conclude in “Conclu-
sion” section.

Literature review

Our work is built upon multiple streams of existing litera-
ture, including the large body of studies developing feasi-
ble empirical approaches to predict CLV, and the literature 
on ensemble methods to prediction models. Marketing 
has well accepted the concept of customer lifetime value 
(Dwyer 1989) and its role as a foundational metric in man-
aging customers and resource allocations (Mulhern 1999), 
or in developing customer targeting schemes for marketing, 

support, or other service functions (Venkatesan and Kumar 
2004; Bolton et al. 2004) and its importance in building 
shareholder’s value (Berger et al. 2006). Reichheld and 
Sasser (1990) established that it is more costly to acquire 
new customers than keeping them. This sparked long-term 
research interests in evaluating the customers not just based 
on one-time purchase, but the value each customer brought 
in over the lifetime.

A long literature focusing on the transactional value and 
customer retention in CLV was established. This literature 
offered deep insights and managerial implications on the 
practice of valuing customers over their future purchases 
and its implications to the success of the brand and the 
company. For example, in a highly cited paper by Gupta 
et al. (2004), the authors demonstrated how a firm's financial 
value depends on the net present value of their customers 
based on the future values to be generated. In particular, 
they found that a 1% retention rate increase will lead to a 
5% improvement in the firm’s value. In the book written by 
Rust et al. (2000), the authors established that in order for 
a company to achieve its success, it is important to switch 
from product-focused to customer-focused view. In other 
words, it is critical for a company to devote their efforts and 
resources on enhancing the value of each customer in the 
long term, rather than the equity of the brand.

Various mathematical and statistical models have been 
proposed in the literature to evaluate the value of a cus-
tomer (Berger and Nasr 1998; Gupta et al. 2004; Rust et al. 
2000). The most common approach defines CLV as the Net 
Present Value (NPV) of the expected flow of revenue after 
subtracting the cost of acquiring and serving the customer, 
which gives the expected profit series. The NPV formulation 
calculates the current value in today’s value by summing 
the future expected profit series with an appropriate dis-
count rate (see for example Blattberg and Deighton (1996), 
Lehmann and Gupta (2005), and Jain and Singh (2002)). For 
customer i, CLV is formulated as

Table 1 outlines the key notation used in this formula-
tion. We use CLVi to denote the Customer Lifetime Value 

(1)CLVi =

Ti
∑

t=1

Rit − Cit

(1 + r)t
.

Table 1  Concepts used in 
the general formulation of 
Customer Lifetime Value in the 
literature

Variable Definition

CLVi Customer Lifetime Value for customer i
NPV Net present value, formulated as a sum over future expected value with a discount rate
Ti Total expected lifetime for customer i
Rit Expected revenue generated from a customer i in time period t
Cit Expected cost from acquiring and serving customer i in time period t
r Discount rate used to get the present value of future expected revenue less cost
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for customer i. As described in Eq. (1), CLV is defined as 
the NPV of future, or predicted, cashflows. Ti denotes the 
expected lifetime of customer i. Rit denotes the expected 
revenue generated from customer i at time period t. For 
B2B SaaS product providers, revenue from a customer 
typically is received as period recurring revenue. The cost 
to acquire and serve customer i at time period t is repre-
sented by Cit . Note that the Customer Acquisition Costs 
(CAC) may be included in Cit , where t = 1. Lastly, r is the 
discount rate applied.

Built upon this basic model are a series of extensions to 
incorporate more complex decisions and behaviors in the 
predictions. The basic model considers the repurchase prob-
ability to be the main source of uncertainty, while ignoring 
other factors that can potentially change repurchase deci-
sions in the future. One extension is to include additional 
factors into the modeling process. For example, in the book 
by Blattberg et al. (2001), it allows service usage and cross-
buying behaviors to affect the future CLV. In another exam-
ple, leveraging customer-stated data from a survey com-
bined with their observed data from their purchase records, 
Kamakura et al. (2002) demonstrate that enhancing service 
quality will lead to higher customer retention and hence 
improved a firm’s profit. Bolton et al. (2000) examine the 
impact of a loyalty rewards program and service experiences 
on the customers repurchase decisions and the CLVs. In a 
similar finding, Verhoef (2003) documented that loyalty pro-
grams with economic incentives positively affect customer 
retention and repurchase probabilities.

Another extension from the basic model is to relax the 
assumption that the customer is alive for the whole predic-
tion period and incorporate a variable indicating the prob-
ability a customer is still active at a given time period. Such 
a question can be directly observed in a contractual setting 
but needs to be modeled in a non-contractual setting. The 
Pareto/NBD model developed by Schmittlein et al. (1987) 
offers a solution to gauge the probability a customer is still 
active even when we do not observe that in the data for the 
non-contractual setting. This approach has been applied 
in many studies, such as Schmittlein and Peterson (1994), 
Reinartz and Kumar (2003), Reinartz and Kumar (2000), 
Niraj et al. (2001), and Fader et al. (2005).

In the above setting, the CLV calculations focus on the 
retention rate of the customers at each time period, based on 
which the future expected profits can be calculated. Alter-
natively, the CLV calculations are focused on predicting the 
expected lifetime of each customer. In this approach, in order 
to predict by which time a customer is likely to churn, haz-
ard/survival models are employed. The conditional hazard 
at any time period t is defined as the conditional probability 
a customer leaves, given that by time t he or she has not left. 
To model the hazard probabilities, three different approaches 
can be employed, depending on the formulation of the time 

variable and the time-variant X variables that shift the base-
line hazard.

The first approach is referred to as the proportional hazard 
model (Cox 1972) and defines the hazard function as a mul-
tiplication of two parts. The first part relates to a function of 
the continuous t variable, while the second part incorporates 
other time-variant X variables. This allows the probability 
of churn at any time to be influenced by both time and other 
X variables. Secondly, instead of using multiplication, the 
additive risks model proposed by Aalen (1980) defines the 
hazard as an additive function between the baseline haz-
ard and a function of the explanatory variables. Thirdly, the 
accelerated failure time model proposed by Prentice and 
Kalbfleisch (1970) defines one of the parameters in the base-
line hazard function as a function of explanatory variables. 
These statistical tools allow scholars to study the factors that 
may change customer lifetime. For example, one of the most 
cited marketing papers by Bolton (1998) leverages such a 
statistical approach and finds that higher levels of customer 
satisfaction increase the duration of the provider–customer 
relationship for a cellular telephone company.

One of the commonalities among the papers mentioned 
above is their focus on consumer products and measuring 
CLV at individual B2C consumer level. The list of studies 
evaluating CLV for business customers is much shorter. For 
example, in a study of CLV for B2B markets Horak (2017) 
concluded that some industry segments, such as the financial 
sector and telecom operators, have high-quality transaction 
data that can be used for revenue prediction. However, in 
the Information Technology market, the development of 
new technologies, products, and competition makes CLV 
prediction an ongoing challenge. Transaction data are only 
part of the story, since other information is also important. 
Venkatesan and Kumar (2004) developed a CLV model for 
business customers that consists of two sub-models. The 
first sub-model predicts the purchase frequency of each 
business customer using the generalized gamma specifica-
tion of interpurchase timing model. The second sub-model 
predicts the change in the contribution margin at each time 
period using a panel data regression. The focus in their paper 
was to incorporate the impact of the marketing communica-
tions across multiple channels, and their potential cost in 
the future. This will help to address the resource allocation 
question in order to maximize CLV.

Another relevant stream of literature is related to the devel-
opment of ensembling approaches to prediction models. Ever 
since the seminal work by Bates and Granger (1969), the 
power of combining multiple predictive models has demon-
strated increased robustness and accuracy (Garcia-Pedrajas 
et al. 2005). Model ensembling has been widely adopted in 
a variety of prediction problems with real world applications, 
such as retail (Ma and Fildes 2021), weather (Gneiting and 
Raftery 2005), and disease prediction (Sharma et al. 2021), 
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among many others. They have established that the results from 
combining multiple models beat those from the best among the 
component models, see for example Stock and Watson (1998). 
As summarized by an excellent review paper by Wang et al. 
(2022), the development in this literature focuses in two areas, 
namely enhancing the performance of the component models 
and developing superior approaches in combining them. Most 
of the existing studies develop component models on overlap-
ping data sets before combining them to form predictions with 
enhanced accuracy and reduced uncertainty. In our study, we 
adopted a divide-and-conquer approach, in which the data 
space is split into multiple subregions and a separate model is 
developed for each set, before combining the results.

In this section, we have identified that there is a gap in the 
literature regarding CLV methods specifically for companies 
that provide B2B products. Furthermore, the majority of the 
literature on CLV appears in the field of marketing, while the 
ensemble approaches are primarily developed from the statis-
tics and machine learning fields. To address a practical issue 
in our context, and tackle the challenges, our paper contrib-
utes to both literature by leveraging the flexibility offered by 
an ensemble approach in predicting the CLV values across a 
large range of business customers. The existing literature in 
CLV requires explicit modeling of the time variable, includ-
ing the time to churn or the time of the revenue generated. It 
reflects the basic structure of the CLV definition. However, it 
imposes restrictions regarding what factors or variables can be 
incorporated into the CLV prediction model. In the context of 
real applications of a B2B scenario, we have a large number 
of those factors that can potentially influence the prediction of 
a CLV, which includes both time-variant and time-invariant 
variables, and potentially their interactions. To include that 
many potential features into the basic CLV model imposes 
huge challenges in both model setting and estimation. In our 
approach, we propose to formulate the CLV value in the future 
as the outcome variable, with a fixed time frame. This defini-
tion directly addresses the business interest, and in the mean-
time, it allows us to leverage the large arsenal of tools from the 
machine learning field, especially its flexibility of incorporat-
ing a large number of factors and their possible interactions. 
Combining with the ensemble method, our approach enhances 
model flexibility even more.

Methods

This section describes the development of our model in 
detail. Following the literature, we define the CLV as the 
net present value of future expected revenue for each cus-
tomer (Gupta et al. 2004; Niraj et al. 2001). The clas-
sical version (as mentioned in the previous “Literature 
review” section) is to frame CLV prediction as a forecast-
ing problem of two key metrics, including (i) the renewal 

rate for each active customer in each given time period; 
and (ii) the expected cash flow that will be generated for 
each active customer. This approach has demonstrated its 
value in many applications by offering predicted results for 
the future flow of revenue in a predefined period of time 
(Berger and Nasr 1998), before including the discount rate 
and calculating the net present value of such a cash flow.

In our application, however, such an approach imposes 
tremendous challenges. We quickly discovered that stand-
ard forecasting models delivered poor prediction perfor-
mance for future revenue flows, so using such methods are 
not feasible in our context due to their large variations in 
the revenue flows in the future. This is partially due to the 
fact that we offer multiple products to our customers, and 
they are free to add new products, and hence increased 
revenue, at any given point in the future. Considering that 
our goal is to find the most effective ways of treating our 
business customers differently based on their potential 
future values, regardless of which products, we decided 
to redefine the CLV problem as a lump sum prediction task 
for all the future revenue across multiple products.

This approach presents three benefits in our context. 
First, it lifts our burden of trying to devise a model that 
can predict multiple series of cash flows in the future, one 
for each product, before combining them. Second, with 
the label well defined, this approach allows us to adopt a 
variety of supervised learning models that permit more 
flexible features and their potential interactions. Finally, 
given that we offer multiple products, our customers may 
choose to add or drop a product at any time (depending on 
the subscription contract, monthly or annual), which could 
lead to dramatic revenue changes. Forecasting the stream 
of revenues for each product is not feasible. Redefining the 
CLV into a lump sum allows us to explicitly include the 
adding or dropping decisions.

The second challenge facing us is that our context 
involves a large number of business customers that vary dra-
matically across the size, industry, and their usage patterns 
of the products. To accommodate these large variations, we 
adopt the divide-and-conquer type of ensemble approach, 
by segmenting our customers based on the error analysis.

Finally, common to all prediction problems, one chal-
lenge is how much historical data can be used to fore-
cast the future. On one hand, according to statistics, more 
data are preferred to provide more stability and efficiency 
in prediction. On the other hand, in a high-tech world, 
technology changes fast and the competitive environment 
switches dramatically over time, relying on data from a 
few years back may lead to predictions that are already 
outdated. To strike that balance, we developed the hierar-
chical approach that allows us to take the best advantage 
of the data structure.
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CLV formulation for B2B SaaS providers

Calculating CLV for customers of B2B SaaS products pre-
sents two challenges related to the product mix offered and 
heterogeneous sets of customers. Firstly, many providers of 
such software services offer several products. These prod-
ucts often do not serve mutually exclusive use cases, but 
rather complement each other and are more productive when 
used together; for example, one may be a primary ‘land’ 
product and the other products in the portfolio additional 
‘expand’ products. Secondly, the customers themselves may 
be composed of multiple entities ranging from end users to 
teams with product licenses, company accounts, and corpo-
rations with multiple subsidiaries with separate licenses. An 
individual customer may therefore have data sources avail-
able about the usage of different products at the user level, 
the terms of their product license, and up to their company 
profile.

For reference, Table 2 outlines the key notation used 
throughout the rest of this paper.

As described in Eq. (1), CLV is defined as the NPV of 
future, or predicted, revenue. MRR denotes the Monthly 
Recurring Revenue, since for our data set revenue is 
received monthly for each customer. Monthly is a common 
period for revenue to be recurring for B2B SaaS product 
providers. MRR is used to define the CLV prediction in 
this study, as the net present value of future MRR. MRR 
is also used to calculate model features prior to the CLV 
prediction period.

The lifetime of a customer can be estimated on an indi-
vidual per customer basis or can be treated as a constant 
by considering how likely an average customer is to churn. 
Most lifetime value models also require a churn model to 
inform the selection of Ti per customer as highlighted in 
“Literature review” section. However, a simple choice for 
the expected lifetime is to derive a scalar value T  as one 
divided by the mean churn rate calculated over historic data. 
This fixes the lifetime for each customer and allows for lump 
sum regression models to be used to predict CLV. However, 
the average customer lifetime T  may be long and we may 

not have sufficient data to effectively model it. We there-
fore distinguish between the average customer lifetime for 
which we T measure CLV over,T  , and the shorter timeframe 
for the lump sum regression prediction,T ′. The timeframe 
for the feature set to be calculated over is denoted by n and 
we assume an annual discount rate of r. Lastly, since our 
approach is hierarchical over the two timeframes T  and T ′ , 
we denote the T ′ period model as f and the T  period model 
as g.

Let the set of customers be defined as C and the set 
of products as P. Each customer has a license associ-
ated with each product they purchase, defined by the set 
L = {Li,p|i ∈ C, p ∈ P}. Each customer i has a set of users 
who have access to products through their respective 
licenses. Product usage data are generated for each user, 
which allows a range of features to be derived at the license 
and customer entity levels. Each customer is billed per 
license on a monthly basis depending on the number of 
enabled users during the month, the product type, and any 
discounting they have received. This generates a Monthly 
Recurring Revenue (MRR) time series for each license 
defined by MRRl,t , where l ∈ L and t represents a discrete 
period in the customer lifetime Ti.

For a customer i, monthly discount rate r and global esti-
mated lifetime T, Customer Lifetime Value CLVi is given by

It is possible to formulate CLV at either the license level 
for a customer, as in Eq. (2), or for the sum of all licenses 
for a customer, as in Eq. (3).

CLV model features

Most B2B SaaS product providers collect a wide variety of 
data sources that are relevant to understand the future val-
ues of a customer, such as customer revenue stream, prod-
uct license details, product feature usage information, and 
account-level firmographic details. However, it is common 
for these data sets to be stored in different systems with 
varying lengths of historical data. Furthermore, some sets 
of data may have short or quickly changing distributions. 
We refer to these issues as historical data constraints. Using 
these historical data to create feature sets for model training 
and testing requires careful examination of the overlapping 
time periods across all of the data sources. Some common 
types of data available for B2B SaaS providers are outlined 
below.

(2)CLVi =

T
∑

t=1

∑

p∈P

MRRipt

(1 + r)t

(3)=

T
∑

t=1

MRRit

(1 + r)t
.

Table 2  Key notation used

Variable Definition

CLV Customer Lifetime Value
MRR Monthly Recurring Revenue
T Average customer lifetime
T

′ Lump sum regression prediction timeframe
n Timeframe for feature set to be calculated over
r Discount rate
f T ′ period CLV model
g T  period CLV model
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Revenue data

In our proposed method, the CLV prediction label is con-
structed per customer by summing MRR data over a prede-
fined number of time periods T  . We also craft some input 
features using this MRR data as trend variables. Revenue 
data streams collected for billing purposes are generally of 
high quality with detailed historical coverage, so we are not 
constrained with this data set.

For training the CLV model, T  periods of data are 
required for the prediction label. Features are also derived 
from revenue data prior to the T  prediction periods, since 
generally a good predictor of future revenue from a cus-
tomer is their more recent product invoice amount paid. 
Furthermore, trends and changes in revenue may provide 
good indications of future revenue. These features may be 
defined over n periods of historic data prior to the T  predic-
tion periods. This imposes the constraint of requiring T + n 
periods of MRR data to train a model. For mature products 
this may be fine as revenue data collected for billing pur-
poses are generally of high quality with detailed historical 
coverage, but for more recently launched products this may 
be a severe constraint.

Product license data

Product license information specifies the product acquired 
by each customer and the channel through which the prod-
uct license was purchased (e.g., directly purchased from a 
vendor’s website, or through sales and marketing activity). 
In addition, the timing of each product acquisition and their 
relative sequence may offer insights on the use case the cus-
tomer is seeking to fulfill and therefore can serve as mean-
ingful features for predicting the value of the customer.

Product usage data

One of the advantages of a SaaS product, compared to a clas-
sical desktop product, is the collection of usage data from 
customers. These usage data are potentially the most relevant 
information to predict future customer product utilization, 
and hence the CLV. A customer with high usage of the prod-
ucts on a regular basis is more likely to have benefited more 
from the products than a less active customer, and hence is 
more likely to bring more revenue in the future. The type of 
product features utilized by each customer could indicate 
their level of familiarity with the products, and potential 
commitment to continuing paying for the product in the 
future. One challenge to including product usage data into 
a CLV prediction model lies in the way that product fea-
tures could be changed in the future, new features may be 
added and some features can become obsolete. To tackle 

that, detailed product knowledge would be a helpful guide 
to engineer useful features.

Firmographic data and customer segments

Firmographic data relate to attributes of a company, such as 
the number of employees, revenue, industry, and location. 
These data may be collected in a variety of ways, either by 
surveys or third-party sources. Product license details and 
firmographics will often be point in time data sets with the 
latest values used in prediction, but changes in the data over 
time may be useful to include as well.

In addition to firmographic data, B2B SaaS providers 
may have defined further customer segments or “personas.” 
These data may be defined by rules or other machine learn-
ing systems. For example, customers may be classified into 
a high-touch sales segment based on their size, industry, 
and current product mix. Alternatively, customer research 
may be used to define personas or customer types based on 
product needs. These additional data may be factored into a 
CLV model as features.

Hierarchical T‑period prediction

The historical data constraint presents a major challenge for 
CLV modeling, particularly so for B2B SaaS providers as 
customers are businesses and their lifetime may be long. 
Given the dynamic nature and competitive landscape of the 
technology industry, long-term historical data may exhibit 
significant drift in the underlying data distributions. Further-
more, new product launches may be relatively frequent, in 
which case there will be little historical data to train a CLV 
model on. Training a CLV model over a long history may 
be learning outdated characteristics of historical data that do 
not reflect future CLV and may exclude new products and 
changes in the customer base.

A temporal hierarchical CLV modeling approach is pro-
posed in this paper. In this approach, the model is framed to 
rely more on recent data than on older data. Such an approach 
also addresses the limited availability of extensive histori-
cal data sets and the issue of data drift often encountered. To 
facilitate such a model, we define T to be the expected lifetime 
of our customers. The discounted lump sum value of MRR 
over this time period is then used as the label in the supervised 
learning model framework. The features utilized by this model 
are calculated from a certain time period before these T peri-
ods, up to n periods prior.

Figure 1 depicts the design of our hierarchical model 
over the training and testing data. In the first chart on the 
top, the data are partitioned into a feature set generated 
over the first n periods of data and a response set over T ′ 
periods of data.
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The model prediction label is defined as the net present value 
of monthly recurring revenue over this period, denoted as

where MRRi is the monthly recurring revenue at month i, 
and r is the annual discount rate. The model features are 
calculated over n periods of data and consist of several types 
of data as outlined in “CLV model features” section. These 
features consist of lagged MRR values, trends in MRR, and 
features derived from product usage, user counts, firmo-
graphics, and the customer’s product mix. The features used 
are denoted as Xj , where j = 1,… , p.

The T ′ period prediction model then takes the form of

We train a machine learning model as the function f̂ , which 
produces the ĈLVT ′ predictions in the equation below:

With the shorter T ′ period CLV prediction as defined in 
Eq. (6), the hierarchical T  period method can be developed. 
We assume that only T  periods of MRR data are available 

(4)CLVT � =

T �

∑

i=1

MRRi

(1 + r)i
,

(5)CLVT � = f (X1,… ,Xp) + �.

(6)�CLVT � = f̂ (X1,… ,Xp).

to use as the response. We train a model to predict the CLVT 
response over the same time period and evaluate the model 
on a random test set. This model takes as input the ĈLVT ′ 
estimate, so serves to map the T ′ period predictions to T  
period predictions. Since this model does not have a future 
ground truth for evaluation, it is framed as a linear model 
with aggregated customer segment level features that expe-
rience lower levels of long-term drift, such as industry, 
geography, and customer size. These features are denoted 
as Z1,… , Zq . This model is defined as

and our CLVT predictions are produced with our fitted func-
tion ĝ as

Candidate T′ period CLV models

The T ′ period CLV model is the main focus of our meth-
odology since it is reasonable to assume that ground truth 
response data is available. In comparison, due to the large 
time horizon of T  , we assume enough data for training but 

(7)CLVT = g(ĈLVT � , Z1,… , Zq) + �

(8)�CLVT = ĝ(�CLVT � , Z1,… , Zq).

Fig. 1  Hierarchical T  period 
Customer Lifetime Value model 
for constrained data. We train 
a model to predict CLV on test 
data T ′ , ĈLV

T ′ . To produce a 
prediction over the full lifetime 
T  , we then train a second model 
to prediction CLV

T
 which takes 

the first prediction ĈLV
T ′ as 

input. This second model can 
be of simpler form and is more 
stable with respect to long-term 
drift in the data
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not for ground truth evaluation T  periods forward. Since the 
T ′ prediction problem involves predicting the Customer Life-
time Value as the net present value of the monthly recurring 
revenue over T ′ periods, we may choose a variety of regres-
sion models. These are summarized in Table 3.

In our study, we have elected to employ a selection of 
tree-based ensemble regression models, a LASSO linear 
regression model, and a K nearest neighbors regression 
model for the purpose of analysis. The hyperparameters we 
tested involved several loss functions and some model spe-
cific settings in which we saw the largest variations in per-
formance. For the tree-based ensemble models, we tested 
different loss functions (such as absolute error, squared 
error and quantile loss) as we hypothesized that these 
losses may optimize the model differently for different 
types of customers. In terms of hyperparameters, we tested 
common settings for tree-based ensemble models using the 
Optuna hyperparameter tuning package (Akiba et al. 2019) 
with 50 trials per model. We have also included a time 
series forecasting model, an ARIMA model with automatic 
selection of lag variables for both the auto-regressive and 
moving average components. For comparison purposes, we 
have trained these auto ARIMA models independently for 
each customer.

The performance measures used to assess the models 
were the Root Mean Squared Error (RMSE), the Mean 
Absolute Error (MAE), and the Symmetric Mean Absolute 
Percentage Error (SMAPE). We found that these measures 
captured different types of performance relevant to our cus-
tomer set.

Ensembled customer segment model

In the context of the B2B SaaS industry, customers tend to 
come from a wide range of businesses, from small startups 
to large enterprises. The drivers of CLV can vary substan-
tially across the customer base. Building one model to fit all 
customers can be quite challenging, due to the nature of each 
customer’s purchase decision process. For example, smaller 
businesses may purchase product licenses directly through a 
website on a per-user basis. On the other hand, the purchase 

decisions of large enterprises may involve convoluted sales 
discussions and pricing negotiations.

In addition, the number of large enterprise accounts 
are much smaller compared to small and medium busi-
ness customers. This may cause machine learning models 
to deliver worse performance when predicting large enter-
prise accounts due to the limited size of the relevant data. 
Considering the importance of those accounts to a SaaS 
provider, it may be worthwhile to train different types of 
models separately by key segments such as customer size. 
Such a segmentation-based approach may improve the over-
all performance of CLV predictions by ensembling multiple 
types of models.

For the case of CLV modeling, there are two main model 
ensembling strategies that can be developed. The first is to 
explicitly choose a customer segment to train a different type 
of model on. In the example given previously, a tree-based 
ensemble model may perform best for small- to medium-
sized businesses, while a different type of model may be 
suitable for larger enterprise customers. Considering the 
small data size for the large customers, a simple linear model 
may be a better choice since it generally may better handle 
smaller sample sizes and the CLV output can scale linearly 
with the number of users.

The second modeling approach is to treat the model 
ensembling as a hyperparameter and test different models 
over different ranges of the input features. This approach 
allows for a more extensive search of the feature and 
model performance space but requires more computational 
resources. In this study, we employ a hybrid combination of 
these two approaches.

To accomplish our ensembling strategy, we conducted 
an analysis of the residuals from the T ′ model. We first 
calculated the residuals as the difference between the pre-
dicted value and the actual value in the out-of-sample test 
data. We then set the residual as the dependent variable in 
a linear regression model, and a set of firmographic data 
and account details as the dependent variables. The varia-
bles with high importance in predicting the residuals were 
then used as hyperparameters to split the data into subsets 
and train different models on each. If training different 

Table 3  Candidate models 
tested for CLV over T ′ periods

Model Optimal settings

LASSO linear regression Alpha = 1
Gradient Boosted Regressor Absolute error loss
XGBoost Regressor (Chen and Guestrin 2016) Squared error loss
LightGBM Regressor (Ke et al. 2017) Quantile loss
K Neighbors Regressor Distance weights
Auto ARIMA Between 1 and 3 lags for both the 

auto-regressive and moving average 
components
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models on subsets of the data resulted in an overall per-
formance improvement, this configuration was selected as 
optimal from the hyperparameter tuning step.

Empirical data

The data used to train and evaluate the CLV model pre-
sented in this paper were taken from a provider of B2B 
SaaS products with a large customer base. The T’ time 
period was set to 2 years, with the prediction label calcu-
lated on the net present value of MRR from Jan 1, 2021 to 
December 31, 2022. All customers who had active licenses 
on Jan 1, 2021 were included in the sample. The aver-
age customer lifetime T  for the second model was set to 
5 years, which ranged from Jan 1, 2018 to December 31, 
2022.

The features used in the T ′ model were derived from a 
mixture of data regarding revenue, product licenses, product 
usage, and firmographics, as described in “CLV model fea-
tures” section. The revenue data used consisted of MRR data 
calculated over 3 years prior to Jan 1, 2021, and involved 
various measures of growth trends. Product usage data were 
similarly calculated over the prior 3 years. Features regard-
ing product license details and firmographics were retrieved 
on Dec 31, 2020.

The training data consisted of a random 70% sample, and 
the test data were the remaining 30%. All model perfor-
mance results were calculated on the test data set.

Results and discussion

In this section, the results of training the T ′ period CLV 
model are presented and discussed. We first describe the per-
formance of the different models tested, and then illustrate 
the customer segment ensembling approach.

Figure 2 shows the performance of each candidate model 
for the test set across the evaluation measures of the Sym-
metric Mean Absolute Percentage Error (SMAPE), the Root 
Mean Squared Error (RMSE), and the Mean Absolute Error 
(MAE). For reasons of commercial sensitivity, we have 
indexed each measure by dividing by the value of the top 
performing model, which was the LightGBM regressor. This 
still shows the relative differences between methods, while 
obscuring the sensitive absolute values. For the SMAPE 
measure, the LightGBM regressor produced a slight per-
formance improvement over the XGBoost regressor model 
but delivered more significant improvement over the other 
models. The worst performing model was the auto ARIMA 
time series model, which delivered a SMAPE value almost 
1.75 times that of the LightGBM regressor.

For the RMSE measure, there was only a slight difference 
in performance between all of the regression models, with 
LightGBM still delivering the best performance. For this 
measure, the auto ARIMA model delivered a RMSE score 
nearly 5 times higher than that for the LightGBM regres-
sor. The comparison was similar for the MAE evaluation 
measure, but the differences were not as pronounced. For 
all three measures, the LightGBM regressor delivered the 
best performance.

Fig. 2  Evaluation results for each CLVT′ model on the same randomly sampled test data set. Values for each measure are indexed to the best per-
forming model with value of 1.0
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There are two main reasons for the improved performance 
of the lump sum regression models over the time series fore-
casting models. Firstly, by framing the forecasting problem 
as a regression prediction, we were able to include a wide 
variety of features calculated at the time of prediction and 
over the preceding periods of time. This clearly provides 
these models with the ability to make accurate predictions 
by adjusting for many other factors that may influence a cus-
tomer’s future revenue. The time series forecasting approach 
only uses the time series of revenue data to derive features 
for prediction, while the regression models include a similar 
set of time series features as well as information about the 
product license, usage, and firmographics.

The second reason for improved performance of the 
regression models is that these models are trained over all 
the customers in the training data. In contrast, the time series 
forecasting model used was trained independently on each 
customer’s revenue series. The regression models therefore 
may learn generalized patterns across all the input variables, 
such as relationships between revenue growth and decline 
based on firmographics and product usage levels. The time 
series forecasting models simply model the trends and lags 
in the revenue series.

The last part of our methodology involves applying the 
model ensembling strategy as described in “Ensembled cus-
tomer segment model” section. This is accomplished with 
an analysis of the prediction residuals by key model features 
for the LightGBM model, which gave the best overall perfor-
mance. These features are then treated as hyperparameters to 
split the data into subsets on which different types of models 
are trained as part of the ensemble approach.

To illustrate this process, Fig. 3 plots the residuals by 
customer size, with values indexed to the ‘Very Small’ cus-
tomer segment. The ‘Enterprise’ customer size segment has 
nearly 30 times the residual value than the ‘Very Small’ 
segment. On the one hand, this is not surprising since enter-
prise customers are generally large organizations and will 
have many users using the product. This implies that the 
revenue numbers will be large, and likewise we may expect 
the residuals to also be large. However, on the other hand 
enterprise customers may not have the same nature of rela-
tionships between revenue and the number of users, levels 
of product usage, and so on. In this case, our approach may 
treat enterprises separately with a different type of model.

Using the example in Fig. 3, based on the residuals we 
partitioned the data into two sets by size from Very Small 
to Very Large in one set, and then Enterprise in another set. 
We then ran a similar hyperparameter tuning step for all the 
models separately for each data set. The results showed that 
the LightGBM model performed best for the first data set, 
but for the Enterprise data set a LASSO model achieved 
the best performance. This makes sense given the nature 
of the Enterprise set, which had far fewer customers with 

more variation in key features such as the number of users. 
A linear model like a LASSO may provide predictions that 
scale with the number of users for the customer, rather than 
a tree-based ensemble that will make prediction threshold 
cuts in the data. The final method was an ensemble of the 
two models, with the LightGBM applied for customers in the 
Very Small to Very Large segment, and the LASSO model 
applied for Enterprise customers.

Business applications

We now describe several business applications of the Cus-
tomer Lifetime Value model developed in “Methods” sec-
tion, based on a cloud driven B2B SaaS company. As men-
tioned previously, in the context of a B2B SaaS company 
CLV approximates the financial value of each customer. 
This captures the present value of future cash flows attrib-
uted to that customer during their entire relationship with 
the company, inclusive of expansion, cross-sell ,and churn. 
Due to the nature of the B2B setting, the customer acquisi-
tion funnel can be complex consisting of multiple stages as 
illustrated in Fig. 4. In addition, a business customer may 
also purchase and engage with a wide selection of products 
with multiple editions.

These factors determine the need for multiple CLV vari-
ants across different applications. For example, CLV framed 
soon after a new customer starting is needed for customer 
acquisition campaigns. With the nature of acquisition CLV, 
we emphasize the power of landing, without sacrificing the 
short-term gain from acquiring expansion customers. On 
the other hand, future expected CLV is required for future 
growth Return Of Investment (ROI) assessments. The fol-
lowing sections take a closer look in more detail at some of 
the key applications and CLV variants.

Fig. 3  Plot of residuals by customer size for the best performing 
LightGBM model
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Projected value

Marketing is an area where CLV can be leveraged to drive more 
higher-quality product evaluations (i.e., ending up with a pur-
chase). However, the challenge is that since CLV is computed 
at the point of purchase it is not currently defined for these 
pre-purchase ‘top of funnel’ use cases. To address this issue 
we can use CLV as the basis to define a measure we refer to 
as Projected Value. The projected value enables us to estimate 
the revenue of the current spending, and establish a healthy 
and sustainable customer acquisition flywheel and is defined as

As can be seen from Eq. (9), projected value is the esti-
mated value of a customer signup based on a likelihood to 
purchase and the predicted lifetime value of a customer at the 
point of purchase. In Eq. (9) we employ ‘acquisition CLV,’ 
which takes revenue from the initial ‘land’ product and 
includes revenue from any additional ‘expand’ products that 
are added to the first land product at a later date. Acquisition 
CLV is computed over a T-period time horizon, which means 
additional products that are added have their lifetime values 
truncated to give a maximum of T-periods tenure for the 
customer. Acquisition CLV can then be combined with any 
relevant segmentation data, such as geography and channel.

At a macro level, projected value is used for budget plan-
ning to support future business growth. At a micro level, it 
provides a key input for marketing ROI optimization, which 
is discussed in the next section.

Return‑of‑investment (ROI) optimization

In a marketing context ROI is simply the net revenue that 
marketing campaigns generate against the amount of money 

(9)
projected value =# signups × purchase rate

× acquisitionCLV .

a company spends on those campaigns. In other words, ROI 
calculations are critical to understanding expected return vs. 
marketing spend. While there are numerous approaches to 
measuring future expected return, CLV and projected value 
provide a natural mechanism to do this and furnish more 
optimal targeting strategies beyond straightforward product 
purchases. By considering projected value as a function of 
marketing spend, we have

Figure 5 shows an illustrative plot of projected value vs. 
spend, where each point on the graph represents a daily 
value. A simple regression model of the form given in 
Eq. (11) can then be fitted to the data.

Marginal ROI is defined as the expected return for each 
additional dollar spent, which from Eq. (11) gives

Equation (12) then provides the following decision rule:

This decision rule can be applied at various levels of 
segmentation, for example the marketing team may define 
different ROI goals across different products and market-
ing channels to meet specific business strategies. In some 
instances, if the focus is primarily around brand awareness 
then a slightly negative ROI goal may be tolerated, however, 

(10)projected value = f (spend).

(11)projected value = a ∗ ln(spend) + c.

(12)

marginal roi = (a ∗ ln(spend + 1) + c)

− (a ∗ ln(spend) + c)

= a ∗ ln((spend + 1)∕spend)

.

(13)
marginal roi ≥ 1 = ⇒ increase $ spend

marginal roi < 1 = ⇒ decrease $ spend
.

Fig. 4  Example of a B2B acquisition funnel
Fig. 5  Daily $ Spend and Projected Value
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in other cases the team would focus on ROI neutral or posi-
tive. Overall the CLV-based ROI optimization provides a 
much more holistic approach to informing marketing budget-
ing decisions compared to other methods based, for example, 
on cost-per-lick (CPC) or cost-per-evaluation (CPE) type 
metrics. A lower CPC or CPE does not mean a higher yield 
return, since CPC or CPE does not consider whether the 
evaluation ends up with a purchase and any sales beyond 
the purchasing point.

Conclusion

This paper presents a flexible new machine learning 
framework to predict customer lifetime value in a B2B 
SaaS context. The methodological contributions address 
the key modeling challenges associated with CLV predic-
tion in the B2B SaaS setting, such as highly heteroge-
neous populations, multiple product offerings, temporal 
data constraints, and a nuanced customer relationship. The 
CLV prediction is first framed as a lump sum regression 
problem, allowing the use of a wide range of machine 
learning algorithms and a much richer feature set com-
pared to traditional time-series-based CLV forecasting 
methods. A two-stage temporal hierarchical regression 
model is then employed, which places more emphasis on 
recent data, mitigating the constraints associated with lim-
ited availability of extensive historical data sets and the 
issue of data drift. Finally, an ensemble of models is uti-
lized within the framework to address business heteroge-
neity by leveraging a customer segment ensembling strat-
egy as a hyperparameter tuning step. While the framework 
was motivated by and developed for the B2B SaaS space 
it is certainly generalizable to any application subject to 
similar challenges.

The hierarchical ensembled prediction framework was 
evaluated for various different machine learning models 
and segmentation ensembling strategies using sample data 
from a well-known B2B SaaS company across a 2-year 
period from Jan 1, 2021 to December 31, 2022. Several 
standard metrics were used to measure the model efficacy 
(e.g., RMSE, SMAPE, MAE), with the proposed machine 
learning framework demonstrating a 2–5 × improvement 
in performance over a traditional time-series-based CLV 
estimation baseline. In fact there were relatively small per-
formance improvements among the different lump sum 
regression models explored, indicating that in general this 
approach outperforms the traditional baseline irrespective 
of the particular machine learning model used. This is a 
key advantage as it allows the flexibility to employ a model 
based on other criteria such as simplicity, interpretability, or 
‘cost-to-serve’ the predictions.

Ultimately, the value of such a novel CLV prediction 
framework is how it can be leveraged in practice, for exam-
ple, to provide valuable insights into how best to allocate 
resources, refine product offerings, promote customer reten-
tion, target acquisition campaigns, or generally enhance 
business decisions across a company. In this study, a number 
of marketing applications are described where CLV predic-
tions are employed in a B2B SaaS company to drive critical 
managerial insights by (i) deriving a new CLV-based metric 
called projected value that allows holistic top-of-funnel mar-
keting spend optimization and (ii) an ROI framework that 
guides marketers on budget forecasting, planning, and cam-
paign allocation spend. A direct consequence of implement-
ing this approach has allowed marketers to allocate their 
budget more efficiently, target more profitable markets and 
channels, and establish a healthy and sustainable customer 
acquisition flywheel. It has also empowered them to be more 
data driven and optimal in day-to-day operations.
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