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Abstract
When a widespread funding shock hits the banking system, banks may engage in strategic behaviour to deal with funding 
shortages by a pre-emptive disposal of assets. Alternatively, they may adopt a more cautious strategy to mitigate price reac-
tions, thereby distributing the assets sales into smaller portions over time. We model banks’ optimal behaviour using standard 
optimisation techniques and show that an equilibrium always exits in a stylised setting. A numerical analysis to approximate 
the equilibrium supplements the theoretical part. The implementation delivers two liquidity measures for the German bank-
ing system: the Systemic Liquidity Buffer and the Systemic Liquidity Shortfall. These measures are more informative about 
systemic liquidity risk than regulatory liquidity measures, such as the LCR, because they model adverse, nonlinear price 
dynamics in a more realistic way. Our approach is applied to different stress scenarios.
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Introduction

Financial crises have gone hand in hand with liquidity crises, 
particularly with a dry-up of liquidity in the banking system. 
For example, the great financial crisis (GFC) of 2007/2008 
was characterised by simultaneous and widespread disloca-
tion in funding markets [1].1 As a consequence of the GFC, 
policymakers have introduced new liquidity management 
ratios, such as the Liquidity Coverage Requirement (LCR), 

which regulate the level and composition of liquid assets 
and financial liabilities for a single bank [4, 5]. The LCR is 
based on-balance sheet positions weighted by fixed liquidity 
weights. It is a static concept, which does not properly reflect 
changes in market prices and liquidity risk in different mac-
roeconomic environments.2 While the LCR is an important 
step to improve banks’ resilience to liquidity shocks, it does 
not address shortfalls caused by systemic liquidity risk [8].

1 Other examples include the liquidity crisis associated with Long-
Term Capital Management (LTCM) in 1998 or the European debt cri-
sis in the fall of 2011 [2, 3].

2 Policymakers have also developed comprehensive concepts to 
measure liquidity risk at the single entity level based on stressed cash 
in- and outflows [6, 7].
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Systemic liquidity risk occurs when multiple financial 
institutions experience liquidity shortages at the same time, 
which has the potential to destabilise the whole financial 
system [9]. For example, this situation can be characterised 
by banks over-relying on short-term wholesale funding and 
investing in the same assets in (potentially) illiquid markets. 
Systemic liquidity risk depends primarily on the endogenous 
response of market participants to extreme events [10]. In 
such a setting, strategic interactions between market par-
ticipants play an important role when the outcome of one 
market participant depends upon the actions of other market 
participants. The interaction between funding liquidity risk 
(i.e. the possibility an institution becomes unable to meet 
its obligations when due) and market liquidity risk (which 
relates to the inability of trading at fair prices with imme-
diacy) is a classical situation, where strategic interaction 
between market participants can lead to a coordination fail-
ure [11, 12]. Bank runs and distress sales of assets is one 
example.

The paper addresses the research question of how to 
measure the resilience of the banking system to a systemic 
liquidity shock when focusing on banks’ strategic interac-
tions. This is an important question as established liquidity 
requirements in banking regulation, such as the LCR, do not 
consider strategic interactions as a source of endogenous 
systemic liquidity risk. Consequently, the LCR might reflect 
a too optimistic view in terms of the resilience of the bank-
ing system to systemic liquidity shocks.

We study the interaction between funding and market 
liquidity risk both theoretically and empirically. The key 
contributions of this study are twofold. First, we develop 
a novel theoretical model to analyse strategic interaction 
between banks via adverse price dynamics in distress asset 
sales triggered by a system-wide funding shock. Second, our 
empirical analysis makes use of granular regulatory data for 
German banks, which facilitate to pinpoint the resilience of 
the German banking system to a systemic liquidity shock.

In our theoretical framework, we take a widespread 
bank run as given, in which all banks simultaneously face 
liquidity outflows for a specified period, say 5 or 30 days, 
as banks’ counterparties withdraw cash and do not rollover 
credit. In our model, this exogenous funding shock brings 
about an endogenous change in the market value of banks’ 
security holdings as imminent cash outflows force banks to 
offload securities if their initial cash reserves are insufficient 
to service their liabilities. Banks have two objectives: First, 
they stay liquid at any point by selling securities if neces-
sary. Second, they minimise losses on the market value of 
their securities by considering their impact and the impact 
of other banks’ sales on the market price. This gives rise to 
a coordination problem in terms of the timing and volume 
of sale.

Two forces then drive endogenous price dynamics: If 
banks expect the market price of securities to fall because 
other banks will sell securities to deal with funding short-
ages, they may dispose of them as early as possible to mini-
mise losses in market value. Banks are cautious, however, 
not to single-handedly accelerate a price drop with their 
sales. They can therefore prefer to divide sales into small 
portions and extend them over a longer period. Hence, large 
banks tend to act more cautiously than those with little influ-
ence over the market price.

To summarise the impact of the funding shock and the 
induced change in the market liquidity of securities, we 
introduce the Systemic Liquidity Buffer (SLB) and the Sys-
temic Liquidity Shortfall (SLS). The SLB is the difference 
between the liquidity inflows from distress asset sales and 
the liquidity outflows from on-balance and contingent liabili-
ties. This buffer measures how vulnerable the system is to 
liquidity risk: Low or even negative values indicate that the 
system does not have enough liquid assets to withstand a 
system-wide bank run. While some institutions in the sys-
tem may have sufficient liquidity, other institutions may not 
be able to meet their financial obligations. The SLS is the 
amount of liquidity the system would need to ensure that all 
institutions withstand the funding shock.

We apply the theoretical framework to derive the SLB 
and SLS of the German banking system. First, we examine 
the evolution of systemic liquidity risk over time from Sep-
tember 2000 to March 2023. To this end, we compare the 
excess liquidity of the German banking system according 
to established regulatory requirements, such as the LCR, 
with the SLB. Before the most intense period of the GFC in 
September 2008, this regulatory excess liquidity was posi-
tive and rising steadily, showing no sign of possible liquidity 
risks in the banking system. In contrast, the SLB reached its 
lowest and negative level in mid-2007, pointing to a vulner-
ability of the system to liquidity risk, which was prevalent at 
that time. The divergence between the two measures before 
the crisis stems from the impact of distress sales on security 
prices triggered by banks’ excessive short-term wholesale 
funding: Established regulatory requirements for liquidity 
implicitly assume that each bank can sell a particular secu-
rity at the current market price less any fixed percentage 
(haircut). However, this static view may underestimate the 
sharp downwards price pressures banks collectively exert in 
a liquidity crisis. This latter effect is captured by the SLB.

Furthermore, the current evolution of the SLB provides 
insight into the (side) effects monetary policy has on sys-
temic liquidity risk. With an expansion of unconventional 
monetary policy measures employed by the Eurosystem in 
response to the COVID-19 pandemic in March 2020, the 
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SLB increased significantly and converged with the LCR.3 
As a stricter monetary policy was implemented from Sep-
tember 2022 onwards, the SLB experienced a decline and 
diverged from the LCR. These fluctuations in the SLB can 
be attributed to the accumulation and reduction of banks’ 
cash reserves. As a consequence of the expansion of uncon-
ventional monetary policy measures, banks had increased 
their cash reserves. With the reversal of monetary policy, 
cash reserves have recently started to fall again. High cash 
reserves relative to short-term funding limits contagion 
effects via distress asset sales as banks are able to settle 
obligations from existing reserves without selling assets.

Second, we examine the distribution of liquidity risk in 
the cross section. In a run on the banking system that takes 
5 days, the SLS is about EUR 31 bn, attributable to commer-
cial banks. Moreover, the SLB illustrates the consequences 
of a fire sale spiral: Comparing the stock of liquid assets 
valued at the end of the stress episode at depressed market 
prices relative to the value of the liquid assets before the 
run reveals an overall loss in the market value of EUR 55 
bn. This loss is significant as it accounts for 8% of banks’ 
aggregate Tier 1 capital.

Third, we study the impact of rollover risk in the US dol-
lar, the most important foreign currency for internationally 
active German banks, on liquidity in the banking system. 
Fourth, we examine the interaction of interest rate risk and 
liquidity risk. In this application, banks are faced with a 
repricing of banks’ liquid securities due to an upwards shift 
in the yield curve immediately before they face a run on 
their debt.

Related literature. Systemic liquidity risk has been stud-
ied extensively recently. One strand of literature focuses 
on (system-wide) bank runs [14–16], but take asset prices 
largely as exogenous. Another strand of literature highlights 
the amplification mechanism between asset prices and mar-
gin or balance sheet constraints. For example, Brunnermeier 
and Pedersen [17] analyse the interaction between funding 
liquidity and market liquidity to generate liquidity spirals, 
where shocks to institutions net worth lead to binding mar-
gin constraints and fire sales. The resulting increase in vola-
tility brings about a spike in margins and haircuts forcing 
financial intermediaries to deliver further. Focusing more 
on empirical findings, Macchiavelli and Zhou [18] show 
that dealers’ funding liquidity affects their liquidity posi-
tion in securities markets. Other studies analyse the effects 
of fire sales on banking systems in a mark to market envi-
ronment when banks deleverage to their targets [19, 20]. 
These studies analyse how lower asset prices tighten bal-
ance sheet constraints, causing asset distress sales, which 
further depress asset prices. Unlike these models, our model 

assumes another amplification channel: In a liquidity crisis, 
where asset prices are expected to fall, banks have an incen-
tive to sell ahead of competing banks to secure favourable 
prices. This amplification channel has been studied by other 
papers and our work complements this literature. For exam-
ple, Bernardo and Welch [21] model a run on a financial 
market, in which each risk-neutral investor fears having to 
liquidate assets after a run, but before prices can recover 
back to fundamental values. Oehmke [22] examines disor-
derly liquidations of repo collateral, including a “rush for the 
exits” selling strategy. Finally, Morris and Shin [23] propose 
a model, where traders with short horizons and privately 
known loss limits interact in a market for a risky asset. When 
the price falls close to the loss limits of the short horizon 
traders, selling of the risky asset by any trader increases the 
incentives for others to sell. In contrast to existing mod-
els, our approach combines this amplification channel with 
banks’ funding structure: Banks’ excessive reliance on short-
term (wholesale) funding amplifies downwards pressures on 
prices in a liquidity crisis, which drive banks to “front-run” 
competing banks by selling before them.

The plan of the paper is as follows. In “Theoretical 
model” section introduces the theoretical model and pro-
vides the economic intuition behind the approach. In “Imple-
mentation” section explains how we calibrate this model for 
numerical analysis. In “Applications” section discusses four 
empirical applications of this approach to the German bank-
ing system. In “Conclusions” section concludes.

Theoretical model

First, we formally define the SLB and explain its concept to 
capture systemic liquidity risk. Then, we describe the model 
to compute distress prices for liquid securities.

The Systemic Liquidity Buffer

The SLB is the remaining balance of liquid assets at a bank 
after a stress period of liquidity withdrawals lasting for a 
specified period T, say 5 or 30 days.4 This remaining liquid-
ity balance takes into account the price impact of asset sales, 
including those by the bank concerned and other banks, 
along with their strategic interactions.

We define the SLB for bank i as

3 Beyond banks’ liquidity situation, the COVID-19 crisis also 
affected banks’ capital buffers. For details, see [13].

4 The choice of T depends on various factors. It is advisable to set the 
stress period at 30 days if one intends to compare the SLB with the 
LCR. For measuring very short-term liquidity risks, it may be sensi-
ble to choose a shorter time frame, say 5 days.
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where ci,T+1 includes the initial stock of cash ci,1 plus the 
cumulative sum of net liquidity, i.e. proceeds vi,t from secu-
rity sales at simulated distress prices minus outflows li,t 
from liabilities and contingent liabilities. ai,T+1 denotes the 
remaining security portfolio, evaluated at prevailing distress 
prices after the stress period has ended. While ci,T+1 includes 
actual cash flows, ai,T+1 is a hypothetical cash flow. Here, 
we ask how much cash the bank could generate if it sold the 
remaining portfolio.

The SLB indicates that the bank is prone to liquidity risk 
if it is minor or even negative. Similar to established excess 
liquidity requirements, such as the LCR, the SLB demands 
banks to hold enough liquid assets (i.e. cash or liquid securi-
ties) to cover expected liquidity outflows in a specific stress 
scenario over a certain period.5 However, in contrast to the 
LCR, the SLB considers adverse price dynamics for secu-
rities and strategic interaction as a source of endogenous 
systemic liquidity risk.

By aggregating the SLB across all banks, we obtain an 
indicator of the banking system’s resilience to liquidity risk.

where N denotes the total number of banks in the system.
We also introduce the Systemic Liquidity Shortfall (SLS),

including only those banks with insufficient liquidity in a 
crisis. In this way, banks with sufficiently large liquidity 
positions do not offset illiquid banks. While the SLB meas-
ures the value of liquid assets available in the system after 
the funding shock, the SLS is informative about the level 
of liquidity needed in the banking system to ensure that all 
banks withstand a liquidity shock.

An optimisation model endogenously determines banks’ 
security sales and the resulting distress prices of liquid 
securities.6 The model reflects the liquidity management of 
individual banks and is characterized by strategic interac-
tion. We assume an exogenous shock to funding liquidity, 
where all banks simultaneously face liquidity outflows from 

(1)

SLBi,T+1 = ci,T+1 + ai,T+1 = ci,1 +

T
∑

t=1

(

vi,t − li,t
)

+ ai,T+1,

(2)SLBT+1 =

N
∑

i=1

SLBi,T+1,

(3)SLST+1 =

N
∑

i=1

min
{

SLBi,T+1, 0
}

,

liabilities and contingent liabilities over a certain period T. 
Banks’ counterparties withdraw cash and do not roll over 
credit. We model an endogenous shock to market liquid-
ity based on the exogenous funding shock. We assume two 
objectives characterise banks’ decision-making. First, they 
aim to stay liquid at any point by drawing on existing cash 
reserves and generating cash through sales of securities. 
Second, they aim to minimise the market value declines of 
securities by considering the price impact of their and other 
banks’ strategies. Assuming that banks take into account 
the projected liquidity outflows of other banks and their 
decision-making, the constellation described above leads to 
a coordination problem among banks in terms of the tim-
ing and the volume of sale of liquid securities. The model 
determines banks’ optimal selling strategies in a Nash equi-
librium to derive the distress prices.

Modelling distress prices

After having explained the concept of the SLB, we now for-
mulate the underlying model.

Price impact ratio

The total volume of sales by the entire banking system 
invokes a price reaction on asset markets. Let pk,t denote 
the market price of asset k at time t. The gross return of an 
asset class k is denoted as Rk

t,t+1
∶= pk,t+1∕pk,t . A widely used 

empirical measure of market liquidity suggested by Amihud 
[24] considers the (absolute value of the) price change per 
nominal amount traded in the market. If even small trading 
volumes are associated with large price changes, the Amihud 
measure is large and indicates illiquid markets. We consider 
a modified version of the Amihud measure in our model. We 
restrict attention to falling prices in the stress episode, i.e. 
Rk
t,t+1

< 1 , and assume the constant relationship

between returns and the trading volume.7 Vk
t,t+1

 denotes the 
trading volume for asset class k measured at market prices 
at time t + 1 . Rearranging Eq. 4, for a given price impact 
ratio �k we obtain the relative price decline between the two 
periods t and t + 1:

(4)�k =
Rk
t,t+1

− 1

Vk
t,t+1

(5)Rk
t,t+1

(

Vk
t,t+1

)

= Rk
t,t+1

= 1 + �kV
k
t,t+1

.

5 This allows us to quickly compare the SLB with established liquid-
ity requirements in banking regulation, see “Applications” section.
6 All other variables of the SLB are exogenous. Initial stock of cash, 
quantities of liquid securities and outflows are readily available from 
reports for regulatory liquidity measures. See “Implementation” sec-
tion for more details.

7 Since �
k
 is assumed to be a constant, it is reasonable to determine 

the parameter in the most conservative way possible for the empirical 
model. For more details refer to “Data” section.
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Note that while �k is constant the simulated price decline, 
Rk
t,t+1

 varies depending on the total sales volume Vk
t,t+1

 (meas-
ured by market prices at time t + 1 ). Total sales in asset class 
k in period t are then given by Vk

t,t+1
=
∑N

i=1
vi,k,t, in which 

vi,k,t denotes the sales volume of bank i in asset k at time 
t. Bank’s sales volume is determined endogenously by our 
optimisation model.

Optimisation model

We formulate the bank’s liquidity management for the 
above-described shock scenario in a stylised version and 
consider two banks ( i = 1, 2 ), two periods (t = 1, 2) and one 
asset class (k = 1) for this purpose. While this simplified 
version is sufficient to explain the model’s main features, 
extending it to N banks and T periods is straightforward. 
We assume that in the optimisation problem below, bank 1 
takes sales of bank 2 as given. Regarding the sales volumes 
v1,t for t = 1, 2 , the optimisation problem for bank 1 is then

and additional constraints

We assume positive initial values ai,1 and ci,1 for assets and 
cash for both banks i = 1, 2 . The objective function mini-
mises bank 1’s losses in market value on its holdings of 
liquid securities a1,t . The two transition equations show the 
evolution of cash holdings c1,t and the market value of the 
asset a1,t that bank 1 has. They reflect that assets are sold to 
raise cash so that the bank can service its liabilities. Doing 
so a price reduction of the assets is caused. The variable li,t 
denotes outflows from deposits and other forms of debt. The 
first inequality constraint is a non-negativity constraints on 
the sales volumes. The second constraint ensures that the 
bank serves its liquidity providers. The third constraint is 
an upper bound to the sales volume which results from the 
availability of assets and the reduction in market prices.

In the remainder of this section, we rely on two 
assumptions.

(6)

min
{v1,1,v1,2}

2
∑

t=1
a1,t(1 − Rt,t+1

(

Vt,t+1
)

)

= min
{v1,1,v1,2}

2
∑

t=1

(

−a1,t ⋅ � ⋅ (v1,t + v2,t)
)

w.r.t. the transition equations
c1,t+1 = c1,t + v1,t − l1,t,
a1,t+1 = a1,t ⋅ (1 + � ⋅ (v1,t + v2,t)) − v1,t,

− v1,t ≤ 0,

− v1,t − c1,t + l1,t ≤ 0,

v1,t ≤

(

a1,t

1 − �a1,t

)

⋅ (1 + �v2,t), for t = 1, 2.

Assumption 2.1 

(a) � =
(

Rt,t+1 − 1
)

∕Vt is strictly negative, i.e. 𝜆 < 0,
(b) li,1 − ci,1 > li,2 for i = 1, 2.

The first assumption says that we focus on falling prices 
in the stress episode. The latter assumption considers that 
banks’ liabilities net of liquid funds follow a monotonic 
decreasing pattern over time. The assumed liability profile 
should be consistent with the actual conditions since banks’ 
short-term liabilities usually exceed their long-term liabili-
ties (see also Fig. 2a, b). The second assumption is helpful 
for technical reasons. In such a setting, it can be proved that 
at least one equilibrium always exists.8 Before discussing 
possible equilibria, we state the following result.

Theorem 2.1 Let

Then, under Assumption 2.1, the optimal solution to problem 
(6), denoted by 

(

v∗
1,1
, v∗

1,2

)

 , is given by 

1. J u s t - i n - t i m e :  v∗
1,1

= l1,1 − c1,1  ,  v∗
1,2

= l1,2  i f 
d1,1(v2,1, v2,2) < l1,1 − c1,1,

2. Smoothing: v∗
1,1

= d11(v2,1, v2,2), v
∗
1,2

= d1,2(v2,1, v2,2) , if 
l1,1 − c1,1 ≤ d1,1(v2,1, v2,2) < l1,1 + l1,2 − c1,1,

3. Front-Servicing: v∗
1,1

= l1,1 + l1,2 − c1,1 , v∗1,2 = 0 , if 
l1,1 + l1,2 − c1,1 ≤ d1,1(v2,1, v2,2) and a1,1

1−�a1,1
≥ v2,2,

4. Distress-Sale: v∗
1,1

=
(

a1,1

1−�a1,1

)

(

1 + �v2,1
)

 , v∗
1,2

= 0 , if 

l1,1 + l1,2 − c1,1 ≤ d1,1(v2,1, v2,2) and a1,1

1−𝜆a1,1
< v2,2.

The strategies ensure that bank 1 can raise sufficient cash 
and simultaneously minimises market losses of its securi-
ties. The four strategies are ordered based on how early and 
to what extent securities are sold. Aware of its influence on 
the market price, bank 1 wants to divide the sale into small 
portions in the just-in-time strategy, but the need to meet 

d1,1(v2,1, v2,2) ∶=
1

2

(

l1,1 + l1,2 − c1,1
)

+
1

2

(

v2,2 +

(

�a1,1

1 − �a1,1

)

v2,1

)

and

d1,2(v2,1, v2,2) ∶=
1

2

(

l1,1 + l1,2 − c1,1
)

−
1

2

(

v2,2 +

(

�a1,1

1 − �a1,1

)

v2,1

)

.

8 Besides the consequences for the proof of the existence of an 
equilibrium, the Assumption  2.1 (b) has two other implications. It 
implies l

i,1 > c
i,1 . Consequently, the bank is faced with illiquidity risk 

already in period 1. Furthermore, the restriction v1,1 ≥ 0 in the opti-
misation problem (6) becomes redundant as it already follows from 
v1,1 > l1,1 − c1,1.
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liquidity constraints force a higher level of sales in period 
1. Consequently, bank 1 sells the exact amount of securities 
that covers the outflows in each period. In the Smoothing 
strategy, bank 1 anticipates sales by bank 2 in period 2. To 
secure a more favourable price, bank 1 sells a portion of its 
holdings in period 1, exceeding the liquidity withdrawals. 
This price impact by bank 2 in period 2 is more dominant 
in the Front-Servicing strategy, where bank 1 already sells 
an amount equal to the total liquidity needed in period 1 
and does not make a sale after that. In the distress sale strat-
egy, the price impact by bank 2 completely dominates bank 
1’s decision-making, as bank 1 sells the maximum amount 
available in the first period.

A key variable in the theorem is d1,1 . It determines the 
decision of bank 1, which of the four possible strategies are 
optimal. Note that the optimal strategy for bank 1 in period 
1 in the Smoothing strategy coincides with the variable d1,1 . 
We refer to Appendix 1.1 for more detailed explanations 
regarding the intuition of the expressions for each of the four 
cases and to Krüger et al. [25] for the proof of Theorem 2.1. 
A symmetric version of the theorem holds for bank 2, given 
that bank 1 has decided on its strategy.

The strategic interaction created through the bank’s influ-
ence on the price impact of the asset means that the problem 
takes the form of a 2-period game in pure strategies under 
complete information, in which banks choose selling strate-
gies to minimise their losses in the market value of its port-
folio and to meet liquidity outflows. Next, we show that Nash 
equilibria in this set-up always exists so that the individually 
optimal selling strategies are mutually compatible and banks 
avoid becoming illiquid.

Theorem 2.2 Under Assumption 2.1, a Nash equilibrium 
exists. In other words, for each initial parameter setting 
w = (a1,1, a2,1, c1,1, c2,1, l1,1, l1,2, l2,1, l2,2, �) , a combination 
of strategies (v1,1, v1,2) for bank 1 and (v2,1, v2,2) for bank 2 
exists such that simultaneously the following two statements 
hold: 

1. The strategy vector (v1,1, v1,2) of bank 1 is an optimal 
solution to the optimisation problem w.r.t. the strategy 
(v2,1, v2,2) of bank 2.

2. The strategy vector (v2,1, v2,2) of bank 2 is an optimal 
solution to the optimisation problem w.r.t. the strategy 
(v1,1, v1,2) of bank 1.

We refer to Krüger et al. [25] for the proof.9

Two opposing incentives determine banks’ optimal strat-
egy in this model. On the one hand, banks will individually 
strive to sell their assets as quickly as possible to be ahead of 
competing banks and secure favourable prices. On the other 
hand, they will try to divide the sale into small portions so as 
not to accelerate the price drop single-handedly. Hence, large 
banks tend to act more cautiously than those with little influ-
ence over the market price. A banking system in which the 
portfolio of assets and the liabilities of one bank are much 
more extensive relative to those of the other bank tends to 
reach a Nash equilibrium, where the large bank chooses just-
in-time or Smoothing and the small bank chooses Front-
Servicing or Distress-Sale.

Implementation

First, we introduce a generalised model, which can be used 
for numerical analyses of the German banking system. Then, 
we describe the regulatory and market data of net outflows, 
liquid assets and cash. Finally, we discuss the assumptions 
of the numerical analyses.

Generalised problem

To perform numerical analyses of the German banking sys-
tem using regulatory and market data, we need to expand the 
model considering N banks, K asset classes and T days. In 
this set-up, a bank i has to decide on the sales volume of its 
assets ai,k,t for each asset class k = 1,…K and in each point 
in time t = 1,… , T  . In order to simplify the problem, we 
will consider a pro rata approach to asset sales and assume 
that the sales volume of bank i in asset class k at day t is 
given by

The variable �i,t describes the fraction, which bank i 
spreads equally across asset classes at day t. The decisions 
to be made by bank i are captured by the strategy vector 
�t =

(

�i,1,… ,�i,t,… ,�i,T

)

 . The gross return per asset class 
k is denoted as

Combining Eqs. 7 and 8, we obtain

(7)vi,k,t+1 = �i,t ⋅ ai,k,t ⋅ R
k
t,t+1

(Vk,t+1).

(8)Rk
t,t+1

(Vk,t+1) = 1 + �k ⋅ Vk,t+1.

9 As banks’ objective functions are not quasi-concave, we cannot 
refer to established existence theorems. The non-quasiconcavity of 
the objective function makes the proof of the existence of the Nash 
equilibrium more complex. However, the chosen objective function 

simplifies the empirical implementation since it builds on a modified 
version of a widely used empirical measure of market liquidity sug-
gested by Amihud [24], which can be easily calibrated based on mar-
ket data (see also “Implementation” section).

Footnote 9 (Continued)
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Taking into account Eq. 9, the optimisation problem for the 
implementation model for bank i is10

The bank must choose a strategy that ensures its liquidity 
until T + 1 (L). The liquid funds evolve according to (C). The 
available cash in period t + 1 is given by previous cash hold-
ings ci,t less net liquidity outflows. Moreover, the bank may 
decide to liquidate a share of its asset portfolio to restore or 
to increase liquidity. These shares are bounded between zero 
and one (B). The market value of an asset in period t + 1 is 
the remaining stock of assets after liquidation in period t, 
evaluated at market prices implied by Rk

t,t+1
 , as specified in 

condition (V). The cash position ci,T+1 and the market value 
of the entire portfolio ai,T+1 =

∑K

k=1
ai,k,T+1 are then used to 

compute the Systemic Liquidity Buffer, see (1).
Due to its complexity, finding a closed-form solution 

to the optimisation problem goes beyond the scope of this 
paper. To reach a satisfactory solution, we develop a heuris-
tic approach that iteratively determines each bank’s optimal 
strategy conditional on the strategies of the other banks. 
Details are laid out in Appendix 1.2.

Data

Net outflows, liquid assets and cash

Data on net outflows, the initial stock of liquid assets and 
cash are obtained from the common reporting framework 
(COREP), which includes two different data sets: (1) the 
Liquidity Coverage Requirement (LCR) and (2) the Addi-
tional Monitoring Metrics for Liquidity (AMM). The LCR 
data set is used to compare the SLB with the LCR excess 
liquidity over time (see “How does the SLB differ from 

(9)Rk
t,t+1

(�t) =
1

1 − �k ⋅
∑N

i=1
�i,t ⋅ ai,t,k

.

(10)

min
(�i,t)

T

t=1

T
∑

t=1

K
∑

k=1

ai,t,k(1 − Rk
t,t+1

(

�t

)

),

such that, for all t = 1, 2,… , T , and k = 1, 2,… ,K,

(L) ci,t+1 ≥ 0,

(C) ci,t+1 = ci,t +

(

K
∑

k=1

�i,t ⋅ ai,t,k ⋅ R
k
t,t+1

(�t)

)

− li,t,

(B) 0 ≤ �i,t ≤ 1,

(V) ai,k,t+1 = ai,k,t ⋅ R
k
t,t+1

(

�t

)

− �i,t ⋅ ai,t,k ⋅ R
k
t,t+1

(�t).

liquidity requirements in banking regulation?” section).11 
The AMM data set is the basis for our analyses assessing 
the banking system’s resilience to liquidity risks in the short 
run (see “How resilient is the banking system in the short 
run?” section).

German banks report both data sets on a monthly basis. 
Generally, we use reporting information at the banking 
group level.12 For banks not part of a banking group, we 
use reporting information at the solo level. Furthermore, we 
consider the unique properties of the banking associations’ 
liquidity management into account. As the savings and coop-
erative banks are integrated into a central cash management 
controlled by their respective central institutions, it is not 
reasonable to model them as independently acting players 
in a systemic liquidity crisis. Thus, we assume that savings 
banks coordinate with their regional head bank (Landes-
bank), and cooperative banks coordinate with their respec-
tive central institute, so that each association would act like 
a single banking group when selling securities.

We aggregate banks’ reported liquid assets into five 
classes: government bonds, uncovered bonds, covered 
bonds, shares and asset-backed securities.13 We assume 
that these classes properly reflect differences in liquidity in 
times of stress, and we assign different price impact ratios 
to each class. Further details regarding their computation 
can be found below. For each asset class, market values are 
reported, which we use as initial values when modelling 
distress sale losses.

We determine the daily net outflows for each bank based 
on outflows from funding obligations net of inflows from 
non-fungible assets (e.g. inflows from interest income). In 
the LCR data set, outflows are based on bank’s liabilities, 
which are weighted depending on their rollover risk and run 
risk.14

We obtain outflows for the AMM data set according to 
their contractual obligations. For deposits, banks provide 

10 For the particular case of one asset class, i.e. K = 1 , and two 
banks, i.e. N = 2 , the optimisation problem (6) and the more general 
problem (10) below are equivalent. We refer to Krüger et al. [25] for 
the proof.

11 Reports by the German Liquidity Directive complements the LCR 
data to conduct a long-term study before 2018.
12 The implicit assumption is that liquidity can quickly be transferred 
within the same banking group in a stressful period. The assump-
tion could be substantial for large international banks, which conduct 
worldwide business operations across several jurisdictions. See, for 
example, the FSB policy document [26] on the ongoing regulatory 
discussion regarding complexities associated with liquidity in resolu-
tion for global systemically important banks.
13 The reported instrument breakdown for the German Liquidity 
Directive differs. We construct the following asset classes using the 
national liquidity regulation: bonds, covered bonds, money market 
papers, equities and collateral eligible for refinancing at central banks.
14 For instance, it is typically assumed that retail deposits are more 
stable than deposits of other commercial banks in a stress period and 
hence attract a smaller weight. An analogous approach applies to the 
inflows a bank expects, such as repayments on interest and principal 
made by non-financial customers.
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contractual and so-called behavioural outflows in their 
AMM data reports. These behavioural outflows take banks’ 
estimates of actual business dynamics of deposit outflows 
into account and reflect the experience that they are a lot 
stickier than their contractual maturities suggest.15 We 
assume liabilities become due according to their contrac-
tual maturity during the funding shock period, except for 
deposits, where we take behavioural outflows. For robust-
ness checks, we deviate from the baseline case and exam-
ine results when the contractual deposit outflows are used 
instead, see Appendix 1.3.

The AMM data set provides a granular breakdown of 
banks’ maturities of obligations. In particular, inflows and 
outflows are reported daily for the first seven days. To ensure 
that the stress scenario is sufficiently severe, we restrict daily 
net outflows to be floored by zero, i.e. inflows from non-
fungible assets cannot overcompensate outflows from pay-
ment obligations.16

The LCR data set refers to a period of 30 calendar days 
for the net outflows, and the German Liquidity Directive 
refers to a period of one month, respectively. As no more 
detailed breakdown by maturity is provided, the daily net 
outflows for each bank are calculated based on the simplify-
ing assumption of uniformly distributed outflows over the 
referred period.17

Price impact ratio

A vital parameter of the empirical model is the price impact 
ratio � . Since our price impact ratio is a constant value in 
the empirical model, it is reasonable to determine � for each 
asset in the most conservative way possible.

We calculate the daily associations between the aggre-
gated trading volume and the trading volume weighted aver-
age price decline across all securities that belong to a par-
ticular asset class k over a specific observation period. We 
select the average or minimum value among the calculated 
daily associations and assign it to the price impact ratio �k . 
Table 1 includes an illustrative example of the calculation 
for �k and lists the price impact ratios for each asset class 
type calculated. For (corporate) bonds the ratio amounts to 
−0.015 per billion USD, which lies in the lower range of 
other empirical estimates for this type of securities (i.e. the 

value used in our model is more conservative and results in 
a larger price drop) [27–29].

For government bonds (which make up by far the larg-
est part of banks’ portfolio of liquid assets), we use MTS 
data18 on daily bond prices and turnovers and calculate the 
average price impact ratio for government bonds during the 
period from the beginning of May to the end of June 2012, 
which was just prior to the ECB president Mario Draghi’s 
famous speech on 31 July 2012 at UKTI’s Global Investment 
Conference over the irreversibility of the Euro and ECB’s 
preparedness to do “whatever it takes”. During this turbulent 
European Sovereign debt crisis, spreads of 10-year Italian 
bonds over the corresponding German government bonds 
interest rate have been the largest in recent history. Based 
on this stress period, we select the average value among the 
calculated daily associations between the aggregated trad-
ing volume and the trading volume weighted average price 
decline and assign it to the price impact ratio �k . In Appen-
dix 1.3, we check the simulation results if we use the mini-
mum value among the calculated daily associations (which 
reflects the most significant negative daily price impact).

The trading volume and price data for corporate bonds 
and covered bonds not traded on a centralised exchange are 
captured based on data from the TRACE reporting system 
with Bloomberg’s TACT analysis and valuation function. 
The sample covers the period from June 2016 to August 
2016. As this period does not reflect a period of market 
stress, we select the minimum value among the calculated 
daily associations and assign it to the price impact ratio �k.

In principle, the calculation for �k follows the concept 
of the Amihud-Ratio, which is defined as the average daily 
association between a unit of trading volume (measured in 
USD) and the relative price change for an individual security 
over a certain period, e.g. 1 year.19

15 Deposits include sight deposits held by retail investors, some of 
which are subject to deposit insurance and are, therefore, less run-
prone.
16 In contrast, according to the LCR the amount of inflows that can 
offset outflows is capped at 75% of total expected cash outflows. This 
requires that a bank maintains a minimum amount of stock of HQLA 
equal to 25% of the total cash outflows.
17 We confirmed the robustness of our results by a distribution of net 
outflows over 30 days skewed to the right, where most outflows occur 
during the first few days of financial stress.

18 MTS is one of Europe’s leading electronic fixed-income trad-
ing markets and a significant fraction of Italian government bonds is 
said to be traded via this market. Italy was one of the countries most 
affected by the European Sovereign debt crisis.
19 Due to high computational effort and insufficient data granular-
ity that prevents us from applying price impact ratios on an individ-
ual security basis, we have to aggregate assets and assign common 
price impact ratios to each asset class. The choice to aggregate assets 
implies that all assets within one class correlate equally to one. This 
assumption tends to overestimate the simulated distress sale losses. 
However, the imprecision should not be very large. First, banks’ larg-
est security class is “government bonds”, which primarily consists of 
only one asset, namely “Bundesanleihen” (Bunds). Second, in times 
of severe market liquidity stress, downwards price pressure is often 
exerted simultaneously on different securities, i.e. correlations are 
usually high in a liquidity crisis.
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Discussion of the assumptions of the numerical 
analyses

Our numerical analyses makes three specific assumptions. 
First, we disregard the role of the central bank as a lender 
of last resort, as we want to test the banking system’s resil-
ience to a widespread funding shock without assistance 
from the central bank. Consequently, we assume banks do 
not have access to central bank funding. In particular, repo 
transactions vis-à-vis the central bank are excluded.20 This 
assumption is guided by the macroprudential, i.e. preven-
tive focus of our liquidity metrics. They are supposed to 
pick up liquidity risks that do not anticipate lender of last 
resort activities in the spirit of Bagehot [30], as addressing 
those liquidity risks in a timely manner would ideally make 
central bank intervention less likely and necessary.21 Sec-
ond, we assume that banks cannot rely on interbank credit 
as a potential funding source during episodes of stress. In 
particular, banks cannot offset the cash outflows through the 
interbank repo market. Banks depend on outright asset sales 
as a short-term funding source to service their liabilities in 
such a scenario.22 Third, we assume banks restrict asset sales 
to securities designated as liquid assets according to the 
Capital Requirements Regulation (CRR), i.e. high-quality 
liquid assets (HQLA), which are eligible for the LCR. We 
are thus following the underlying concept of the LCR where 
banks should build up a buffer of HQLA that can be used 
in times of stress. Adopting such a regulatory perspective 
allows us to readily compare the results produced by our 
model with the LCR.

Applications

We use the SLB to address four policy issues. First, we 
contrast the SLB with established liquidity requirements in 
banking regulation over time, including the LCR. Second, 
we examine the SLB and SLS in the cross section for a severe 
funding shock over 5 days. We supplement the baseline 
funding shock with two alternative shock scenarios covering 

the German banks’ US dollar business, and suddenly rising 
interest rates in the banking system.

How does the SLB differ from liquidity requirements 
in banking regulation?

This exercise aims to present a long-run view of the SLB 
compared with established liquidity requirements.23

Time series analysis from 2000 to 2017

As banks’ liquidity was regulated nationally in the German 
liquidity regulation until 2017, we use data from the German 
liquidity regulation to investigate systemic liquidity risk for 
the period from 2000 to 2017.

Figure 1(a) presents the evolution of the aggregated SLB 
across all banks in Germany and the aggregated excess 
liquidity according to the national liquidity regulation from 
2000 to 2017. Notably, both indicators are constructed in a 
similar manner: They equal the sum of stock of cash and liq-
uid securities less of net outflows. The only difference is the 
measurement of liquid securities. While simulated distress 
prices for the SLB measure liquid securities, the German 
liquidity regulation assigns current market prices to liquid 
securities (i.e. no haircuts are assigned, which is equivalent 
to �k = 0 ). We make three observations. 

 (i) The SLB is lower than the aggregate excess liquidity 
throughout. Hence, considering the impact of poten-
tial distress sales, systemic liquidity is lower than the 
aggregate of the individual liquidity measures. This 
is plausible given that the German liquidity regu-
lation does not consider reducing the actual market 
price for most types of liquid assets.

 (ii) The SLB falls below zero in the second quarter of 
2006 and reached its low point in the second quarter 
of 2007, while the aggregate excess liquidity con-
tinues to rise. Therefore, ahead of the most intense 
period of the GFC in September 2008, the SLB indi-
cates that the banking system is vulnerable to liquid-
ity risk. The reason for the diverging patterns of the 
SLB and the aggregate excess liquidity is that the 
banking system increased its short-term funding on 
a large scale in the run-up to the crisis from June 

20 Having said that, we do not wholly disregard central banks. Banks’ 
reserves with the central bank have become an important part of 
banks’ liquidity buffers. As central banks worldwide have adopted 
extraordinary monetary policy measures in recent years, their deci-
sions and actions have implications for the data we use in our paper 
applications (see “Applications” section).
21 Additionally, distinguishing between liquidity and solvency prob-
lems might be challenging in a crisis (see, for example, Thakor [31]).
22 In Germany, the majority of all repo transactions are traded on the 
interbank repo market [32, 33]). Some large non-bank financial inter-
mediaries, such as investment funds and insurances, also have access 
to the repo market and could provide short-term liquidity to the bank-
ing system through the repo channel. We leave it for future research 
to incorporate private repo markets in the analyses.

23 Liquidity regulation requires banks to hold a certain amount of 
liquid assets to cover their expected net outflows in case of a stress 
scenario over a certain period, say one month or 30 days. Haircuts 
(or discounts to account for market risk) are assigned to liquid assets 
depending on how easily an asset can be expected to raise cash at 
short notice. The haircuts vary from 0% to 100%. The net outflows 
are the difference between cash outflows and cash inflows a bank 
faces. Outflows are derived from the bank’s liabilities and weighted 
depending on their rollover risk and run risk.
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2003 to June 2007, resulting in an increase of net 
outflows of nearly 65% to EUR 763 bn. Notably, an 
increase in net outflows has a twofold effect on the 
SLB: Net outflows are directly deducted from the 
SLB (as for the aggregate excess liquidity), and, in 
addition, an increase in net outflows results in lower 
prices of liquid assets once banks start selling assets 
to raise cash, which depresses the SLB further. The 

latter effect is not reflected by the German liquidity 
regulation. In this sense, the SLB has the potential 
to serve as an early warning indicator of systemic 
liquidity risk induced by excessive short-term refi-
nancing in the banking system.

 (iii) In 2008, both measures of liquidity risk decreased 
since the GFC. German banks drastically reduced 
their interbank borrowing and hoarded liquidity. 

Fig. 1  The Systemic Liquidity 
Buffer (SLB) over time (in EUR 
bn). This figure shows the SLB 
over time as discussed in “How 
does the SLB differ from liquid-
ity requirements in banking 
regulation?” section from 2000 
to 2023. In addition, we depict 
the aggregate excess liquidity 
(liquid assets—net outflows) 
derived from regulatory require-
ments. The excess liquidity 
is derived from a German 
liquidity measure from 2000 to 
2017 in Fig. 1(a), and from the 
liquidity coverage ratio (LCR) 
in Fig. 1(b). In either case, the 
net outflows underlying the SLB 
and the excess liquidity coin-
cide, but the two approaches 
differ in the valuation of liquid 
assets, as the SLB takes distress 
sales into account
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These effects result in substantially lower net out-
flows and a more prominent cash position, which 
increases both the SLB and aggregate excess liquid-
ity.

Time series analysis from 2018 to 2022

In Germany, the LCR replaced the German liquidity regu-
lation in 2018 and related a liquidity buffer to a net liquid-
ity outflow over a 30-calendar-day period.24 We adopt an 
analogous approach to compare the aggregated SLB with 
the aggregated excess liquidity according to the LCR. As the 
LCR assigns haircuts for many types of securities (in con-
trast to the former German liquidity regulation), we include 
a third indicator as a benchmark, which does not allow for 
market risk (i.e. no haircuts are assigned, which is equivalent 
to �k = 0 ). The three measures differ only in the valuation 
of liquid securities.

We depict the evolution of the indicators since 2018 in 
Fig. 1(b). We make three observations. 

 (i) As the excess liquidity requirement according to the 
LCR and the SLB are larger than zero, both measures 
indicate sufficient liquidity in the system to withstand 
the underlying funding shock. For most of the period 
under review, the SLB is, however, lower than the 
excess liquidity. Again, this is plausible given that 
for the aggregate excess liquidity according to the 
LCR, the reduction of the actual market price is very 
small for most securities that banks hold for liquidity 
management. Government bonds account for more 
than two-thirds of all securities designated as HQLA. 
Most government bonds receive a weight of 100% 
and are thus measured at their current market price.25 
Thus, each bank individually assumes that govern-
ment bonds, say, can be sold at the current market 
price, but this assumption may neglect the down-
wards price pressure exerted by banks collectively. 
In contrast, the SLB takes the effect of distress sales 
on market prices into account, resulting in a reduc-
tion of up to 35% during the observation period.

 (ii) Over time the difference between the aggregate 
excess liquidity and the SLB has decreased, and has 

even temporarily disappeared after the outbreak of 
the COVID-19 pandemic in 2020 and 2021. The 
reason why the gap has narrowed is that most banks 
have built up large central bank funds (cash reserves) 
following the introduction of extraordinary monetary 
policy measures in the euro area, such as the such 
as Targeted Longer-Term Refinancing Operations 
(TLTRO-III) and the Pandemic Emergency Longer-
Term Refinancing Operations (PELTROs). Accord-
ingly, in June 2020, cash reserves accounted for 58% 
of aggregate HQLA. Cash reserves are taken into 
account equally in both the SLB and the LCR frame-
work. As they form such a large part of banks’ liquid 
assets, the need to liquidate other assets in times of 
stress is relatively low. Thus, a large share of cash 
reserves causes the level of both indicators to con-
verge.

 (iii) As a stricter monetary policy was implemented from 
September 2022 onwards, the SLB experienced a 
decline and diverged from the LCR. These fluctua-
tions in the SLB can be attributed to the accumu-
lation and reduction of banks’ cash reserves. With 
the reversal of monetary policy, cash reserves have 
recently started to fall again. Lower cash reserves rel-
ative to short-term funding amplify contagion effects 
via distress asset sales as more banks are forced to 
sell assets to settle obligations.

The Bridge between LCR and SLB

As shown in Table 2, the difference between the SLB and the 
LCR excess liquidity is mainly driven by the different valu-
ations of government bonds. Table 2 provides a compara-
tive calculation between the LCR excess liquidity and the 
SLB to illustrate the differences between the two measures. 
The calculation is done for December 2019 and December 
2021 because the difference between the two measures has 
decreased significantly during the outbreak of the COVID-
19 pandemic. While for government bonds, the LCR hair-
cut is zero or very small, their simulated distress sale loss 
is immense. As government bonds account for the bulk of 
banks’ liquid securities (roughly two-thirds), their large total 
selling volume drives the relatively large price drop expe-
rienced by sovereign bonds. Notably, for uncovered bonds, 
shares and ABS, the losses due to distress sales are lower 
than the LCR haircut. While the (absolute) price impact 
ratios for uncovered bonds, shares and ABS are relatively 
high, their stock of securities held by banks is relatively 
low. Consequently, the simulated selling volume is relatively 
low, and so is the downwards pressure on market prices.26 

24 After the GFC, liquidity requirements for banks were substantially 
revised and harmonised, resulting in the Basel III regulatory standard. 
The LCR was introduced into European law for the first time by the 
CRR. For details on further regulatory reforms, such as the CRR II 
and the CRR III, and their impact on banks, see Neisen and Schulte-
Mattler [34, 35] and [36].
25 Equivalently, they are subject to a haircut of 0% if their risk weight 
for credit risk is also 0% under the Basel Capital Adequacy Rules.

26 As the stock of covered bonds has almost halved between Decem-
ber 2019 to December 2021, the simulated selling volume and the 
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These observations regarding the haircuts reveal an inter-
esting point regarding our model: The haircuts computed 
for the SLB are not necessarily more conservative than the 
LCR haircuts, but instead they are dynamic and reflect the 
characteristics of a particular stress situation.27

How resilient is the banking system in the short run?

We examine the impact of a severe funding shock over 5 
days on the SLB and SLS in the cross section, broken down 
by bank groups according to their business model. As a 
robustness check, we run the baseline funding shock with 
different values for �k and net outflows, detailed in Appen-
dix 1.3. The baseline funding shock is supplemented with 
two alternative shock scenarios covering the German banks’ 
US dollar business, and suddenly rising interest rates in the 
banking system.

Baseline funding shock

Panel (a) of Fig. 2 shows predicted net outflows from the 
German banking system under the baseline scenario. Out-
flows account for more than 20% of liquid assets in this 
horizon of 5 days. Note the significant difference between 
net outflows according to contractual maturities (blue) and 
net outflows adjusted to incorporate behavioural outflows 
from deposits (red). Taking these behavioural outflows into 
account, we obtain a scenario that may resemble a break-
down of wholesale funding markets.

In Panel A of Table 3, we explore the cross-sectional dis-
tribution of liquidity risk for March 2023, by evaluating the 
SLB and the SLS for several institutions according to their 
business model. We learn that there is substantial heteroge-
neity in the cross section: While there is no shortfall among 
cooperative and savings banks, commercial banks have a 

shortfall of about EUR 31 bn.28 Overall, the SLS is helpful 
in assessing the liquidity needs of the banking system and 
also helps to find potentially vulnerable institutions within 
the system.

In addition, we consider the loss in market value that 
banks experience during the funding shock. Here, we com-
pare the stock of liquid assets valued at the end of the stress 
episode at possibly depressed market prices relative to the 
value of the liquid assets before the run on the banking sys-
tem started. There is an overall loss in the market value of 
EUR 55 bn in this period. While this loss is 3% of liquid 
assets, it is significant for most banks in terms of Tier 1 
capital. The loss is also relevant for systemically important 
institutions, which suffer a loss of 9% of their Tier 1 capital.

For robustness checks, we deviate from the baseline 
case and examine results with different values for �k and 
when contractual deposit outflows are used instead, see 
Appendix 1.3.

Furthermore, in Fig. 3, we depict the evolution of the 
gross returns by asset class to illustrate the dynamics of the 
simulated downwards price spiral. Note that we adopt the 
pro rata assumption in our model, so that asset sales are dis-
tributed across the whole portfolio of the banks. Therefore, 
we observe a price impact for all types of assets. Figure 3 
shows a sharp price fall over the first two days, then a flat-
tening. This is because most banks, in particular smaller 
institutions, engage in distress sales, in which they sell their 
stock of liquid assets as early as possible. The cumulative 
price declines vary between 3% and 10%. In addition to 
stocks, government bonds suffer the most significant decline, 
despite having the most minor (absolute) price impact ratio. 
Significantly, the price impact across asset classes depends 
on the commonality and level of banks’ security holdings. 
As government bonds account for the bulk of banks’ liquid 
securities (roughly two-thirds), their large total selling vol-
ume drives the relatively large price drop experienced by 
sovereign bonds.29

US Dollar funding shock

The US dollar business plays an important role for inter-
nationally active banks, and funding of European institu-
tions in this currency has tended to be vulnerable in times 

27 We are aware that our model does not capture the entire financial 
system. Rather it represents the sales of the banking system during 
a liquidity crisis. The price drops for covered and sovereign bonds 
should be quite accurate given the large holdings of the banking sys-
tem in these segments. The share of government bonds held by Ger-
man banks in the amount of all German government bonds outstand-
ing has been around 15% for the past decade and recently declined to 
12%. As this market share is not negligible, considerable price reac-
tions are to be expected if many banks were to sell government bonds 
at the same time. The price movements determined for the other 
asset classes with smaller portfolios held by banks might be slightly 
upwardly biased. Nevertheless, since the volumes of securities that 
need to be sold properly reflect the banks’ funding needs in a crisis 
scenario, our statements regarding the strategic interaction of banks 
and the numeric results should represent good proxies.

28 In addition, we examine the SLB when contractual deposit out-
flows are used. In this case, the scenario becomes even more severe 
and the SLB aggregated across all banks becomes negative (EUR −
1.200 bn). This result shows that the treatment of deposit outflows 
can greatly impact any liquidity analysis.
29 It is necessary to add, however, that in a crisis, government bonds 
may be subject to flight-to-liquidity effects as a result of increased 
demand by institutional investors, which could dampen the price 
declines shown here if these effects are not fully captured in the price 
impact parameter [37, 38].

downwards pressure on market prices has reduced respectively. This 
explains why the losses due to distress sales are higher than the LCR 
haircut in December 2019, but lower in December 2021.

Footnote 26 (Continued)
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of market-wide distress.30 Therefore, we reapply the base-
line funding shock outlined above, which is limited to liquid 
assets and net outflows in the US dollar.

Panel (b) of Fig. 2 shows the net outflows in US dollars 
across maturity bands, as a percentage of liquid assets in US 
dollars. Note that in contrast to the case in which we con-
sider all maturities, adjusted net outflows now exceed the net 
outflows with contractual outflows. There are two reasons for 
this result. First, banks do not maintain sizeable retail busi-
ness in US dollars. Consequently, there is not much impact 

Fig. 2  Net liquidity outflows 
across maturities (as a percent-
age of liquid assets, June 2020). 
This figure shows the aggregate 
net outflow (liquidity outflow–
liquidity inflow) of the German 
banking system in June 2020, 
as a percentage of liquid assets 
(blue). The net outflow is sorted 
into four maturity buckets, span-
ning 30 calendar days in total. 
The net outflow is based on 
contractual maturities, and simi-
larly to the liquidity coverage 
ratio (LCR), net outflows are 
restricted to be non-negative, so 
that a net inflow is not allowed. 
In addition, the figure displays 
the net outflow when contrac-
tual outflows from deposits 
are replaced by behavioural 
outflows from deposits (red). 
These behavioural outflows are 
reported by banks. Further-
more, this adjusted net outflow 
adds contingent outflows from 
committed credit and liquid-
ity facilities, denoted as credit 
lines. Panel (a) shows overall 
positions (all currencies), while 
Panel (b) reports positions only 
in US dollars

30 For an overview of the role of the US dollar and risks from US 
dollar funding in the international financial system after the GFC, see 
report by the BIS [39].
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from replacing contractual outflows from deposits with 
behavioural outflows. Second, the adjusted net outflow also 
incorporates contingent outflows from credit lines, pushing 
the adjusted outflow over the net outflow without contingent 
outflows. This figure also highlights that banks may be vul-
nerable to liquidity shocks in certain currencies, as in this 
case, the system faces net outflows over 5 days which exceed 
liquid assets in that currency.

The results of this exercise are presented in Panel B of 
Table 3. Notably, the overall SLS is large relative to the SLS 
in the baseline case, which includes all currencies. The 
shortfall of USD 71 bn is primarily due to a shortfall in 
systemically important institutions. These institutions domi-
nate the US dollar business conducted by German banks. 
As this shortfall is mostly concentrated on systemically 
important institutions, these findings may suggest that the 
German banking system is vulnerable to a funding shock in 
US dollars.31

Combined interest rate and funding shock

We examine the interaction between interest rate and liquid-
ity risk. We combine the baseline funding shock studied 
above with an exogenous interest rate shock, which shifts 
the yield curve upwards. In this way, we add another risk 
channel that impacts the banking system’s resilience. In 
addition to the exogenous increase in outflows on banks’ 
liability side and the endogenous distress sales by banks to 
restore liquidity, there is a new effect: Rising interest rates 
lower the present value of banks’ assets immediately. Most 
importantly, from a liquidity management perspective, the 
market value of fixed-income securities decreases. In this 
sense, the asset valuation channel opens up in two ways, an 

Table 2  Bridge between the 
LCR excess liquidity and the 
SLB 

This table bridges the LCR excess liquidity and the SLB before and after the outbreak of the COVID-19 
pandemic (i.e. December 2019 and December 2021) to illustrate the evolution of the differences between 
the two liquidity indicators. Data on liquid assets and net outflows are extracted from regulatory reports on 
the LCR

Amounts in EUR bn Dec 2021 Dec 2019

I HQLA at current market prices 1775 1322
thereof Cash 1282 639

Government bonds 348 452
Covered bonds 83 153
Uncovered bonds 38 52
Shares 19 17
ABS 5 8

II LCR haircut deduction from HQLA 33 42
thereof Cash 0 0

Government bonds 0 1
Covered bonds 9 13
Uncovered bonds 14 18
Shares 9 9
ABS 1 2

III Net Outflows  1025 774
I–II–III = IV LCR excess liquidity 718 505
V Delta between distress sale losses and LCR haircut 16 150

thereof Cash 0 0
Government bonds 40 123
Covered bonds – 5 18
Uncovered bonds –  10 – 6
Shares –  8 – 6
ABS – 1 – 2

IV–V = VI SLB 702 355

31 Note that a simplification had to be considered. The analysis 
assumes that banks only use liquid assets in US dollars to deal with 
the funding shock. In practice, banks can issue additional debt in 

euros, and then transform these funds into US dollars by using FX 
swaps. Similarly, they can use existing Euro cash to buy US dol-
lars on the spot market. Incorporating these features into the model 
requires additional assumptions on the nature of the EUR/USD swap 
market or the evolution of the EUR/USD spot rate. We leave these 
extensions for future work.

Footnote 31 (Continued)
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Table 3  Systemic liquidity risk in the cross section

This table presents the Systemic Liquidity Buffer (SLB) and the Shortfall (SLS) for several banking groups in column (1) and column (2), respec-
tively. In Panel A, we present the results of the baseline funding shock for a 5-day period. Here, net outflows (outflows–inflows) materialise 
according to their contractual maturity, except for deposits, for which behavioural maturities are used. This baseline shock incorporates liquid 
assets and net outflows in all currencies of 1311 banks. In Panel B, we consider a funding shock similar to the shock underlying the results 
shown in Panel A, but we restrict attention to liquid assets and net outflows denominated in US dollars of 73 banks. In all cases, the net outflows 
and liquid assets are based on supervisory data (Additional Monitoring Metrics for Liquidity) as of March 2023. In Panel C, we combine the 
funding shock in Panel A with an instantaneous repricing of banks’ bond portfolio, in which all bonds lose 10% of their market value at the 
beginning of the stress horizon. For details on the computation of the SLB and the SLS, see “Implementation” section. The loss in market value 
in column (3) is the decline in the value of the portfolio of assets when they are evaluated at the market prices at the end of the scenario horizon 
relative to the market value of the portfolio before the stress event. This loss is expressed as a percentage of aggregate liquid assets in column (4) 
and as a percentage of aggregate Equity Tier 1 capital assuming fair-value accounting in column (5)

(1) (2) (3) (4) (5)
Liquidity Risk Asset valuation

SLB (EUR bn) SLS (EUR bn) Loss in market 
value (EUR bn)

in % of liquid 
assets

in % of 
Tier 1 
capital

Panel A: Baseline funding shock
Commercial banks 807 – 31 32 3 9
Savings banks 297 0 15 3 8
Cooperative Banks 196 0 8 3 7
Total 1.300 – 31 55 3 8
of which: Systemically important banks 871 0 42 3 9
Panel B: US Dollar funding shock
Total – 25 – 71 5 0 1
of which: Systemically important institutions – 28 – 60 4 0 0
Panel C: Combined interest rate and funding shock
Total 1.247 – 31 108 6 16
of which: Systemically important institutions 831 0 129 10 18

Fig. 3  The gross returns for liquid assets according to the Systemic 
Liquidity Buffer (SLB). This figure shows the gross returns R

t,t+1 
attached to several types of assets classes over the course of the sce-

nario horizon for the funding shock in March 2023. See also “Theo-
retical model” section for a definition of the gross return



Bank’s strategic interaction, adverse price dynamics and systemic liquidity risk  

instantaneous repricing effect and a distress sale effect that 
materialises throughout the stress horizon.32

We start by describing the interest rate shock that affects 
the market value of the bond portfolio. Using data from the 
Bundesbank’s Securities Holdings Statistics (SHS), we obtain 
a sample of the government bonds that German banks held 
in March 2018.33 We accompany these securities with market 
data from Thomson Reuters Datastream, including the modi-
fied duration.34 According to the modified duration, an over-
night increase in interest rates of 100 basis points is associated 
with an average loss in the market value of 8.5% and a median 
loss of 6%. We view this measure of the sensitivity of banks’ 
bond holdings to changes in interest rates as a guideline in this 
exercise: We examine a scenario in which a rise in interest 
rates results in an instantaneous loss in the market value of 
banks’ bonds of 10%. Given the information from the sample 
described above, this loss is larger and more widespread, as 
we adopt this drop in the value of bonds to the entire portfolio, 
including government and other types of bonds.

In Panel C of Table 3, we present the combined interest rate 
and funding shock results. The initial shock of 10% corresponds 
to a market value loss of about EUR 62 bn, while the distressed 
sales result in a loss in the market value of about EUR 46 bn. 
The total shortfall in the system remains almost unchanged, but 
the losses in market value on banks’ securities increase substan-
tially relative to the baseline funding shock, from EUR 55 bn 
to EUR 108 bn. Accordingly, the loss as a share in aggregate 
Tier 1 capital increases from 8% to 16%. Hence, in this exercise, 
the additional interest rate shock increases the level of market 
value losses, but does not change the dynamics of the funding 
shock significantly, as the shortfall in the combined scenario 
(Panel C) does not change much relative to the baseline sce-
nario (Panel A).

Conclusions

This paper measures systemic liquidity risk by analysing banks’ 
strategic interaction via adverse price dynamics. The model 
tests the banking system’s resilience to an exogenous funding 
shock. It gauges the collective impact of a funding liquidity 
shock and distress sales on financial institutions, illustrating 

how strategic bank behaviour can further amplify price 
declines. In addition, we propose two indicators termed 
SLB and SLS. The first metric measures the resilience of 
the banking system to such a funding shock scenario with 
distress sales, and the latter metric measures the aggregate 
liquidity need in such an extreme event. Both measures 
are expressed in nominal terms and are therefore easy to 
interpret.

We demonstrate the practicality of our framework with 
four examples: First, we compare the SLB with established 
regulatory liquidity measures over time, including the LCR. 
Then, we compute the impact in the cross section. We sup-
plement the baseline funding shock with two alternative 
shock scenarios covering the German banks’s US dollar 
business and suddenly rising interest rates in the banking 
system.

This framework is helpful for policymakers in the 
context of macroprudential surveillance. Like the SLB, 
the (microprudential) LCR assumes a stress event where 
funding suddenly evaporates, and banks face projected 
outflows over a specified time. However, the LCR assigns 
fixed liquidity weights (haircuts) to securities designated 
as HQLA, whereas the SLB assigns distress prices that vary 
over time depending on system-level factors, particularly 
the aggregated short-term funding in the banking system. 
The higher the aggregated short-term funding, the lower 
the simulated distress prices for securities according to 
the model underlying the SLB. In this respect, the SLB is 
more sensitive than the LCR to changes in the aggregated 
short-term funding. It has the potential to provide early 
warning of mounting vulnerabilities in the banking system 
caused by excessive short-term borrowing. The SLB sig-
nalled an increase in systemic liquidity risks ahead of the 
GFC 2007–08 by a decline in the corresponding liquidity 
buffers.

In addition, established regulatory indicators might be 
too optimistic regarding systemic liquidity because they do 
not account for distress sales. For example, the LCR applies 
a haircut of zero to most government bonds eligible for refi-
nancing at the central bank. While from a microprudential 
point of view, a liquidity risk weight of zero for these safe 
and liquid securities is meaningful, from a macroprudential 
view, such an approach may underestimate systemic liquid-
ity risk at times. In a financial crisis, the market liquidity 
of government bonds can deteriorate suddenly. Likewise, 
refinancing eligibility at the central bank may be restrained 
(as was the case for Greek government bonds during the 
European Sovereign debt crisis in 2012). In this respect, our 
contribution is to provide an indicator that signals systemic 
liquidity stress in time. Finding suitable macroprudential 
instruments to deal with the identified systemic liquidity 

32 Notice that this combined shock is adopted in a pure ad hoc fash-
ion. We do not claim that rising interest rates may cause a run on the 
banking system or vice versa. Furthermore, we neither model the 
effect of a rise in interest rates on the value or composition of banks’ 
liabilities, nor consider income-related effects on capital.
33 We focus on bond issuances by the following countries: Austria, 
Germany, Spain, France, Greece, Great Britain, Italy, Portugal and 
the US.
34 In June 2020, systemically relevant institutions held government 
bonds with a market value of EUR 256 bn. Smaller institutions (less 
significant institutions) had a bond portfolio with a market value of 
EUR 197 bn.
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risks is beyond the scope of this paper and is left for future 
research.35

When working with complex strategic interactions 
between multiple decision-makers, we must make sim-
plifying assumptions. For example, we assume banks’ 
liquidity outflows are exogenous and certain over the stress 
period. In reality, banks’ future outflows are endogenous 
depending on the state of the financial system (e.g. market 
liquidity) and uncertain to other banks. A large volume 
of sales conducted by one bank would signal liquidity 
problems to other banks and may lead to an increased 
withdrawal of deposits from the selling bank. In such a 
setting, the game would transform into a signalling game 
where funding liquidity and market liquidity would mutu-
ally reinforce each other. Furthermore, we take a narrow 
view of the banks’ strategies. We assume that banks sell 
securities to maintain liquidity but do not become buyers 
in these markets. Therefore, the above scenario assumes 
that funds leave the German banking system entirely and 
are shifted to other banking systems. Such a setting does 
not consider a reallocation of funds within the German 
banking system, which may have a stabilising effect. In 
times of stress, investors may shift funds that they have 
provided to some institutions to other institutions that are 
perceived as high-quality banks [41].

At the same time, this setting does not consider adverse 
effects stemming from predatory trading, which may amplify 
price declines in a liquidity crisis [42]. We also assume that 
banks sell their securities in proportion to their actual hold-
ings (pro rata) but do not follow a pecking order. While there 
is empirical evidence that banks tend to sell securities in 
such a way in a crisis event [43], this certainly leaves room 
for future research.

Another area for improving the current framework is to 
integrate the interactions between banks and other sectors 
of the financial system or the real economy. Ignoring the 
common asset holdings between banks and the non-banks 
financial sector can significantly underestimate losses in 
distressed sales [44]. In this vein, other financial inter-
mediaries, such as insurance companies or mutual funds, 
often played a key role during past liquidity crises [45]. 
The same applies to the role of the central bank. In a liquid-
ity crisis, central banks may provide emergency liquidity 
assistance as lenders of last resort. Integrating such crisis 
responses by the central bank in the model would allow an 
ex ante policy evaluation.

Appendix

Appendix 1.1: Further explanations on the four 
selling strategies in Theorem 1

The goal of this subsection is to develop some intuition 
regarding the four possible strategies v1,2, v1,2 and their driv-
ers. Where the just-in-time solution applies, banks 1 sells the 
precise amount of the asset that just satisfies the outflows in 
each period. In the Smoothing solution, bank 1 chooses sales 
volumes such that the total liquidity need l1,1 + l1,2 − c1,1 is 
distributed in a certain way across both periods depending 
on the strategy chosen by bank 2. To be more precise, bank 
1 makes two adjustments to this simple rule to balance two 
opposing motives.

First, the optimal sale of bank 1 in the first period 
increases in v2,2 : if there is a large drop in the price in period 
2 due to a sale by bank 2, bank 1 sells a larger amount in 
period 1 to trade at the relatively high price at that time. 
Second, the sale of bank 1 in the first period decreases in 
v2,1 . The expression �a1,1∕

(

1 − �a1,1
)

 , which appears in the 
last constraint in Eq. 6, measures the potential impact on 
the market price that bank 1 has in the first period. As bank 
2 increases its sale in the first period, bank 1 tends to curb 
its sale so that it does not accelerate the price decline. The 
larger the price impact of bank 1 (in absolute value), the 
larger this tendency to restrain the asset’s sale.

As the first adjustment is positive and the second adjust-
ment is negative, it is not clear which effect prevails. In any 
case, the negative value of any adjustment to v∗

1,1
 applies to 

the optimal amount v∗
1,2

 , which bank 1 sells in the second 
period such that the total liquidity need l1,1 + l1,2 − c1,1 is 
served.

Before discussing the last two cases, let us take a closer 
look at d1,1(v2,1, v2,2) , which drives the decision made by 
bank 1. It has two components: the liquidity need of bank 1 
and the impact of the actions of bank 2 on bank 1. Regarding 
the second component, �v2,1 describes the price drop stem-
ming from a sale by bank 2 in the first period. Thus, a1,1�v2,1 
is the resulting loss for bank 1 due to the asset’s market value 
decline. As pointed out above, the level of v2,2 determines the 
magnitude of the price reduction in the second period. Both 
components are combined in the expression

which describes the impact of the actions of bank 2 that 
are relevant to bank 1 in absolute terms. Roughly speaking, 
if (11) is small relative to the liquidity need of bank 1, the 
actions of bank 2 have only a limited impact on bank 1’s 
decision-making. Then, if l1,2 is also small, bank 1 focuses 
on meeting the dominant short-run liquidity need l1,1 − c1,1 

(11)
1

2

(

v2,2 +

(

�a1,1

1 − �a1,1

)

v2,1

)

,

35 From the policy perspective, the question arises of whether regu-
lators should consider a (possibly time-varying) add-on to the cur-
rent regulatory measures such as the LCR or whether other comple-
mentary instruments are needed to address systemic liquidity risk 
adequately [40]. This issue is currently being discussed in different 
regulatory forums [8].
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in the first period. As l1,2 rises, bank 1 splits the liquidity 
need more equally among both periods. Therefore, bank 1 
decides to increase its sales in the first period above the 
short-run need and generates more cash at the relatively high 
price.

In contrast, as (11) rises, d1 eventually surpasses the 
bank’s total liquidity need, and so sales by bank 2 have a 
significant bearing on the decision made by bank 1. In the 
Front-Servicing solution, banks 1 already sells an amount 
equal to the total liquidity needed in the first period and 
does not make a sale after that. Finally, in the distress sale 
solution, bank 1 sells the maximum amount available in the 
first period. So, in contrast to the just-In-Time or Smoothing 
solution, bank 1 restricts its sales entirely to the first period 
in both two cases.

As a consequence, any change in the market price 
in the second period is driven entirely by bank 2 as 
v∗
1,2

= 0 in these two cases. Note further that the addi-
tional condition a1,1∕

(

1 − �a1,1
)

≥ v2,2 is  equiva-
lent to �a1,1∕

(

1 − �a1,1
)

≤ �v2,2 . As explained above, 
�a1,1∕

(

1 − �a1,1
)

 is the drop in the market price in the first 
period induced solely by bank 1 in the extreme scenario that 
bank 1 sells all assets in period 1. Moreover, as v∗

1,2
= 0 , 

�v2,2 = r2,3 is the price drop in the second period.
Thus, bank 1 compares a price drop in the first period 

with the price drop in the second period: if �v2,2 was large (in 
absolute value) relative to �a1,1∕

(

1 − �a1,1
)

 , then the price 
would decline very sharply in the second period. Conse-
quently, bank 1 would suffer a large loss in the asset’s market 
value at that time. To avoid such a loss, bank 1 prefers to 
liquidate as much as possible of the asset in the first period, 
leading to the distress sale solution. Conversely, in the Front-
Servicing solution, bank 1 just covers its total liquidity need 
in the first period, while the potential loss in the market 
value of the assets held by bank 1 occurring in period 2 is 
comparatively low.

Appendix 1.2: Distress sale algorithm

We apply an iterative procedure: Before the iteration process 
starts, banks are numbered based on a random ranking to 
determine which bank optimises first, given the strategies of 
the other banks. The starting values of the iteration are the 
initial values of banks’ strategies which are set to zero. In 
each iteration step, the algorithm iteratively calculates each 
bank’s optimal selling strategy given the selling strategies 
of the other banks. The implementation of this optimisa-
tion step relies on numerical procedures from the Matlab 
software.

The algorithm stops after a finite number of M itera-
tions, once for all banks, the change in their strategies from 
iteration step m to iteration step m + 1 is smaller than a 
small, positive value � , which we set to 0.001. If the abort 

criterion is not fulfilled after m = 50 iterations, a second 
(less strict) abort criterion checks if the simulated SLB 
aggregated across all banks does not change by more than 
1%. The second criterion ensures that at least the overall 
result remains stable and reliable conclusions regarding 
the overall liquidity situation of the banking system can 
be made.36

Another critical aspect of the empirical model is the treat-
ment of illiquid banks. If a bank has few liquid funds or 
security holdings, it may become technically illiquid at a 
specific iteration step. Technically speaking, this means that 
the non-negative constraints (L) and (B), as introduced in 
“Generalised problem” section cannot be met by the bank, 
and no feasible solution exists given the other banks’ strate-
gies as determined during the iteration. For such a case, we 
need to make specific assumptions about the selling strategy 
of such illiquid banks. First, we assume that once a bank 
becomes illiquid during the iteration, those banks are imme-
diately liquidated by a hypothetical resolution authority, and 
the banks’ entire security holdings are sold on day one for 
the following iterations. The chosen behavioural assump-
tion reflects a conservative approach and ensures that illiq-
uid banks will tend to further decrease the SLB compared 
with the impact liquid banks have on the SLB.37 Second, we 
assume that once a bank becomes illiquid during the itera-
tion, it stays in that state until the final iteration. That means 
when the algorithm calculates a new iteration and banks 
optimise their strategies based on the updated strategies of 
the other banks, those banks found to be illiquid in the pre-
vious iteration will stay in that state. This approach ensures 
that banks do not keep switching back and forth between the 
liquid and illiquid state from iteration to iteration, thereby 
supporting the algorithm’s convergence.

The box below includes the implementation of our heuris-
tic approach to tackling the optimisation problem 3.4.

36 In our applications introduced below, one abort criterion is always 
satisfied during the iteration process. Our simulations have demon-
strated that the more complex the application becomes in terms of a 
longer shock period or a larger number of banks, the more likely it is 
that the first criterion is not fulfilled, but the second criterion is.
37 One might argue that the chosen assumption reflects a non-real-
istic extreme scenario. Another possible alternative could be to 
allow illiquid banks more time to liquidate their assets, e.g. for illiq-
uid banks their optimisation problem should be applied without the 
non-negative constraints. It would ensure that these banks can still 
minimise losses during the distress sale spiral (and therefore would 
act according to the interests of the banks’ investors). However, this 
alternative may eventually lead to stark, perverse effects on the SLB. 
Specifically, illiquid banks would “contribute” to a higher SLB than 
liquid banks. In other words, the space of feasible selling strategies 
for liquid banks is bound by constraints which induce those banks to 
sell securities earlier in the distress sale spiral than they otherwise 
would and exacerbate the market price decline. Instead, the behav-
ioural assumption we choose ensures that illiquid banks will tend to 
decrease the SLB relative to liquid banks further.
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Appendix 1.3: Robustness checks

We analyse quarterly AMM data on the SLB and SLS start-
ing in the first quarter of 2018. We compare the SLB and 
SLS based on the baseline funding shock (BFS) with the 
SLB and SLS based on three different robustness checks 
(RC1, RC2 and RC3). The BFS considers behavioural 
deposit outflows over a period of 5 days. For the price 
impact ratio of government bonds, the BFS uses the aver-
age value among the calculated daily associations between 
the aggregated trading volume and the trading volume 
weighted average price decline across all government 
bonds in the MTS data ( �k = −0.1% per billion EUR). 
The RC1 uses the minimum value instead ( �k = −0.4% per 
billion EUR). RC2 also uses the minimum values among 
the calculated daily associations in the MTS data set, but 

focuses only on Italian government bonds ( �k = −0.8% 
per billion EUR). RC3 uses contractual deposit outflows, 
instead of behavioural outflows.

Figure 4 and Fig. 5 show the evolution of the SLB and the 
SLS until the first quarter of 2023. The SLB has fluctuated in 
a range of EUR 423 bn to EUR 1,580 bn, except in June 2018 
in which it was negative. This negative value is likely due 
to data quality issues at the beginning of the sample period. 
Notably, the consideration of more conservative price impact 
ratios for government bonds would add little stress compared 
to the baseline funding shock scenario. However, when using 
contractual outflows, the results change drastically. In this 
case, the scenario becomes significantly more severe and 
the SLB is negative for the entire sample period. This result 
shows that the treatment of deposit outflows can have a large 
impact in any liquidity analysis.

Fig. 4  SLB for different values of � for government bonds and con-
tractual net outflows. This figure shows the development of the SLB 
based on the baseline funding shock (BFS) and SLB based on three 
different robustness checks (RC1, RC2 and RC3). The first two 
robustness checks apply more conservative price impact ratios for 

governments bonds than the base case (BFS: �
k
= −0.1% per billion 

EUR; RC1: �
k
= −0.4% per billion EUR; RC2: �

k
= −0.8% per bil-

lion EUR). The BFS considers behavioural deposit outflows, whereas 
the RC3 considers contractual deposit outflows
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