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Abstract
The COVID-19 pandemic shock represents a once-in-a-generation challenge to both the global economy and to business 
forecasting, contributing to elevated economic uncertainty through today. In this article, we perform a retrospective evaluation 
of some of the workhorse statistical models used by business economists to see which approaches were most resilient during 
the pandemic shock. We find projection-based approaches were more resilient to the pandemic shock than iteration-based 
forecasts in the cases we studied. We also find that the pandemic induced significant variation in forecast accuracy among 
the models which incorporate macroeconomic data. Incorporating alternative high-frequency data which gained currency 
during the pandemic into these models did not necessarily improve forecast performance, however more research is needed 
to assess the extent to which these indicators improved business planning.

Keywords Business forecasting · Economic forecasting · COVID-19 · Pandemic

JEL classification M20 · M21 · E27 · E37 · N62 · N72

1 Introduction

The COVID-19 pandemic shock represented a once-in-a-
generation challenge to both the global economy and busi-
ness forecasting, and contributes to elevated uncertainty 
through the present day. In addition to the severity of the 
shock itself—the 31.2% annualized drop in GDP in Q2 2020 
was the largest in data stretching back to 1947, and the 14.7% 
unemployment rate recorded in April 2020 was the largest 
in monthly data dating back to January 1948—the policy 
response to the shock upended a number of empirical regu-
larities observed in pre-pandemic cycles. For example, via 
multiple rounds of fiscal support, real disposable personal 
income rose significantly during the pandemic recession, 
in contrast to experience of prior recessions (see Fig. 1). 
Additionally, the Federal Reserve implemented significant 
monetary policy accommodation to support the economy 
during the pandemic, including lowering the federal funds 
rate to its effective lower bound and expanding the asset side 
of its balance sheet from $4 trillion prior to the pandemic to 

nearly $9 trillion by March 2022. The unprecedented vola-
tility in the economy left businesses scrambling to adjust 
their operations, and business economists scrambling to 
recalibrate forecasts and understand the tremendous shifts 
in the data.

Ho (2021a, b) surveys various approaches to forecast-
ing during COVID. During the episode, forecasters faced 
key dilemmas, including how to model the nature of the 
COVID shock (for example, as a period of high volatility 
versus a structural break in relationships between macro-
economic variables) and how to think about the persistence 
of the shock (for example, forecasters debated whether the 
subsequent recovery would be “U-shaped,” “V-shaped,” 
“L-shaped,” etc.). Research in this field is active and ongo-
ing (Lenza and Primiceri 2020, Primiceri and Tambalotti 
2020, Foroni et al. 2020; Ng 2021).

In this article, we take the perspective of an applied busi-
ness economist. We perform a retrospective evaluation of 
some of the workhorse statistical models used by business 
forecasters to see which approaches were most resilient dur-
ing the early stages of the pandemic shock. We find projec-
tion-based approaches were more resilient to the pandemic 
shock than iteration-based forecasts in the cases we studied. 
We also find that the pandemic induced high variation in 
forecast performance among the models which incorporate 

 * John O’Trakoun 
 John.OTrakoun@rich.frb.org

1 Federal Reserve Bank of Richmond, PO Box 27622, 
Richmond, VA 23261, USA

http://orcid.org/0000-0002-6633-7752
http://crossmark.crossref.org/dialog/?doi=10.1057/s11369-022-00267-2&domain=pdf


96 J. O’Trakoun 

macroeconomic data. The reliability of such models is sen-
sitive to the extent to which the outcome variable in the 
forecaster’s industry is representative of broader economic 
trends.

Given the volatility in standard data during the pandemic, 
many economists and forecasters turned toward nonstandard, 
high-frequency data to glean insights about the economy 
(Ryssdal and Hollnhorst 2021; McCracken 2020). We find 
that simply incorporating alternative high-frequency data 
into standard models did not necessarily improve forecast 
performance, however more research is needed to assess the 
extent to which these indicators improved business planning. 
Our results are in line with those of Schorfheide and Song 
(2021) who find mixed results when incorporating the data 
into their forecast models, with the baseline model perform-
ing poorly during the trough of the pandemic.

The remainder of the paper proceeds as follows. In the 
next section, we discuss the data and various forecasting 
approaches that we compare. Section 3 presents results of 
the assessment, and Sect. 4 concludes.

2  Data and models

2.1  Data

In our main experiment, we take the perspective of an econo-
mist in the auto industry and simulate real-time forecast-
ing for monthly total light vehicle sales (including autos 
and light trucks) in the United States. Data are available at 

monthly frequency from the Bureau of Economic Analy-
sis starting in 1967 and accessed via the Haver Analytics 
database.

To test the generalizability of the results, we repeat the 
experiment for an outcome variable in another industry 
which may have experienced different supply and demand 
conditions during the pandemic: industrial production of 
information processing and related equipment (IP-IPRE). 
The category includes computers and peripheral equipment 
along with office, photocopy, communication and other 
related equipment. Data are available at monthly frequency 
from the Federal Reserve Board of Governors starting in 
1967, accessed via Haver Analytics.

Summary statistics for both series are given in Table 1.
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Fig. 1  Real disposable personal income (SAAR, Bil. Chained 2012$)

Table 1  Summary statistics for light vehicle sales (thousands) and IP: 
Information Processing and Related Equipment (index, 2017 = 100), 
Jan. 1967–Jan. 2022

Light Vehicle 
Sales (thou-
sands)

IP: Information Processing 
and Related Equipment (index, 
2017 = 100)

Minimum 620 0.744
25th percentile 1031 4.911
Median 1216 19.915
Mean 1186 42.166
75th percentile 1357 86.897
Maximum 1809 122.329
Standard deviation 206.6 40.219
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Figure 2 shows both series along with real GDP, with 
all three series rescaled so that 2018 equals 100. The figure 
shows that during the pandemic recession of 2020, both real 
GDP and IP-IPRE fell and then subsequently recovered, with 
a slightly more volatile recovery for IP-IPRE.

In contrast, the initial drop in light vehicle sales was 
much larger in percentage terms relative to the declines in 
GDP and IP-IPRE, consistent with consumers postponing 
big-ticket durable goods purchases during the recession. 
With the pandemic causing health concerns and shuttering 
many service businesses, along with pandemic fiscal support 
raising households’ disposable income, consumers shifted 
spending from services to goods beginning in summer 2020, 
and light vehicle sales experienced a sharper recovery com-
pared to GDP. In the spring of 2021, semiconductor short-
ages and other supply chain bottlenecks weighed on auto-
motive deliveries and production and sales fell again, with 
signs of a recovery starting in 2022. As a result, the auto 
sector’s recovery from the 2020 COVID recession has been 
markedly different from the recovery in broad GDP, which 
will have implications for the forecasting exercise described 
in the next section.

There are a couple of important caveats to our experi-
ment when comparing against the real-world experience of 
a business forecaster. First, in real-time the forecaster is con-
strained by the economic data release schedule. For exam-
ple, a business economist preparing a forecast at the end of 
March to support a sales planning meeting at the beginning 
of April will have readings for March’s consumer sentiment 
index, but consumer price index readings for March will 
not be available until the middle of April. In practice, many 
economists will use external forecasts or some statistical 
model to fill in this “jagged edge” of data. A second caveat 
is that the forecaster will also only have access to data as 
reported, while a number of series, such as nonfarm payrolls, 
can be revised significantly between the initial report and 
subsequent data releases.

In this article, we abstract from these data constraints, 
giving our business economist perfect foresight into the 
current month’s data (including future revisions), and thus 
an unfair knowledge advantage over a real-time forecaster. 
In the next section, we conduct a relative comparison of 
models that all benefit from this unfair advantage, rather 
than comparing the models against actual real-time forecasts 
published during the pandemic. Readers should note that the 
absolute forecasting performance of the models discussed 
below may be worse than depicted, due to these real-time 
data availability constraints.

2.2  Models

We consider a number of forecasting models commonly 
used in industry, described below. To conduct a real-time 
forecasting experiment, we use each model to generate out-
of-sample forecasts for up to 12 months ahead, starting with 
sample data through December 2018 and making forecasts 
from January 2019 through December 2019. Moving for-
ward in time, we then consider sample data through January 
2019 and generate forecasts for February 2019 through Janu-
ary 2020, and so forth. At each step, we re-estimate param-
eters of the model and choose best-fit models according to 
relevant information criteria, so that a particular forecast 
model chosen in January 2019 may differ from the model 
chosen in December 2018. These forecasts are stored and 
compared versus actual observed outcomes to compare rela-
tive forecast accuracy.

2.2.1  ARIMA model (ARIMA)

The first kind of model we consider is a univariate autore-
gressive integrated moving average (ARIMA) model. For 
each sample step, we select an appropriate model order using 
the algorithm outlined in Hyndman and Khandakar (2008) 
and compute out-of-sample forecasts by iterating forward.

2.2.2  Vector autoregression models (VAR)

The second model we consider is a vector autoregression 
(VAR) which relates each variable in the system to lags of 
itself as well as lags of the other variables in the model, 
allowing it to capture feedback loops and interdependence 
between the endogenous variables. Following Stock and 
Watson (2002), along with the relevant outcome variable 
(annualized monthly growth of either light vehicle sales or 
IP-IPRE), we include monthly CPI inflation and the monthly 
change in the 90-day U.S. Treasury bill rate. The lag order 
of the VAR was chosen by selecting the order p ∈ [1, 10] 
which generated the lowest Bayesian information criterion 
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(BIC). As in the case of the ARIMA model, for each sample 
step we compute out-of-sample forecasts by iterating the 
VAR forward.

2.2.3  VAR model with diffusion indexes (VAR‑DI)

We also consider an alternative VAR model which incor-
porates information from a large set of macroeconomic 
indicators using the methods outlined in Stock and Watson 
(2002), rather than including a limited number of selected 
indicators. We use principal components analysis to extract 
the first two dynamic factors from a set of 181 monthly mac-
roeconomic predictors available from January 1980 through 
January 2022. Stock and Watson (2002) interpret these fac-
tors as diffusion indexes measuring common movements in 
macroeconomic variables. Further details on the underlying 
predictor series are provided in Appendix 1. At each sample 
step using data through time t, we recompute factors using 
principal components analysis on the macroeconomic data. 
We then estimate a VAR model using these factors along 
with the relevant outcome variable: auto sales or IP-IPRE. 
We set the lag order and compute forecasts in the same way 
as the benchmark VAR.

2.2.4  h‑step ahead autoregressive forecast (AR‑Proj)

As an alternative to iteration-based forecasts, we could 
generate multistep forecasts directly by projecting future 
outcomes at time t + h onto data available at time t  . As a 
benchmark for this approach, we first consider a model that 
only uses lags of the variable to be forecasted to predict 
outcomes at time t + h . The general forecasting equation is:

For each sample step using data through time t , we fit a 
forecasting model for horizons h ∈ [1, 12] with the lag order 
of the model � ∈ [0, 6] determined by BIC, where � = 0 indi-
cates that yh

t+h|t is being projected onto a constant term only.

2.2.5  h‑step ahead autoregressive forecast with diffusion 
indexes (AR‑DI‑Proj)

Another model specification we consider is an extension of 
the AR-Proj model that uses current and lagged values of 
yt , along with current and lagged values of the diffusion 
indexes, to predict yt+h . The forecasting equation is extended 
to reflect the diffusion indexes:

(1)yh
t+h|t = �h +

�∑

j=1

�hjyt−j+1 + �h
t+h

where Ft is the vector of factors whose estimation was 
described in the VAR-DI model section. At each step using 
data through time t  , we recompute factors using principal 
components analysis on the extended dataset of observables. 
We then fit a forecasting model for horizons h ∈ [1, 12] with 
the lag orders of the model � ∈ [0, 6] and m ∈ [1, 3] deter-
mined by BIC, where � = 0 indicates yh

t+h|t is being projected 
onto Ft and its lags (if selected) only.

2.3  Do high‑frequency data improve forecasts?

As a final exercise, we conduct a simple test of whether 
incorporating high-frequency data would have improved 
forecast accuracy during the pandemic. To do this, we add an 
additional variable to the AR-Proj and AR-DI-Proj models 
that incorporates information from weekly high-frequency 
data. The regression equations take the form of:

where Wt represents the high-frequency data variable, and 
�
hj
= 0 for the version of the model that does not include the 

diffusion indexes.
The high-frequency variable we use is the Weekly Eco-

nomic Index (WEI) published by the Federal Reserve Bank 
of New York (Lewis et al. 2020). The WEI represents the 
common component of ten different daily and weekly series, 
including same-store retail sales, unemployment insurance 
claims, a weekly staffing index, consumer surveys, steel 
production, electricity output, and other series. The series 
is scaled to four-quarter GDP growth units. Our regression 
uses the monthly average of weekly observations of the 
WEI, with data starting in January 2008, which shortens 
the available history of data relative to the other models 
under consideration. As a result, while incorporating high-
frequency data might potentially help the forecaster identify 
upcoming turning points in the series, the shorter historical 
sample could also result in less precision when identifying 
the parameters of the statistical model and generating fore-
casts and prediction intervals.

3  Results

We first provide a simple graphic example to illustrate 
our basic procedure. Figure 3 shows monthly light vehicle 
sales forecasts and corresponding 80% prediction intervals 
that are calculated using data through March 2020 for two 

(2)yh
t+h|t = �h +

m∑

j=1

�
�

hj
FT−j+1 +

�∑

j=1

�hjyt−j+1 + �h
t+h

(3)yh
t+h|t = �h +

m∑

j=1

�
�

hj
FT−j+1 +

�∑

j=1

�hjyt−j+1 + �Wt + �h
t+h
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of the models discussed above: the benchmark ARIMA 
model and the AR-Proj model. Actual vehicle sales are 
shown in the solid black line. The figure indicates that in 
the early stage of the pandemic, from April to June 2020, 
the benchmark ARIMA model was more accurate than the 
AR-Proj model in terms of predicting lower light vehicle 
sales, but it still underpredicted the extent of the sales 
decline. By the third quarter of 2020, actual light vehicle 
sales came much closer to the predictions of the AR-Proj 
model. The figure shows how forecast accuracy varies by 
model and over time. Throughout this section, we will dis-
cuss relative model performance using mean absolute pre-
diction error (MAPE) as our metric of forecast accuracy.

Our first set of results is for the forecast period that 
starts in January 2019, which captures roughly 1 year 
of the pre-pandemic period and 2 years of the pandemic 
period. Results for forecasting monthly light vehicle sales 
are in Table 2, which shows the MAPE of each of the mod-
els under consideration, by forecast horizon. The results 
are also shown graphically in Fig. 4.

Figure 4 and the first five columns of Table 2 show 
that among the five forecasting models under considera-
tion the most accurate, as reflected by a lower MAPE, are 
the AR-Proj and AR-DI-Proj models. In contrast, for iter-
ation-based forecasts (the AR, VAR and VAR-DI) mod-
els, MAPE is higher and increases as the forecast horizon 
increases. Incorporating information about the broader 

Fig. 3  Light Vehicle Sales and 
Selected Forecasts
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Table 2  Light Vehicle Sales Forecast Accuracy, Full Forecast Period

Forecast 
horizon 
(months) AR VAR VAR_DI AR-Proj 

AR-DI-
Proj 

AR-Proj 
(plus HF 
data) 

AR-DI-Proj 
(plus HF 
data) 

1 8.02 7.65 9.81 10.22 10.43 10.45 11.11 
2 12.01 11.27 13.64 14.92 14.73 15.50 16.24 
3 15.01 13.61 16.04 16.46 15.57 18.86 19.45 
4 17.06 16.31 19.31 16.63 16.60 20.76 21.09 
5 18.34 17.85 20.99 16.37 15.57 22.20 22.50 
6 19.35 18.95 21.87 15.29 14.02 21.09 22.01 
7 20.10 20.21 23.67 13.31 13.34 20.23 19.96 
8 20.18 21.00 24.56 11.57 11.66 19.37 20.16 
9 20.41 21.73 25.08 12.08 13.76 19.08 20.84 
10 20.18 21.94 25.69 14.00 14.64 18.82 19.49 
11 19.72 21.63 25.70 15.69 17.20 19.04 18.68 
12 19.51 21.98 26.05 15.88 18.16 19.07 18.84 
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economy via diffusion indexes into the model does not sub-
stantially improve forecast accuracy, with MAPE roughly 
similar between the AR-Proj and AR-DI-Proj models. 
Indeed, MAPE is slightly higher in AR-DI-Proj forecasts 
for 8-months ahead and higher compared to the AR-Proj 
forecast. Among the iteration-based forecasting models, the 
VAR-DI forecast has a higher MAPE at all horizons relative 
to the AR and benchmark VAR model. This is in contrast to 
the findings of Stock and Watson (2002), who find substan-
tial improvement in forecast accuracy of AR-DI-Proj relative 
to AR-Proj. Figure 4 and the last two columns of Table 2 
also show that the models incorporating information from 
high-frequency economic data did not perform better than 
their counterparts which omitted the WEI.

How much did the pandemic matter in generating this 
performance gap across models? Breaking out forecast 

performance into pre- and post-pandemic periods reveals 
that forecasting approaches had vastly different levels of 
resilience to the COVID shock.

Table 3 shows relative forecast accuracy for forecasts of 
light vehicle sales from January 2019 through January 2020. 
For all the models under consideration, MAPE was an order 
of magnitude lower prior to the pandemic. In relative terms, 
the AR-DI-Proj model and ARIMA model performed the 
best, and in the pre-pandemic period we obtain the Stock 
and Watson (2002) result that including diffusion indexes 
improves the forecast accuracy of AR-DI-Proj relative to 
the AR-Proj model. Similar to results for the full forecast 
period, adding high-frequency data to the forecast models 
does not consistently improve their performance relative to 
their counterparts without high-frequency data. Though the 
AR-Proj model with high-frequency data did outperform 

Fig. 4  Light Vehicle Sales Fore-
cast Accuracy, Full Forecast 
Period
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Table 3  Light Vehicle Sales Forecast Accuracy, pre-pandemic period

Forecast 
horizon 
(months) AR VAR VAR-DI AR-Proj 

AR-DI-
Proj 

AR-Proj 
(plus HF 
data) 

AR-DI-Proj 
(plus HF 
data) 

1 1.81 1.95 2.18 1.75 1.88 1.72 2.04 
2 1.48 2.07 1.90 1.93 1.73 2.29 2.06 
3 1.52 2.21 1.88 1.48 1.26 1.87 1.72 
4 1.75 2.46 2.23 1.48 1.56 1.79 2.00 
5 1.05 1.97 1.84 1.79 0.85 1.89 2.04 
6 0.93 1.72 1.67 1.71 0.88 1.10 1.32 
7 1.51 2.49 2.45 1.70 1.16 1.25 1.22 
8 1.08 1.80 2.18 2.13 1.12 1.35 1.29 
9 1.45 2.07 2.63 2.32 1.50 1.89 1.90 
10 1.47 2.67 3.88 2.45 1.56 1.97 1.54 
11 1.34 2.91 4.08 3.10 1.54 2.06 0.92 
12 2.51 4.67 5.79 3.00 1.71 5.58 3.86 
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Fig. 5  Light Vehicle Sales Fore-
cast Accuracy, pre-pandemic 
period
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Table 4  Light Vehicle Sales Forecast Accuracy, pandemic period

Forecast 
horizon 
(months) AR VAR VAR-DI AR-Proj 

AR-DI-
Proj 

AR-Proj 
(plus HF 
data) 

AR-DI-Proj 
(plus HF data) 

1 11.39 10.73 14.12 14.81 15.06 15.18 16.03 
2 17.28 15.88 19.51 21.41 21.24 22.11 23.33 
3 21.20 18.83 22.53 23.33 22.12 26.65 27.57
4 23.44 22.09 26.43 22.94 22.87 28.66 29.05
5 24.82 23.80 28.17 21.83 21.09 29.82 30.17
6 25.50 24.70 28.60 19.82 18.40 27.76 28.90
7 25.52 25.37 29.86 16.69 16.90 25.76 25.43
8 24.96 25.80 30.16 13.92 14.29 23.87 24.87
9 24.36 25.82 29.76 14.12 16.31 22.67 24.78
10 23.29 25.16 29.32 15.93 16.82 21.62 22.49
11 22.02 23.97 28.40 17.26 19.15 21.16 20.90
12 20.93 23.43 27.74 16.95 19.54 20.20 20.09

Fig. 6  Light Vehicle Sales Fore-
cast Accuracy, pandemic period
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its counterpart at the 6–11 month horizons, once informa-
tion from the diffusion indexes are added to the model, the 
inclusion of high-frequency data does not improve forecasts 
(Fig. 5).

Table 4 and Fig. 6 show that forecast accuracy for all 
models significantly deteriorated in the pandemic period 
starting February 2020. AR-Proj and AR-DI-Proj had supe-
rior forecasting performance compared to the iteration-
based forecast approach for forecast horizons longer than 
3 months, but incorporating diffusion indexes did not signifi-
cantly improve the forecast. These findings suggest forecasts 
based on multistep-ahead projection could be more resilient 
when the economy is experiencing significant turmoil. The 
last two columns of Table 4 indicate that incorporating high-
frequency data did not make forecasts more accurate despite 
the increased popularity of such data during the pandemic.

3.1  External validity check: industrial production 
of information processing and related 
equipment

Are these findings unique to the auto sector? To test the gen-
eralizability of our results, we replicate this exercise for the 
information technology sector, generating forecasts of the 
industrial production index for information processing and 
related equipment (IP-IPRE). At first glance, this category, 
which includes computers, photocopiers, and scientific and 
medical equipment, may appear to be just as susceptible 
to the pandemic semiconductor shortage as the auto sec-
tor. However, as noted in a 2021 White House report on 
supply chain resilience, during the pandemic “semiconduc-
tor suppliers shifted production and foundry orders away 
from automotive-grade chips where demand was falling 
to business and consumer electronics chips where demand 
was spiking,” which allowed IP-IPRE to be more resilient 
to COVID -related disruption relative to auto production 
(United States 2021).

Indeed, as shown in Fig. 2, industrial production in the 
sector was more resilient to the COVID shock compared to 
auto sales, with a rise in remote work driving demand for the 
sector’s goods. Additionally, the subsequent recovery in the 
sector was similar to the recovery for overall GDP.

Figure 7 and the first five columns of Table 5 show fore-
cast accuracy for forecasting IP-IPRE. Compared to our fore-
casts for light vehicle sales, forecast MAPE across all five 
models was smaller. However, in line with our findings for 
the auto sector, the AR-Proj and AR-DI-Proj had superior 
forecast performance overall. Also similar to the results for 
the auto sector, for the full forecast period the addition of 
diffusion indexes did not improve the forecast performance 
of the AR-DI-Proj and VAR-DI models relative to the 
respective version omitting diffusion indexes. The last two 
columns of Table 5 indicate that including high-frequency 
data did not improve forecast accuracy of the AR-Proj and 
AR-DI-Proj models.

Figures 8 and 9 shows forecast accuracy for the pre- and 
post-pandemic periods, respectively. Similar to the findings 
in the main section, forecast accuracy fell during the pan-
demic period, with projection-based forecast approaches far-
ing better during the pandemic. AR-Proj and AR-DI-Proj 
performed similarly to each other in both the pre-pandemic 
and post-pandemic periods. This is in contrast to the worse 
performance for AR-DI-Proj for light vehicle sales in the 
pandemic period, as auto sales were buffeted by sector-spe-
cific shocks that made the auto recovery track differently 
from the broader economy during the pandemic. Figures 8 
and 9 also show that incorporating high-frequency data did 
not consistently improve the forecast performance of the 
AR-Proj and AR-DI-Proj models, in line with our findings 
from the auto sector.

Fig. 7  IP-IPRE forecast accu-
racy, full forecast period
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Table 5  IP-IPRE Forecast Accuracy, full forecast period

Forecast 
horizon
(months) AR (alt)

VAR 
(alt)

VAR-DI 
(alt)

AR-Proj 
(alt)

AR-DI-Proj 
(alt)

AR-Proj
(alt. plus HF 
data)

AR-DI-Proj
(alt. plus HF 
data)

1 1.36 1.28 1.59 2.16 2.01 1.94 1.87
2 2.40 2.38 2.80 2.80 2.51 2.65 2.51
3 3.24 3.24 3.85 2.90 2.47 2.90 2.91
4 3.88 3.71 4.73 3.71 3.27 3.13 3.28
5 4.14 4.06 5.52 3.95 3.66 3.64 3.75
6 4.60 4.33 6.02 4.08 3.84 4.21 4.62
7 5.07 4.70 6.78 4.43 4.14 4.76 5.59
8 5.68 4.86 7.42 4.44 4.10 5.81 6.41
9 5.60 4.79 7.52 3.82 3.59 6.68 7.05
10 5.87 4.95 7.85 4.50 4.87 7.34 8.35
11 6.03 4.78 7.59 4.33 4.66 7.91 8.81
12 6.21 5.31 8.24 4.39 4.72 8.87 9.54

Fig. 8  IP-IPRE Forecast Accu-
racy, pre-pandemic period
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Fig. 9  IP-IPRE Forecast Accu-
racy, pandemic period
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4  Conclusion

What lessons can we take away from this exercise? A couple 
come to mind:

1. For the auto industry and goods manufacturing in the 
information sector, projection-based forecasting strate-
gies were more resilient than iteration-based forecasts 
in the aftermath of the COVID shock. However, model 
performance varied between the pre-pandemic and pan-
demic periods, and results may vary when forecasting 
other economic variables. This highlights that there is 
no substitute for the economist’s judgment in the fore-
casting process, particularly when it comes to model 
selection and specification. Ho (2021) lays out best prac-
tices for incorporating subjective judgement in forecast-
ing, including clearly communicating assumptions and 
imposing assumptions probabilistically.

2. For models incorporating diffusion indexes which isolate 
underlying factors which are “common” across a wide 
range of indicators, forecast accuracy may drop in indus-
tries that are being driven by idiosyncratic and uncom-
mon forces. This was the case for auto sales, where the 
post-recession recovery followed a very different tra-
jectory from the trajectory of broad GDP. Knowing if 
the industry one is trying to forecast has been affected 
by significant idiosyncrasies could be helpful in choos-
ing which variables to include in a model, and which 
model’s predictions to put more weight on.

3. High-frequency indicators of economic activity gained a 
lot of attention during COVID but we show that simply 
incorporating information from high-frequency data into 
standard forecasting tools doesn’t necessarily improve 
forecast accuracy. This doesn’t mean such indicators are 
useless: these data may have been invaluable in helping 
craft a convincing narrative around a specific forecast 

(which can be half the battle for a business economist), 
as well as providing empirical support for forecasts 
calling for turning points and inflection points in the 
economy. However, more research is needed to under-
stand the best way to leverage these data in econometric 
models.

Finally, while in this paper we focused on assessing the 
forecast performance of a business economist’s basic toolkit, 
other models which may currently be underutilized in the 
private sector could provide promising avenues for further 
investigation. These include dynamic factor models using 
mixed frequency data (Kim and Yoo 1995; Camacho et al. 
2014), models with time-varying coefficients (Cogley and 
Sargent 2005, Del Negro and Primiceri 2015), and factor 
models with time-varying factor loadings (Wei and Zhang 
2020). Further research on the performance of these methods 
in an applied context could help make these approaches a 
valuable addition to the business forecaster’s toolkit.

Appendix 

Table 6: Time Series Used To Construct Diffusion Indexes 
lists the time series used to construct the diffusion index 
forecasts, which largely encompass the broad categories 
described in Stock and Watson (2002), namely real output 
and income, employment and hours, real retail, manufactur-
ing and trade sales, consumption, housing starts and sales, 
real inventories and inventory-to-sales ratios, orders and 
unfilled orders, financial variables, price indexes, average 
hourly earnings, and other variables. The transformation 
codes are: 0 = no transformation, 1 = first difference of loga-
rithms, 2 = first difference, 3 = logarithm. Series were down-
loaded via the Haver Analytics DLX platform. Within the 
variable names, “SA” denotes seasonally adjusted, “NSA” 
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Table 6  Time series used to construct diffusion indexes

Variable Starting date Last obs Source Trans-
forma-
tion

Industrial Production Index (SA, 2017 = 100) Jan-21 Dec-21 Federal Reserve Board 1
Industrial Production: Final Products and Nonindustrial Sup-

plies (SA, 2017 = 100)
Jan-39 Dec-21 Federal Reserve Board 1

Industrial Production: Final Products (SA, 2017 = 100) Jan-39 Dec-21 Federal Reserve Board 1
Industrial Production: Consumer Goods (SA, 2017 = 100) Jan-39 Dec-21 Federal Reserve Board 1
Industrial Production: Durable Consumer Goods (SA, 

2017 = 100)
Jan-47 Dec-21 Federal Reserve Board 1

Industrial Production: Nondurable Consumer Goods (SA, 
2017 = 100)

Jan-47 Dec-21 Federal Reserve Board 1

Industrial Production: Business Equipment (SA, 2017 = 100) Jan-47 Dec-21 Federal Reserve Board 1
Industrial Production: Nonindustrial Supplies (SA, 2017 = 100) Jan-39 Dec-21 Federal Reserve Board 1
Industrial Production: Materials (SA, 2017 = 100) Jan-39 Dec-21 Federal Reserve Board 1
Industrial Production: Durable Goods Materials (SA, 

2017 = 100)
Jan-47 Dec-21 Federal Reserve Board 1

Industrial Production: Nondurable Goods Materials (SA, 
2017 = 100)

Jan-54 Dec-21 Federal Reserve Board 1

Industrial Production: Manufacturing [SIC] (SA, 2017 = 100) Jan-21 Dec-21 Federal Reserve Board 1
Industrial Production: Durable Goods [NAICS] (SA, 

2017 = 100)
Jan-72 Dec-21 Federal Reserve Board 1

Industrial Production: Nondurable Manufacturing (SA, 
2017 = 100)

Jan-72 Dec-21 Federal Reserve Board 1

Industrial Production: Mining (SA, 2017 = 100) Jan-21 Dec-21 Federal Reserve Board 1
Industrial Production: Electric and Gas Utilities (SA, 

2017 = 100)
Jan-39 Dec-21 Federal Reserve Board 1

Capacity Utilization: Industry (SA, Percent of Capacity) Jan-67 Dec-21 Federal Reserve Board 0
Capacity Utilization: Manufacturing [SIC] (SA, Percent of 

Capacity)
Jan-48 Dec-21 Federal Reserve Board 0

Capacity Utilization: Durable Goods Mfg [NAICS] (SA, Per-
cent of Capacity)

Jan-67 Dec-21 Federal Reserve Board 0

Capacity Utilization: Nondurable Goods Manufacturing (SA, 
Percent of Capacity)

Jan-67 Dec-21 Federal Reserve Board 0

Capacity Utilization: Mining (SA, Percent of Capacity) Jan-67 Dec-21 Federal Reserve Board 0
Capacity Utilization: Electric and Gas Utilities (SA, Percent of 

Capacity)
Jan-67 Dec-21 Federal Reserve Board 0

ISM Manufacturing: PMI Composite Index (SA, 50 +  = Increas-
ing)

Jan-48 Jan-22 Institute for Supply Management 0

ISM Manufacturing: Production Index (SA, 50 +  = Increasing) Jan-48 Jan-22 Institute for Supply Management 0
Real Disposable Personal Income (SAAR, Bil.Chn.2012$) Jan-59 Dec-21 Bureau of Economic Analysis 1
Real Personal Income Excluding Current Transfer Receipts 

(SAAR, Bil.2012.$)
Jan-59 Dec-21 Bureau of Economic Analysis 1

Civilian Employment: 16 Years + (SA, Thous.) Jan-48 Jan-22 Bureau of Labor Statistics 1
Civilian Employment: Nonagricultural Industries: 16 yr + (SA, 

Thous)
Jan-48 Jan-22 Bureau of Labor Statistics 1

Civilian Unemployment Rate: 16 yr + (SA, %) Jan-48 Jan-22 Bureau of Labor Statistics 0
Average [Mean] Duration of Unemployment (SA, Weeks) Jan-48 Jan-22 Bureau of Labor Statistics 0
Civilians Unemployed for Less Than 5 Weeks (SA, Thous.) Jan-48 Jan-22 Bureau of Labor Statistics 0
Civilians Unemployed for 5–14 Weeks (SA, Thous.) Jan-48 Jan-22 Bureau of Labor Statistics 0
Civilians Unemployed for 15 Weeks and Over (SA, Thous.) Jan-48 Jan-22 Bureau of Labor Statistics 0
Civilians Unemployed for 15–26 Weeks (SA, Thous.) Jan-48 Jan-22 Bureau of Labor Statistics 0
All Employees: Total Nonfarm (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Total Private Industries (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
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Table 6  (continued)

Variable Starting date Last obs Source Trans-
forma-
tion

All Employees: Goods-producing Industries (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Mining (SA, Thous) Jan-58 Jan-22 Bureau of Labor Statistics 1
All Employees: Construction (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Manufacturing (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Durable Goods Manufacturing (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Nondurable Goods Manufacturing (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Private Service-providing Industries (SA, 

Thous)
Jan-39 Jan-22 Bureau of Labor Statistics 1

All Employees: Wholesale Trade (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Retail Trade (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Transportation & Warehousing (SA, Thous) Jan-72 Jan-22 Bureau of Labor Statistics 1
All Employees: Utilities (SA, Thous) Jan-64 Jan-22 Bureau of Labor Statistics 1
All Employees: Financial Activities (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Professional & Business Services (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Education & Health Services (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Leisure & Hospitality (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Other Services (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
All Employees: Government (SA, Thous) Jan-39 Jan-22 Bureau of Labor Statistics 1
Average Weekly Hours: Prod & Nonsupervisory: Private Indus-

tries (SA, Hrs)
Jan-64 Jan-22 Bureau of Labor Statistics 2

Average Weekly Hours: Prod & Nonsupervisory: Manufactur-
ing (SA, Hrs)

Jan-39 Jan-22 Bureau of Labor Statistics 0

Average Weekly Hours: Prod & Nonsupervisory: Overtime: 
Manufacturing (SA, Hrs)

Jan-56 Jan-22 Bureau of Labor Statistics 0

ISM Manufacturing: Employment Index (SA, 50 +  = Increas-
ing)

Jan-48 Jan-22 Institute for Supply Management 0

Real Manufacturing & Trade Sales: All Industries (SA, Mil.
Chn.2012$)

Jan-67 Nov-21 Bureau of Economic Analysis 1

Real Retail Sales & Food Services (SA, Mil.1982–84$) Jan-67 Dec-21 Census Bureau/Bureau of Labor Statistics/
Haver Analytics

1

Personal Consumption Expenditures (SAAR, Mil.Chn.2012.$) Jan-59 Dec-21 Bureau of Economic Analysis 1
Personal Consumption Expenditures: Durable Goods (SAAR, 

Mil.Chn.2012.$)
Jan-59 Dec-21 Bureau of Economic Analysis 1

Personal Consumption Expenditures: Nondurable Goods 
(SAAR, Mil.Chn.2012.$)

Jan-59 Dec-21 Bureau of Economic Analysis 1

Personal Consumption Expenditures: Services (SAAR, Mil.
Chn.2012.$)

Jan-59 Dec-21 Bureau of Economic Analysis 1

Personal Consumption Expenditures: New Motor Vehicles 
(SAAR, Mil.Chn.2012.$)

Jan-59 Dec-21 Bureau of Economic Analysis 1

Housing Starts (SAAR, Thous.Units) Jan-59 Dec-21 Census Bureau 3
Housing Starts: Northeast (SAAR, Thous.Units) Jan-59 Dec-21 Census Bureau 3
Housing Starts: Midwest (SAAR, Thous.Units) Jan-59 Dec-21 Census Bureau 3
Housing Starts: South (SAAR, Thous.Units) Jan-59 Dec-21 Census Bureau 3
Housing Starts: West (SAAR, Thous.Units) Jan-59 Dec-21 Census Bureau 3
New Pvt Housing Units Authorized by Building Permit (SAAR, 

Thous.Units)
Jan-60 Dec-21 Census Bureau 3

Housing Units Authorized by Permit: Northeast (SAAR, Thous.
Units)

Jan-60 Dec-21 Census Bureau 3

Housing Units Authorized by Permit: Midwest (SAAR, Thous.
Units)

Jan-60 Dec-21 Census Bureau 3
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Table 6  (continued)

Variable Starting date Last obs Source Trans-
forma-
tion

Housing Units Authorized by Permit: South (SAAR, Thous.
Units)

Jan-60 Dec-21 Census Bureau 3

Housing Units Authorized by Permit: West (SAAR, Thous.
Units)

Jan-60 Dec-21 Census Bureau 3

New 1-Family Houses Sold: United States (SAAR, Thous) Jan-63 Dec-21 Census Bureau 3
New 1-Family Houses Sold: Northeast (SAAR, Thous) Jan-73 Dec-21 Census Bureau 3
New 1-Family Houses Sold: Midwest (SAAR, Thous) Jan-73 Dec-21 Census Bureau 3
New 1-Family Houses Sold: South (SAAR, Thous) Jan-73 Dec-21 Census Bureau 3
New 1-Family Houses Sold: West (SAAR, Thous) Jan-73 Dec-21 Census Bureau 3
New 1-Family Houses For Sale: Months Supply (SA, Ratio) Jan-63 Dec-21 Census Bureau 3
New 1-Family Houses For Sale: United States (EOP, SA, 

Thous)
Jan-63 Dec-21 Census Bureau 3

Manufacturers' Shipments of Mobile Homes (SAAR, Thous.
Units)

Jan-59 Dec-21 Census Bureau 3

Value of Construction Put in Place (SAAR, Mil.$) Jan-64 Dec-21 Census Bureau 3
Value of Private Construction Put in Place (SAAR, Mil.$) Jan-64 Dec-21 Census Bureau 3
Value of Public Construction Put in Place (SAAR, Mil.$) Dec-46 Dec-21 Census Bureau 3
Real Manufacturing & Trade Inventories: All Industries (EOP, 

SA, Mil.Chn.2012$)
Jan-67 Nov-21 Bureau of Economic Analysis 1

Real Manufacturing & Trade: Inventories/Sales Ratio All 
Industries (SA)

Jan-67 Nov-21 Bureau of Economic Analysis 2

ISM Manufacturing: Inventories Index (SA, 50 +  = Expanding) Jan-48 Jan-22 Institute for Supply Management 0
ISM Manufacturing: New Orders Index (SA, 50 +  = Increasing) Jan-48 Jan-22 Institute for Supply Management 0
ISM Manufacturing: Supplier Deliveries Index (SA, 

50 +  = Slower)
Jan-48 Jan-22 Institute for Supply Management 0

Mfrs' New Orders: Nondurable Goods Industries (SA, Mil.$) Jan-58 Dec-21 Census Bureau/Haver Analytics 1
Stock Price Index: NYSE Composite (Avg, Dec-31–02 = 5000) Jan-66 Jan-22 Wall Street Journal 1
Stock Price Index: Standard & Poor's 500 Composite (1941–

43 = 10)
Jan-21 Jan-22 Standard & Poor's 1

Stock Price Index: Standard & Poor's 500 Industrials (1941–
43 = 10)

Jan-21 Jan-22 Standard & Poor's 1

Stock Price Index: Standard & Poor's 100 (Close, Jan-2–
76 = 100)

Jan-76 Jan-22 Standard & Poor's 1

Stock Price Index: NASDAQ Composite (Feb-5–71 = 100) Feb-71 Jan-22 Wall Street Journal 1
Dow Jones: 30 Industrial Stocks: Average Price Close (AVG, 

May-26–1896 = 40.94)
Jan-21 Jan-22 Wall Street Journal 1

Stock Price Avgs: Dow Jones 20 Transportation, NYSE(Avg,Cl
ose,Oct-26–1896 = 51.72)

Jan-21 Jan-22 Wall Street Journal 1

Stock Price Averages: Dow Jones 15 Utilities, NYSE(Avg, 
Close,Jan-02–1929 = 85.64)

Jan-29 Jan-22 Wall Street Journal 1

S&P: Composite 500, Dividend Yield (%) Jan-46 Jan-22 Standard & Poor's/Haver Analytics 0
S&P: 500 Composite, Price/Earnings Ratio (EOP, Ratio) Jan-46 Jan-22 Standard & Poor's/Haver Analytics 0
Shiller Cyclically Adjusted S&P Price to Earnings Ratio (Ratio) Jan-21 Jan-22 Robert Shiller 0
Nominal FRB Broad Trade-Weighted Dollar Index (Jan-

06 = 100)
Mar-73 Jan-22 Federal Reserve Board 1

Real FRB Broad Trade-Weighted Dollar Index (Jan-06 = 100) Mar-73 Jan-22 Federal Reserve Board 1
Foreign Exchange Rate: Switzerland (Franc/US$) Jan-47 Jan-22 Federal Reserve Board 1
Foreign Exchange Rate: Japan (Yen/US$) Jan-57 Jan-22 Federal Reserve Board 1
Foreign Exchange Rate: United Kingdom (US$/Pound) Jan-47 Jan-22 Federal Reserve Board 1
Foreign Exchange Rate: Canada (C$/US$) Jan-47 Jan-22 Federal Reserve Board 1
Federal Funds [effective] Rate (% p.a.) Jul-54 Jan-22 Federal Reserve Board 2
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Table 6  (continued)

Variable Starting date Last obs Source Trans-
forma-
tion

3-Month Treasury Bill, Secondary Market (% p.a.) Jan-34 Jan-22 Federal Reserve Board 2
6-Month Treasury Bill, Secondary Market (% p.a.) Dec-58 Jan-22 Federal Reserve Board 2
1-Year Treasury Bill Yield at Constant Maturity (% p.a.) Apr-53 Jan-22 Federal Reserve Board 2
5-Year Treasury Note Yield at Constant Maturity (% p.a.) Apr-53 Jan-22 Federal Reserve Board 2
10-Year Treasury Note Yield at Constant Maturity (% p.a.) Apr-53 Jan-22 Federal Reserve Board 2
FHLMC: 30-Year Fixed-Rate Mortgages: U.S. (%) Apr-71 Jan-22 Federal Home Loan Mortgage Corporation 2
Money Stock: M1 (SA, Bil.$) Jan-59 Dec-21 Federal Reserve Board 1
Money Stock: M2 (SA, Bil.$) Jan-59 Dec-21 Federal Reserve Board 1
Monetary Base (SA, Mil.$) Jan-59 Dec-21 Federal Reserve Board/Haver Analytics 1
St. Louis Adjusted Reserves Proxy (SA, Bil.$) Jan-59 Dec-21 Federal Reserve Board/Haver Analytics 1
Bank Credit: All Commercial Banks (SA, Bil.$) Jan-47 Dec-21 Federal Reserve Board 1
Securities in Bank Credit: All Commercial Banks (SA, Bil.$) Jan-47 Dec-21 Federal Reserve Board 1
Loans & Leases in Bank Credit: All Commercial Banks (SA, 

Bil.$)
Jan-47 Dec-21 Federal Reserve Board 1

C & I Loans in Bank Credit: All Commercial Banks (SA, Bil.$) Jan-47 Dec-21 Federal Reserve Board 1
Real Estate Loans in Bank Credit: All Commercial Banks (SA, 

Bil.$)
Jan-47 Dec-21 Federal Reserve Board 1

Consumer Loans in Bank Credit: All Commercial Banks (SA, 
Bil.$)

Jan-47 Dec-21 Federal Reserve Board 1

Consumer Credit (SAAR, Bil.$) Feb-43 Dec-21 Federal Reserve Board 1
Revolving Consumer Credit (SAAR, Bil.$) Feb-68 Dec-21 Federal Reserve Board 1
Nonrevolving Consumer Credit (SAAR, Bil.$) Feb-43 Dec-21 Federal Reserve Board 1
ISM Manufacturing: Prices Index (NSA, 50 +  = Increasing) Jan-48 Jan-22 Institute for Supply Management 0
PPI: Finished Goods [Including Foods & Fuel] (NSA, 

1982 = 100)
Jan-47 Dec-21 Bureau of Labor Statistics 1

PPI: Finished Consumer Goods (NSA, 1982 = 100) Jan-47 Dec-21 Bureau of Labor Statistics 1
PPI: Intermediate Materials, Supplies & Components (NSA, 

1982 = 100)
Jan-47 Dec-21 Bureau of Labor Statistics 1

PPI: Crude Materials For Further Processing (NSA, 1982 = 100) Jan-47 Dec-21 Bureau of Labor Statistics 1
PPI: Finished Consumer Goods excluding Foods (NSA, 

1982 = 100)
Jan-47 Dec-21 Bureau of Labor Statistics 1

PPI: Crude Nonfood Materials less Energy (SA, 1982 = 100) Jan-74 Dec-21 Bureau of Labor Statistics 1
PPI: Crude Materials less Energy (SA, 1982 = 100) Jan-74 Dec-21 Bureau of Labor Statistics 1
PPI: Intermediate Materials less Foods and Energy (SA, 

1982 = 100)
Jan-74 Dec-21 Bureau of Labor Statistics 1

CRB Spot Commodity Price Index: All Commodities 
(1967 = 100)

Jan-47 Jan-22 Commodity Research Bureau 1

CPI-U: All Items (SA, 1982–84 = 100) Jan-47 Jan-22 Bureau of Labor Statistics 1
CPI-U: Food & Beverages (SA, 1982–84 = 100) Jan-67 Jan-22 Bureau of Labor Statistics 1
CPI-U: Housing (SA, 1982–84 = 100) Jan-67 Jan-22 Bureau of Labor Statistics 1
CPI-U: Apparel (SA, 1982–84 = 100) Jan-47 Jan-22 Bureau of Labor Statistics 1
CPI-U: Transportation (SA, 1982–84 = 100) Jan-47 Jan-22 Bureau of Labor Statistics 1
CPI-U: Medical Care (SA, 1982–84 = 100) Jan-47 Jan-22 Bureau of Labor Statistics 1
CPI-U: Commodities (SA, 1982–84 = 100) Jan-56 Jan-22 Bureau of Labor Statistics 1
CPI-U: Durable Commodities (SA, 1982–84 = 100) Jan-56 Jan-22 Bureau of Labor Statistics 1
CPI-U: Services (SA, 1982–84 = 100) Jan-56 Jan-22 Bureau of Labor Statistics 1
CPI-U: All Items Less Food (SA, 1982–84 = 100) Jan-47 Jan-22 Bureau of Labor Statistics 1
CPI-U: All Items Less Shelter (SA, 1982–84 = 100) Jan-47 Jan-22 Bureau of Labor Statistics 1
CPI-U: All Items Less Medical Care (SA, 1982–84 = 100) Jan-57 Jan-22 Bureau of Labor Statistics 1
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Table 6  (continued)

Variable Starting date Last obs Source Trans-
forma-
tion

Cash Price: LBMA Gold PM Tuesday Prices (Avg, US$/troy 
Oz)

Jan-75 Jan-22 Wall Street Journal 1

PCE: Chain Price Index (SA, 2012 = 100) Jan-59 Dec-21 Bureau of Economic Analysis 1
PCE: Durable Goods: Chain Price Index (SA, 2012 = 100) Jan-59 Dec-21 Bureau of Economic Analysis 1
PCE: Nondurable Goods: Chain Price Index (SA, 2012 = 100) Jan-59 Dec-21 Bureau of Economic Analysis 1
PCE: Services: Chain Price Index (SA, 2012 = 100) Jan-59 Dec-21 Bureau of Economic Analysis 1
PCE less Food & Energy: Chain Price Index (SA, 2012 = 100) Jan-59 Dec-21 Bureau of Economic Analysis 1
Avg Hrly Earnings of Prod & Nonsupervisory Employees: Total 

Private (SA, $/Hour)
Jan-64 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earnings of Prod & Nonsupervisory Employees: 
Construction (SA, $/Hour)

Jan-47 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earnings of Prod & Nonsupervisory Employees: 
Durable Goods (SA, $/Hour)

Jan-39 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earnings of Prod & Nonsup Employees: Nondurable 
Goods (SA, $/Hour)

Jan-39 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earnings of Prod & Nonsup Employees: Mining & 
Logging (SA, $/Hour)

Jan-47 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earn Prod/Nonsup Employ: Trade, Transportation & 
Utilities (SA, $/Hour)

Jan-64 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earnings of Prod & Nonsup Employees: Wholesale 
Trade (SA, $/Hour)

Jan-72 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earnings of Prod & Nonsupervisory Employees: 
Retail Trade (SA, $/Hour)

Jan-72 Jan-22 Bureau of Labor Statistics 1

Avg Hourly Earnings of Prod & Nonsupervisory Employees: 
Utilities (SA, $/Hour)

Jan-72 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earn of Prod & Nonsup Employ: Transportation & 
Warehousing (SA, $/Hour)

Jan-72 Jan-22 Bureau of Labor Statistics 1

Avg Hourly Earnings of Prod & Nonsupervisory Employees: 
Information (SA, $/Hour)

Jan-64 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earnings of Prod & Nonsup Employees: Financial 
Activities (SA, $/Hour)

Jan-64 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earn of Prod & Nonsup Employ: Professional & Busi-
ness Svcs (SA, $/Hour)

Jan-64 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earnings of Prod & Nonsup Employ: Education & 
Health Svcs (SA, $/Hour)

Jan-64 Jan-22 Bureau of Labor Statistics 1

Avg Hrly Earnings of Prod & Nonsup Employees: Leisure & 
Hospitality (SA, $/Hour)

Jan-64 Jan-22 Bureau of Labor Statistics 1

Avg Hourly Earnings of Prod & Nonsupervisory Employees: 
Other Svcs (SA, $/Hour)

Jan-64 Jan-22 Bureau of Labor Statistics 1

Exports, f.a.s.: Goods (SA, Mil.$) Jan-48 Dec-21 Census Bureau 1
Imports, Customs Value: Goods (SA, Mil.$) Jan-48 Dec-21 Census Bureau 1
Imports, c.i.f.: Goods (SA, Mil.$) Jan-74 Dec-21 Census Bureau 1
Trade Balance, Customs Value (SA, Mil.$) Jan-48 Dec-21 Census Bureau 2
Trade Balance, c.i.f. (SA, Mil.$) Jan-74 Dec-21 Census Bureau 2
University of Michigan: Consumer Sentiment (NSA, 

Q1-66 = 100)
Nov-52 Jan-22 University of Michigan 0

University of Michigan: Current Economic Conditions (NSA, 
Q1-66 = 100)

Feb-53 Jan-22 University of Michigan 0

University of Michigan: Consumer Expectations (NSA, 
Q1-66 = 100)

Nov-52 Jan-22 University of Michigan 0

University of Michigan: Expected Inflation Rate, Next Year (%) Jan-78 Jan-22 University of Michigan 0
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indicates not seasonally adjusted, and “SAAR” indicates 
seasonally adjusted at an annual rate. We restricted the set 
of macroeconomic indicators under consideration to those 
with observations available since at least January 1980 and 
calculated principal components on a balanced panel begin-
ning in January 1980.
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