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for i =1, 2, . . . ,m. Let Wjis = t0 + (ai j +bi t0)
∑s−1

k=0(1+bi )
k .

(Note that unlike Wjir , the quantity Wjis is independent of
ni .) Define yjis = 1 if Jj is the sth last job processed by Mi ,
and yjis = 0 otherwise. Then, for i = 1, 2, . . . ,m,

ni∑
s=1

C�(i,s) =
ni∑
s=1

ni∑
j=1

Wjis yjis =
n∑

s=1

n∑
j=1

Wjis yjis

where the second equality holds because yjis =0 when s > ni .
Hence, the problem can be formulated as the following
n×nm ‘constrained asymmetric assignment problem’, where
we would like to assign the n jobs to nm positions, with
n positions on each machine, leaving a total of nm − n
positions unassigned:

AP′ : minimize
n∑
j=1

m∑
i=1

n∑
s=1

Wjis yjis

subject to
n∑
j=1

yjis �1 (i = 1, 2, . . . ,m;

s = 1, 2, . . . , n) (1)
m∑
i=1

n∑
s=1

yjis = 1 ( j = 1, 2, . . . , n)(2)

n∑
j=1

y ji1�
n∑
j=1

y ji2� . . . �
n∑

i=1

y jin

(i = 1, 2, . . . ,m) (3)

yjis = 0 or 1

( j = 1, 2, . . . , n;
i = 1, 2, . . . ,m;
r = 1, 2, . . . , n). (4)

In this formulation, constraints (3) ensure that on every
machine, the unassigned positions must precede all assigned
positions, so that yjis = 1 if and only if Jj is truly the sth last
job on machine Mi .

Note thatW ji1�W ji2� . . . , �W jin for all i=1, 2, . . . ,m
and j = 1, 2, . . . , n. Thus, constraints (3) can be removed
from the formulation without affecting the optimal solution
value of the problem. In other words, solving the following
problem will provide us with an optimal solution to AP′:

AP′′ : minimize
n∑
j=1

m∑
i=1

n∑
s=1

Wjis yjis

subject to constraints (1), (2) and (4)

Note: A rigorous proof of this statement can be devel-
oped easily by considering any optimal solution to AP′′

and showing that an alternative feasible solution can be
created through adjusting the yjis values (say, by repeat-
edly swapping the values of yjis and y j,i,s+1 whenever∑n

j=1yjis <
∑n

j=1y j,i,s+1) so that the new solution satisfies
(3) and has an objective function value no worse than the
original solution.

Problem AP′′ is an n × nm (unconstrained) ‘asymmetric
assignment problem’ with n jobs and nm positions. One
simple way to solve this asymmetric assignment problem is
to convert it to an nm × nm assignment problem by intro-
ducing nm − n dummy jobs. Solving the converted assign-
ment problem requires O(m3n3) time. Thus, when m is fixed,
the running time of this solution method becomes O(n3),
regardless what the value of m is. Therefore, this method
is significantly more efficient than Kuo et al’s method for
large-sized problems.

When m is not fixed, this solution method has a poly-
nomial running time of O(m3n3). This is again a significant
improvement over Kuo et al’s method. In fact, in this case,
AP′′ can be solved with a lower computational complexity
using a more sophisticated method. Note that an n1 × n2
asymmetric assignment problem is the same as a minimum
weighted bipartite matching problem with an underlying
bipartite graph G = (N1 ∪ N2, A), where n1 = |N1| and
n2 = |N2| > n1, and all the nodes in N1 are required to
be matched. This minimum weighted bipartite matching
problem can be solved in O(n1(|A| + n2 log n2)) time using
the Successive Shortest Path Algorithm (see Cheng et al,
1996; Ahuja et al, 1993, Chapter 12). Therefore, AP′′ can
be solved in O(n3m + n2m log(nm)) time. This implies that
when m is not fixed, problem P/pi j = ai j + bi ti j/�C j can
be solved in O(n3m + n2m log(nm)) time.

Problem P/pi j = ai j − bi ti j/�C j can also be solved with
the same efficiency using the above method, except that Wjis

is redefined as t0 + (ai j − bi t0)
∑s−1

k=0(1 − bi )
k .
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The Viewpoint proposes an improved solution for Kuo et al’s
method. I agree with all the comments.
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