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ABSTRACT This article examines, through a Monte Carlo simulation study, the impact of considering
different Loss Given Default (LGD) definitions, as allowed by the regulation, in the accuracy of LGD
calculation at portfolio level. The article suggests that the way the regulation is interpreted can have dramatic
effects on LGD measurement and, consequently, on the capital that banks are required to hold for regulatory
purposes. The findings herewith can be deemed quite robust given that they are observed under different
Monte Carlo simulation settings – for Retail and Corporate portfolios, as well as for different phases of
the economic cycle. The effect of introducing correlation between LGD and EAD is also analyzed. The
implications of the findings presented in this article range from policy actions to the practical way banks
determine LGD, encompassing also issues of level playing field and financial stability. Future research along
the lines presented here can be extended to understand and, eventually, shed some additional light on the
cyclicality of Basel II.
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INTRODUCTION
The first Basel Accord was a relatively rudimen-

tary method of assigning risk weights (RW) to

assets with an exaggerated emphasis on bal-

ance-sheet risks, whereas Basel II is much more

focused on risk sensitiveness, hence being an

important enhancement vis-à-vis the previous

framework. As such, Basel II is also much more

demanding in its implementation than the

previous framework. Furthermore, there are

still many issues around the correct implemen-

tation of the internal ratings-based (IRB)

approach. This article examines the potential

effects of distinct interpretations of the current
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EU regulatory framework (CRD)1 under

different assumptions with regard to the Loss

Given Default (LGD) measurement and also

the correlation between Exposure at Default

(EAD) and LGD.

We demonstrate that the different ways of

determining LGD can cause large deviations in

the regulatory capital requirements calculated

by financial institutions under certain inter-

pretations and correlation specifications (see

Schuermann2 for a comprehensive survey on

LGD). This is because loss distributions for

credit risk are very sensitive to correlation

assumptions. Moreover and to complicate, the

EU regulatory framework (CRD) allows two

different interpretations of ‘default weighted

average’ in the LGD definition, namely, count-

weighted average or value-weighted average.

Count-weighted average refers to determin-

ing LGD by considering the total loss divided

by the number of defaults, which implies that

each default is given the same weight (1/n,

where n is the total number of defaults) in the

LGD calculation. By contrast, when value-

weighted average is used, each default is given

a weight equal to its EAD divided by total

EAD in the LGD calculation. As shown in this

article, this can lead to quite different LGD

calculations.3

The EU regulatory Directive 2006/48/EC, in

its Annexure VII, Part 4, paragraph 73 refers to

the fact that, for retail exposures, ‘(y) institu-

tions shall estimate LGDs by facility grade or pool

on the basis of the average realised LGDs by

facility grade or pool using all observed defaults

within the data sources (default weighted aver-

age)’. That is, it refers clearly to the default-

weighted average but is ambiguous as to whether

it means count-weighted average or value-

weighted average. Nothing is said with regard

to corporate exposures.

In practice, because of potentially distinct

interpretations of the regulatory framework,

expected losses may be determined differently

by financial institutions in different jurisdic-

tions, which can undermine the level playing

field envisaged by the CRD. Curiously, some

supervisory authorities tried to ‘compensate’

this lack of regulatory orientation when

transposing CRD to their national framework

(for example, UK-Financial Services Authority

(FSA)4 and Banco de España5).6

The different possible interpretations of

‘default weighted average’ do not have a

significant impact if, indeed, LGD and EAD

are uncorrelated. However, existing research

and empirical evidence are equivocal with

respect to the existence of correlation between

EAD and LGD. Some former papers7–9 suggest

that EAD and LGD are to a large extent uncor-

related, whereas more recent research,10–11

based on better quality data, points to the

existence of different degrees of correlation.

Recall that the assumptions and tests conducted

by the Banking Committee on Banking Super-

vision for Basel II calibration were produced

with data from years before 2005, a period for

which data quality can be challenged.

In this article, both possibilities (correlated

and uncorrelated EAD and LGD) were con-

sidered in the Monte Carlo simulations as there

are good arguments for both cases. One possible

explanation for the mixed evidence regarding

the correlation between EAD and LGD is that

the relation between the two can be non linear,

namely in the Retail portfolio. This could be

the case if there is a high LGD for both low and

high EAD (and a low LGD for intermediate

EAD) as is often observed in practice. The

underpinnings of this behaviour may well lie

in the obligor assuming that, if the EAD is

low, there will be no serious consequences in

defaulting, whereas if the EAD is high, the

obligor may feel that he will not be able to pay

off his debt. If this last effect prevails, then a

positive correlation between EAD and LGD

will be observed.

In order to understand the significance of

this subject in terms of regulatory capital

requirements, the simulations presented in this

article are quite comprehensive comprising

different portfolios, macroeconomic conditions

and degrees of correlation between EAD and

LGD. A further note to clarify that the findings
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herewith are independent of the model used

to determine LGD as the simulations are not

built around any specific model. Instead, the

simulations consider the observed losses for the

obligors in a portfolio. The assumption being

that irrespective of the model used by the bank

it will give accurate LGD estimates. Under this

assumption, it suffices to look at the observed

LGD in a portfolio as any model that has

been approved by the supervision authority is

expected to track well the observed LGD. This

fosters the generality of the findings in that they

carry on irrespective of the type of model used

by the financial institution to determine LGD.

The remainder of the article is structured as

follows. ‘Methodology’ section puts forth the

methodology by explaining the different Monte

Carlo simulations and lays down the rationale

for constructing them. ‘Results’ section pre-

sents the main results obtained and highlights

the impact of the different assumptions on loss

calculation and regulatory capital requirements.

Finally, ‘Conclusion’ section summarizes the

main findings and discusses policy implications

and possible solutions to the issues identified.

METHODOLOGY
This part of the article presents a set of Monte

Carlo simulations designed to understand the

impact on loss calculation and RW, and con-

sequently, on the regulatory capital require-

ments by considering different interpretations

of ‘default weighted average’. Recall from

‘Introduction’ section that the CRD wording

permits that ‘default weighted average’ be

interpreted as both count-weighted average or

value-weighted average.

The simulations have been structured so

that they replicate observed characteristics of

Retail and Corporate portfolios in terms of

EAD distribution as well as its average,

maximum and minimum values.12 In addi-

tion, two different macroeconomic scenarios

were assumed – the first corresponding to an

economic downturn; and the second repre-

senting ‘normal’ economic conditions. The

change in the number of defaults for each of

the different economic scenarios was also

taken into account in the simulations.

In terms of LGD, empirical evidence

suggests that its distribution is bimodal, that

is, recoveries are either quite high or very low.2

This empirical evidence is captured in the

simulations by assuming that LGD follows a

‘mixed’ distribution implying that the loss

amount can result from a LGD distribution

with a high mode (distribution 1) or from a

LGD distribution with a low mode (distribu-

tion 2). The ‘mixing’ proportions (that is, the

percentage of defaults that follow distribution

1 or 2 in each of the economic backgrounds)

are also parameterized so that they approximate

reasonably actual LGD distributions.2,13

Putting all of the above together shows that

the simulations presented in this article are

quite comprehensive in that they comprise

different portfolios, macroeconomic condi-

tions and degrees of correlation between

EAD and LGD. All in all, the simulations

cover eight scenarios (see Figure 1).

Overall, assumptions considered both for the

portfolio characteristics and for LGD seem

reasonable and are representative of a number

of ‘real life’ portfolios that can be found in

banks. However, as the simulations are fully

parameterized, other sets of assumptions can

also be tested, if need be, which will allow an

understanding of the issue at hand in settings

different from the ones foreseen in this article.

Retail

No Yes

No YesNo Yes

Corporate

No Yes

No YesNo Yes

Downturn

Portfolio

Correlation
(between LGD and EAD)

Figure 1: Scenarios considered in the simulations.
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Moreover, this methodology also allows for

testing many types of scenarios and stress-

testing bank capital requirements, subjects of

the utmost importance in an economic down-

turn period.

The characteristics assumed for the EAD

distribution for both portfolios (Retail and

Corporate) are summarized in Table 1. This

table also contains the number of defaults in

each of the portfolios, for the different economic

settings.

EAD figures have been generated from a log-

normal distribution14,15 with quantiles limited

to the interval [0.0001; 0.9999] to avoid

extreme values that could blur the simula-

tion’s results by introducing outliers in the

analysis. Figures 2 and 3 depict the empirical

distribution of EAD based on the above-

mentioned assumptions.

Table 2 presents the main inputs used to

obtain LGD values. These values have been

generated from Beta distributions with the

approximate modal values shown in the top

panel and the ‘mixing’ proportions put forth in

the bottom panel.16

For example, the Retail portfolio in this

experiment is expected to have, in a downturn,

either 90 per cent (distribution 1) or 11 per cent

(distribution 2) loss and there is a 45 per cent

probability that a given obligor will follow

distribution 1 and, conversely, a 55 per cent

probability that it will follow distribution 2.

Figure 4 shows the empirical distribution of

LGD for both portfolios (Retail and Corporate),

considering the abovementioned assumptions.

The economic downturn scenario is based on

a deterioration of the portfolio characteristics,

Table 1: Assumptions on minimum, maximum and
average EAD

Portfoliosa Economic downturn Change
(%)

No Yes

Retail
Number of
defaults

45 000 50 000 11.1

Average EAD 20 000.00 17 000.00 �15.0
Maximum EAD 500 000.00 400 000.00 �20.0
Minimum EAD 5 000.00 5 000.00 0.0

Corporate
Number of
defaults

5000 6000 20.0

Average EAD 500 000.00 600 000.00 20.0
Maximum EAD 2500 000.00 2 500 000.00 0.0
Minimum EAD 90 000.00 120 000.00 33.3

aFigures 2 and 3 depict the resulting EAD distributions.
Note that the figures presented in the following tables are
approximate, as the exact values are conditional on the
simulations.

Figure 2: EAD empirical distribution for Retail portfolio.
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although this means different things for the two

portfolios considered. For the Retail portfolio,

it is assumed that a downturn will lead to a

slight increase in the number of defaults (11 per

cent in absolute terms) and a reduction in the

maximum and average EAD. The rationale for

this is that, in an economic downturn, banks

will shy away from large exposures in the retail

segment especially when they tend to be

unsecured, which is often the case in this

segment (or when the collateral’s value tends to

decrease as is the case with the housing market

in a downturn).

For the Corporate portfolio, it can be

expected that an economic downturn will

generate a larger increase in the number of

defaults (20 per cent in absolute terms) and an

increase in the minimum and average EAD.

Table 2: Assumptions about LGD (mode and ‘mixing’ proportions)

Economic downturn Change (%)

No (%) Yes (%)

No correlation with EADa

Retail
LGD mode 1 – Distribution 1 modal LGD 80.0 90.0 12.5
LGD mode 2 – Distribution 2 modal LGD 10.0 11.0 10.0

Corporate
LGD mode 1 – Distribution 1 modal LGD 55.0 65.0 18.2
LGD mode 2 – Distribution 2 modal LGD 15.0 16.0 6.7

Correlation with EADb

Retail
No – Distribution 1 weight 40.0 45.0 38.0
Yes – Distribution 2 weight 60.0 55.0 46.6

Corporate
No – Distribution 1 weight 20.0 16.0 23.0
Yes – Distribution 2 weight 80.0 84.0 23.8

aFigure 4 depicts the resulting LGD distribution.
bFigure 5 depicts the resulting LGD distribution.
Note that the figures presented in the following tables are approximate, as the exact values are conditional on the
simulations.

Figure 3: EAD empirical distribution for Corporate portfolio.
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The reasoning for this is that an economic

downturn usually impacts more strongly smal-

ler and younger companies, which tend to have

smaller exposures. Hence, in an economic

downturn, banks can be expected to be stricter

in operations involving those companies than

in operations with larger and well-established

companies.

With regard to the correlation between EAD

and LGD, there is less consensus about its

existence, let alone the intensity of the relation-

ship between the two variables. This being the

case, it was deemed necessary to allow for both

possibilities in the simulations. First, because

there are sound arguments for both cases and,

second, to understand how introducing correla-

tion between EAD and LGD would impact the

results. As no LGD model is considered in the

simulations (given that they refer to the observed

LGD as explained in the ‘Introduction’ section),

we assume that a correctly specified (and

approved by the supervision authority) LGD

model will yield correlation between EAD and

LGD if it exists.17 For the ‘correlated’ scenario,

it was assumed that the intensity of the

correlation was mildly strong (0.5) and that

the sign of the correlation was positive for the

Retail portfolio18 and negative for the Corpo-

rate portfolio.19

In Figures 5 and 6, it is possible to see

the impact of the introduction of correlation

between LGD and EAD on LGD distribu-

tion. When LGD and EAD are uncorrelated

(Figure 5), the bimodality is clear in that the

LGD distribution is determined essentially

by the ‘mixing’ proportion (for example, the

higher the ‘mixing’ proportion associated

with LGD distribution 1 – high mode, see

Table 2 – the higher the concentration

around that point). When LGD and EAD

are correlated (Figure 6), the bimodality is

somewhat smothered given that the LGD

distribution is driven to a large extent by the

degree of correlation.

RESULTS
Given the assumptions abovementioned, a set

of 1000 simulations were generated in order to

understand the differences induced by the two

LGD definitions (that is, by the two different

interpretations of ‘default weighted average’ –

count-weighted or value-weighted) allowed for

in the CRD in terms of loss estimate and

regulatory capital requirements.

Figures 7 and 8 show the difference in the

loss for the eight scenarios considered. The first

noteworthy result is that (both for Retail and

Figure 4: LGD empirical distribution (no correlation with EAD).
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Corporate portfolios) if LGD is uncorrelated

with EAD, both interpretations of ‘default

weighted average’ lead to approximately the

same results. This is seen in Figure 6, where the

distributions are centred approximately at zero

and have a small standard deviation (note that

the scale ranges from �2 to 2 per cent). These

findings may explain the lack of orientation

presented by Basel II.

However, when LGD is mildly correlated

with EAD, the two possible interpretations of

‘default weighted average’ lead to quite different

results. For the Retail portfolio (Figure 7), if

count-weighted LGD is considered, it can lead

to significant loss underestimation of Circa

25 per cent, but can be as large as 34 per cent.

For the Corporate portfolio (Figure 8), count-

weighted LGD seems to be slightly more

conservative than value-weighted LGD, in that,

it results in loss overestimation of approxi-

mately 6–7 per cent.20 Thus, in terms of

regulatory capital requirements, when EAD

and LGD are correlated, significant loss under-

estimation or overestimation can be observed,

Figure 6: Loss difference for alternative LGD definitions (no correlation between LGD and EAD).

Figure 5: LGD empirical distribution (correlation with EAD).

Lopes and Nunes
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depending on the interpretation of the ‘default

weighted average’ being considered. Evidence

supporting the possibility of a correlation

between EAD and LGD increasing the effect

of the business cycle on regulatory capital

requirements has also been found by Altman21

through Monte Carlo simulations.22

In comparison, the value-weighted average

seems to lead to more accurate loss quantifica-

tion because of lower LGD underestimation

and overestimation.

Another interesting point can be observed in

Figures 7 and 8 (for the scenarios in which

LGD is correlated with EAD, and maintaining

the level of correlation equal to the normal

economic scenario): in an economic down-

turn, the distribution of the difference in loss

between count-weighted and value-weighted

LGD shifts slightly towards zero, which suggests

that in an economic downturn the differences

between the two LGD definitions decrease.

This is because of the fact that in an economic

Figure 7: Loss difference for alternative LGD definitions (LGD correlated with EAD, Retail).

Figure 8: Loss difference for alternative LGD definitions (LGD correlated with EAD, Corporate).
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downturn, the average value of the individual

exposures tends to decrease in Retail portfolios

(higher unsecured exposures) and increase in

Corporate portfolios (less loans to small- and

medium-sized enterprises).

These findings suggest the existence of a

somewhat ‘counter-cyclical’ factor in the

loss calculation and in the regulatory capital

requirements, independently of the interpre-

tation of ‘default weighted average’, when

constant correlation (between LGD and

EAD) throughout the economic cycle is

assumed. However, correlation tends to be

different according to the phase of the

macroeconomic cycle hence the differences

in the loss calculation may even increase

generating higher loss underestimations or

overestimations. Given the complexity of this

matter, further investigation would be war-

ranted in order to determine the robustness

of this finding.

Figures 9–12 depict the RW for the ‘average’

exposure in each of the scenarios considered

in the simulations for different Probability of

Default (PD) levels, considering a broad enough

PD range to be relevant to most ‘real life’ port-

folios. The RW curve is determined according

to Basel II formulas.23 As those figures show,

considerable differences exist in the RW for

the different macroeconomic conditions and

portfolios. As expected, different LGD figures

shift the RW curve, for different PD levels, up

or down. Given the extent of the LGD values

resulting from different interpretations of

‘default weighted average’, the differences in

RW can be up to fourfold.

CONCLUSION
The Monte Carlo simulation exercise herewith

shows that the way ‘default weighted average’,

in the LGD regulatory definition, is interpreted

can lead to significantly different results in

terms of LGD calculation and regulatory capital

requirements. In fact, if it is interpreted as

count-weighted average, and if LGD is corre-

lated with EAD, the simulations show, for

different scenarios, that the resulting LGD does

not lead to accurate loss quantification.

This makes a strong case for interpreting

‘default weighted average’ as value-weighted

average instead of count-weighted average

since the former always leads to accurate loss

quantification. However, the EU supervisory

rules are not clear. As banks can consider

different interpretations, a case could be made

for the need to clarify that count-weighted

average can only be used if the bank can

demonstrate to the banking supervisor’s satis-

faction that LGD is uncorrelated with EAD. In

Figure 9: Impact in RW for different PD levels (Retail, no downturn).
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order to increase the transparency of the

assumptions, the type of default-weighted

average used in the LGDs should also be

publicly disclosed by banks for each of the

portfolios.

In terms of practical LGD quantification, the

findings presented in this article suggest that

value-weighted LGD should be preferred by

banks when determining LGD. Furthermore,

given that correlation between LGD and EAD

can bias LGD, a case could also be made in

favour of the need to segment LGD by EAD

(as a practical way to eliminate or, at least,

strongly reduce, correlation, hence increasing

LGD and loss calculation accuracy). Again, the

generality of the findings presented in this

article should be highlighted in that no specific

LGD model is assumed in the simulations.

With regard to policy actions, it can be

argued based on these findings that the precise

interpretation of ‘default weighted average’

should be further clarified in the regulatory

framework as well as the conditions in which

count-weighted average can be used. In addition,

Figure 10: Impact in RW for different PD levels (Retail, downturn).

Figure 11: Impact in RW for different PD levels (Corporate, no downturn).
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given that LGD segmentation (by EAD) can be

an efficient practical way to reduce potential

correlation with EAD, further guidance could

be issued to encourage banks to segment their

portfolios, for LGD calculation purposes, thus

improving the accuracy of the models. This

is something that regulators should bear in

mind when conducting the validation of LGD

estimations to be used by financial institutions

for regulatory capital calculation under the

IRB approach.

Moreover, the potential overestimation or

underestimation of the regulatory capital re-

quirements, considering different interpretations

of the regulatory framework and the phase of the

business cycle, undermines the desired level

playing field and increases the difficulty of

distinguishing structural from idiosyncratic shifts

in key risk variables such as LGD and EAD. This

situation introduces a greater risk that authorities

miscalculate the evolution of the early warning

risk indicators and aggregated risks within the

financial system with negative consequences in

terms of financial stability.
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can be vastly understated. Note that the focus of that paper

is on the need for models to carefully factor in the

correlation between default rates and recovery rates across

the business cycle.

23 Corporate portfolio:

or

Retail portfolio (non revolving):

For more information on the regulatory formulas see

Directive 2006/48/EC, Annexure VII, Part 1.

A simulation study on the impact of correlation between LGD and EAD

167r 2010 Macmillan Publishers Ltd. 1745-6452 Journal of Banking Regulation Vol. 11, 2, 156–167


	A simulation study on the impact of correlation between LGD and EAD on loss calculation when different LGD definitions are considered
	INTRODUCTION
	METHODOLOGY
	RESULTS
	CONCLUSION
	Acknowledgements
	Notes
	References




