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 INTRODUCTION 
 In the last few decades, digital revolution 
has led to a fl ood of data in the fi rm ’ s 
databases. The data can help a fi rm, 
through Knowledge Discovery in Databases 

(KDD), in taking more informed decisions, 
thus making it more effi cient, less intuitive 
and faster. KDD is the process of fi nding 
useful information and patterns in data, 
whereas Data Mining (DM) is the use of 

     Original Article

     Data mining framework for 
customer lifetime value-based 
segmentation 
 Received (in revised form): 6 th  November 2011    

  Harsha       Aeron           
 is an Analyst at Latent View Analytics. He acquired his Doctoral Degree in IT and systems from the Indian Institute of Management, 
Lucknow, India. His main research interests are business intelligence, data mining applications, customer relationship management 
and customer lifetime value. He has published in  Journal of Database Marketing  &  Customer Strategy Management , and 
 International Journal of Business Information Systems .   

  Ashwani       Kumar         
 is presently an Associate Professor in IT and systems at the Indian Institute of Management, Lucknow. His current research 
interests are business intelligence, data mining and its applications in business, especially marketing and fi nance. He received 
his PhD from the ABV-Indian Institute of Information Technology and Management, Gwalior; his MS from National University 
of Singapore; his MBA from the University of Melbourne, Australia; and his BTech (EE) from the Indian Institute of Technology, 
Kanpur. He has published in journals such as  Journal of Database Marketing  &  Customer Strategy Management ,  Intelligent Data 
Analysis ,  International Journal of Information Technology and Decision Making ,  International Journal of Intelligent Systems in 
Accounting, Finance and Management  and so on.   

  Janakiraman       Moorthy         
 is a Professor in the Indian Institute of Management, Calcutta. He specializes in advanced marketing research, new product 
development, customer value creation and market orientation of fi rms. His recent publications were in  Journal of Database Marketing 
 &  Customer Strategy Management  and  Marketing Science . His current work is focused on reviewing the methodologies for customer 
valuation and marketing productivity analysis. He received his PhD from the Indian Institute of Management, Ahmedabad, India, and 
was Global Research and Project Director of the Institute for Customer Relationship Management, Atlanta, USA.           

  ABSTRACT     Estimating Customer Lifetime Value (CLV) is essential for fi rms competing 
in data-rich environments. Segmentation on the basis of CLV is helpful in customization 
of products and services by justifi cation of resource allocation. Model-based automated 
decision making is likely to penetrate various marketing decision-making environments. 
We are presenting a framework for customer lifetime value-based segmentation. The 
framework automates two decisions: fi rst, selection of variables; and second creation 
of optimal segments on the basis of CLV. The framework uses clustering for 
segmentation and genetic algorithm for optimization.  
   Journal of Database Marketing  &  Customer Strategy Management  (2012)  19,  17 – 30.  doi: 10.1057/dbm.2012.1  ; 
published online 6 February 2012  

   Keywords:       database marketing   ;    customer lifetime value   ;    segmentation   ;    Recency-Frequency-
Monetary Value (RFM)   ;    genetic algorithm   ;    clustering       

© 2012 Macmillan Publishers Ltd. 1741-2439 Database Marketing & Customer Strategy Management Vol. 19, 1, 17–30



18

 Aeron  et al  

algorithms to extract the information and 
patterns derived by the KDD process. DM 
is defi ned as the analysis of (often large) 
observational data sets to fi nd unsuspected 
relationships and to summarize the data in 
novel ways that are both understandable 
and useful to the data owner.  1   It leads to a 
better understanding of the data collected, 
as a result of the interaction of the fi rm 
with its environment and internal processes. 
The interaction with the environment 
means dealing with the customers, suppliers 
and competitors, whereas internal processes 
means tracking sales, managing product 
portfolio and so on. 

 Increasingly, companies are changing 
their approach from product centric to 
customer centric. In the former approach, 
products are assets and the company ’ s 
focus is to sell more and more products. 
However, products and cost advantages 
can be replicated by the competition. On 
the other hand, in the customer-centric 
approach, the company considers customers 
as assets and focuses on acquiring and 
retaining more customers. Customer base 
can be seen as an asset that has a value 
and can help in deciding acquisition and 
retention.  2   The customer base can be 
a source of competitive advantage for 
the company. In the recent times, more 
and more companies are becoming 
service companies, thus enhancing the 
importance of the customer-centric 
approach. 

 The customer-centric approach is further 
strengthened by the advent of relationship 
marketing in the last few decades. 
Relationship marketing thrives on the 
fact that retaining and selling to the existing 
customers is much more profi table than 
acquiring new customers. The advent of 
relationship marketing along with 
technological advancements has led to 
Customer Relationship Management 
(CRM). To implement CRM effectively, 
a fi rm must be able to form a learning 
relationship with customers through 

a four-step approach: (1)  Notice   –  what 
its customers are doing; (2)  Remember   –  
what the fi rm and its customers have done 
over time; (3)  Learn   –  from what it has 
remembered; and fi nally (4)  Act   –  on what 
it has learned to make customers more 
profi table. The learning part of CRM 
implementation is done with the help 
of DM. 

 Relationship marketing is costly, as 
making and maintaining relations requires 
allocation of resources. It might not be 
feasible to keep good relations with all 
customers at all times. As marketing is the 
art of attracting and keeping profi table 
customers,  3   it seems logical to choose your 
customers properly for both acquisition and 
for retention. One way of doing so can be 
through Customer Lifetime Value (CLV). A 
profi table customer is defi ned as  ‘ a person, 
household, or company whose revenues 
over time exceed, by an acceptable amount, 
the company cost of attracting, selling, and 
servicing that customer ’ .  3   The excess is 
called CLV. CLV is also known by other 
names such as customer profi tability, 
lifetime value (LTV), customer equity and 
so on. 

 CLV models can be useful in identifying 
a fi rm ’ s customer characteristics, whereas 
segmentation of customers on the basis of 
these characteristics / variables may help in 
resource allocation for different marketing 
activities. CLV is important for companies 
having their business models based on the 
Internet, for example Google. As these 
companies do not have any fi xed asset but 
only intangible assets, the value of their 
customers may help in valuing these 
companies.  4   

 Different benefi ts of CLV are as follows:  5     

 Focus on CLV helps in deciding on 
what data to collect at the operational 
level, as there is no dearth of information 
available today. This information should 
be turned to intelligence to support 
decision making. 

•

© 2012 Macmillan Publishers Ltd. 1741-2439 Database Marketing & Customer Strategy Management Vol. 19, 1, 17–30



 Data mining framework for customer lifetime value-based segmentation 

19

 It highlights the value of different assets 
for the fi rm. The non-relational assets are 
valuable to the extent that they increase 
the value of customer assets. 
 The role of the marketing department 
is redefi ned so that it manages customer 
assets in a way that facilitates customer 
equity. 
 At the organizational level, it provides 
metrics to estimate the effect of various 
organizational activities on customer 
equity. 
 It helps in developing more value-based 
segmentation of customers.   

 This article focuses on segmentation on 
the basis of CLV. 

 Firms have long recognized the 
importance of market segmentation for 
tailoring their marketing mixes according 
to the specifi c needs and preferences of 
different customer groups.  ‘ Market 
segmentation involves viewing a 
heterogeneous market as a number of 
smaller homogenous markets in response 
to differing preferences, attributable to the 
desires of customers for more precise 
satisfaction of their varying wants ’ .  6   

 Those fi rms that master information 
about their customers will thrive by 
delivering customized, highly valued 
offerings, whereas those that do not 
will be at a competitive disadvantage.  7   
Market segmentation helps in mastering 
the customer information, as it offers four 
major benefi ts: (1) designing responsive 
products to meet the needs of the target 
segment; (2) determining effective and 
cost-effi cient promotional strategies; 
(3) evaluating market competition, in 
particular the company ’ s market position; 
and (4) providing insights into particular 
marketing strategies.  8   As companies are 
becoming more and more customer 
centric, many of the fundamental 
marketing assumptions are challenged 
and thus is the basis of segmenting 
customers.  9   

•

•

•

•

 Market-oriented businesses have two 
main goals: (1) to satisfy the needs of the 
customer by offering products that meet 
the desires, requests and demands of the 
customers; (2) to satisfy the needs of the 
business units by carrying out exchanges 
that result in long-term profi tability.  10   The 
segmentation on the basis of commonly 
deployed criteria such as geographic, 
demographic, psychographic and 
behavioristic may serve only the fi rst 
purpose, whereas segmentation on the 
basis of profi tability serves both purposes 
at the same time. The effect of different 
marketing actions can be estimated both by 
a possible change in segment profi tability 
and switching probabilities of customers 
from one segment to another. It enables 
companies to estimate long-run customer 
equity profi tability using switching 
probabilities and can be evaluated on the 
basis of the company ’ s history with the 
segments. 

 The authors discuss the long-run 
future of decision support systems in 
marketing. They argue that a growing 
proportion of marketing decisions can not 
only be supported, but may also be 
automated.  11   From the standpoint of 
effi ciency (for example, management 
productivity) and effectiveness (for 
example, resource allocation decisions), 
such automation is highly desirable. 
The authors describe how model-based 
automated decision making is likely 
to penetrate various marketing decision-
making environments. 

 The article proposes a DM framework 
for CLV framework. The framework uses 
genetic algorithm-based clustering. The 
framework automates two decisions: fi rst, it 
automatically segments customers on the 
basis of CLV, making as distinct segments 
as possible. The framework decides the 
number of clusters. Second, the framework 
chooses among the set of input variables 
the most important variables to give distinct 
customer segments.   
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 LITERATURE REVIEW 
 On the basis of the review of CLV metric 
papers,  4,12   the metrics can be divided into 
two broad classes as follows:   

 Metrics calculating the total value 
contributed by a particular customer or a 
segment of customers; this classifi cation 
can be further sub-classifi ed as metrics 
for individual customers and metrics for 
customer portfolio. 
 Metrics calculating the value contributed 
by a customer at the time of acquisition, 
retention or expansion.   

 One set of metrics  13,14   have calculated CLV 
for individual customers. Few metrics take 
into account past transactions and inactivity 
of the customer.  14,15   The other set of 
CLV metrics are given for a cohort of 
customers.  12,16   These help in analyzing the 
effects of elements of marketing on the 
long-term value of the fi rm ’ s customer base, 
to calculate profi tability from a growing 
customer base and to give a metric to gauge 
revenue from a cohort of customers at 
different relationship stages. A common 
drawback with these metrics is that the 
customer heterogeneity is not represented in 
the metrics. 

 The other set of CLV metrics is one in 
which value from customer acquisition, 
customer retention and customer expansion 
(cross-selling or margin) is calculated.  2,17,18   
In these metrics, either a component of 
CLV such as acquisition or retention is 
represented, or a link between two 
components is shown. The main drawback 
with them is that they cater to only 
a portion of CLV, and not CLV of a 
customer as a whole. Thus, the value of a 
customer, throughout her lifetime, is not 
captured. In addition to the aforementioned 
drawbacks of each set of metrics, almost 
all metrics are given for consumer products 
and not for services where customer 
acquisition and retention are in a meaningful 
context. 

•

•

 CLV-based segmentation can be done 
in different ways. Four generic ways to 
segment customer bases are reported:  9   
(1) segmentation based on combining 
relationship revenue and relationship cost; 
(2) segmentation based on relationship 
volume; (3) segmentation based on 
customer relationship profi tability; and 
(4) segmentation based on combining 
relationship volume and customer 
relationship profi tability. A possible 
segmentation approach commonly known 
as a customer pyramid divides the customer 
base into tiers, based on the CLV  19,20   
and way to move customers between 
segments.  20   

 Customer segmentation methods using 
CLV can be classifi ed into three categories 
as follows:   

   1.  Segmentation by using only LTV values. 
   2.  Segmentation by using LTV components. 
   3.  Segmentation by considering both CLV 

values and other information.   

 In the fi rst method, customers are arranged 
in the descending order of CLV ( Figure 1 ). 
In this case, only CLV values are used for 
segmenting customers. The list is divided 
by its percentile. 

 In the second method, segmentation is 
performed on the basis of components of 

Segment a

Segment k-b

Segment k

Customer List

High CLV

Low

CLV

  Figure 1  :             Segmentation by CLV values only.  
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CLV  21   ( Figure 2 ). CLV is divided into 
three components: current value, present 
value and customer loyalty. Current value 
provides fi nancial viewpoints and potential 
value indicates cross-selling opportunities. 
Customer loyalty estimates durability of the 
previous two values. 

 In the last method, CLV is used along 
with other information such as socio-
demographic information and transaction 
history to segment customers ( Figure 3 ). 

 Various DM techniques have been used 
for segmentation. One of the most 
common techniques used is clustering. The 
usual objective of a clustering analysis is to 
separate objects or a respondent into groups 
such that homogeneity is maximized within 
the groups and heterogeneity is maximized 
within the groups. Cluster analysis is found 
to be an effective segmentation technique.  22   
Clustering has been used extensively for 

segmentation either separately or in a 
hybrid form along with other DM 
techniques.  23 – 26   The second technique, 
which has found an early application for 
segmentation, is decision trees in the form 
of AID  27   and CHAID.  28   The main 
advantage of decision trees is their 
explainability. Recently, logistic regression  29   
and artifi cial neural networks  30   have also 
found their application for market 
segmentation. Most of the DM techniques 
have been applied to segment on the basis 
of demographics, psychographics and 
behaviorisitc variables. We have used 
genetic algorithm-based clustering to 
segment on the basis of customer CLV.   

 GENETIC ALGORITHM-BASED 
CLUSTERING 
 Genetic algorithm-based clustering literature 
is divided broadly into two categories; that 
is, for a fi xed number of clusters and 
second for a variable number of clusters.  31   
We will segregate the literature under each 
heading by encoding schemes, operators 
such as crossover, mutation, selection and 
fi tness function. 

 The fi xed number of clusters  K  is 
valid in a problem where the operator has 
some domain knowledge and thus can 
provide the number of clusters or the 
expected range of clusters for the solution 
space.  

 Encoding schemes 
 Encoding schemes can be broadly classifi ed 
into three categories: binary, integer and 
real. In the binary encoding scheme, the 
representation can be in two forms. One 
form of representation of a clustering 
solution is in the form of a binary string of 
length  N , where  N  is the number of data 
set objects. There are other ways of 
representing a clustering solution using 
binary encoding. One way is matrix-based 
binary encoding. In this method, a  K  *  n  
matrix is used for representation, in 
which the rows represent clusters and 

CLVi

CLVj

CLVk

f(CLVi , CLVj , CLVk,) = CLV

  Figure 2  :             Segmentation by CLV and CLV 
components.  

LTVi

Socio - demographics

Product on transaction 
information

  Figure 3  :             Segmentation by CLV and other 
variables.  
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columns represent objects. In integer-based 
encoding, integer values are used to 
represent the clusters in the chromosome.   

 Crossover 
 A uniform crossover is adopted  32   in 
which the parent genotypes swap their 
 i th bits. A context-sensitive operator that is 
based on exchanging medoids from the 
parents is proposed.  33   The set of medoids 
encoded into the offspring is based 
iteratively, adding one medoid at a time, 
until  k  different medoids have been 
represented. In pairwise crossover, clusters 
encoded into different parents are paired 
according to the similarities of their 
centroids. An offspring is then generated 
by randomly taking one centroid from 
each pair of clusters.   

 Mutation 
 Different kinds of mutation operators are 
used; Murthy and Chowdhary  34   used a 
mutation operator that randomly changes 
the gene value (cluster label) of some 
randomly selected variable,  34   a mutation 
operator that changes a gene value 
depending on the distances of the cluster 
centroids from the corresponding object.  35   
In particular, the probability of changing a 
gene value to a given cluster label is higher 
if the centroid of the corresponding cluster 
is closer to the object.   

 Selection 
 The most popular selection is proportional 
selection followed by elitist selection.   

 Fitness function 
 The different fi tness functions used are: the 
ratio of the distance between centroids and 
average intra-cluster distances as the fi tness 
function,  36   the sum of within-cluster 
distances as fi tness function  37   and the sum 
of squared Euclidean distances as fi tness 
function.  38   

 Most of the encoding schemes used in 
evolutionary algorithms are capable of 

estimating the number of clusters ( k ) and 
are similar to the encoding scheme 
employed in evolutionary algorithms for 
which  k  is assumed to be known or set 
 a priori   . An evolutionary algorithm for 
clustering, named Evo Cluster,  39   encodes 
a partition in such a way that each gene 
represents one cluster and contains the 
label of the objects grouped in it  . 

 A slightly different encoding scheme 
allows working with constant length 
genotypes  .  40   Basically, the number of 
clusters encoded by a given genotype is 
assumed to be in the range of [ k- min,  
k- max]  –  where  k -min and  k -max are the 
minimum and maximum number of 
clusters, respectively  –  and a  ‘ don ’ t care ’  
symbol (#) is used to fi ll in genotypes 
whose  k  is less than  k -max.   

 Crossover 
 Different crossover approaches covered are: 
a uniform crossover in the early generation 
and a two-point crossover in later 
generation;  41   a two-point crossover that 
allows exchanging real-valued cluster 
prototypes from a pair of genotypes;  40   a 
one-point crossover that manipulates the 
edges of a decision tree, in which the nodes 
represent the data set objects and the edges 
correspond to the proximity index between 
them  .  42     

 Mutation 
 Cole  43   uses three mutation operators 
designed for integer encoding. The split 
cluster-oriented operator probabilistically 
selects a cluster from a particular partition 
and moves objects from that cluster into a 
new cluster. The mega cluster-oriented 
operator moves all the objects from one 
cluster to another pre-existing cluster. 
Finally, the move object-oriented operator 
shifts objects between clusters already 
encoded on a genotype. Other mutation 
operators used are: two cluster-oriented 
operators  44   and equation-based mutation for 
real encoding.  40     
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 Selection 
 In selection again proportional and elitist 
are used for selection  .   

 Fitness function 
 Different indexes such as Tseng and Yang 
Index,  45   Kaufman and Rousseeuw Index,  46   
Davies – Bouldin Index,  47   Calinski and 
Harabasz Index  48   have been used  . Tseng 
and Yang Index measures the difference 
between inter-distance of clusters and 
intra-distance of clusters. Kaufman and 
Rousseeuw Index measures the dissimilarity 
between two nearby clusters and tries to 
reduce that. Davies and Bouldin Index 
measures intra-cluster distance to inter-
cluster distance; fi nally, Calinski and 
Harabasz Index measures between-cluster 
and pooled within-cluster sum of squares 
matrices.    

 METHODOLOGY 
 The methodology used for the framework 
mainly consists of the following steps:   

 Deciding the appropriate CLV metric 
according to the context. 
 Deciding the appropriate validation metric. 
 Designing the structure of chromosome 
for Genetic Algorithm. 
 Defi ning the fi tness function for Genetic 
Algorithm.   

 The framework of CLV-based segmentation 
is given in  Figure 4 . 

 The framework starts with designing 
the structure of the chromosome, then 
deciding the initial population and defi ning 
the fi tness function. CLV values of each 
customer are estimated. Customers are 
segmented on the basis of clustering (fuzzy 

•

•
•

•

1.

6.

4.

3.

5.

2.

7.

8. Apply genetic operators and produce
a new generation 

Satisfy the stopping
criteria?

10.

User
Data base

No

Yes 

Calculate fitness function of each
chromosome

Design the structure of chromosome

Generate the initial population and
define fitness function

Estimate CLV values

Apply fuzzy c means and produce initial
clusters (k)

Produce CLV distribution of clusters

Calculate CH index for k,k+1,K+2 clusters

Finish

9.

  Figure 4  :             Framework for CLV-based segmentation.  

© 2012 Macmillan Publishers Ltd. 1741-2439 Database Marketing & Customer Strategy Management Vol. 19, 1, 17–30



24

 Aeron  et al  

clustering). Once CLV values and segments 
are obtained, then CLV distributions of each 
segment are produced. The validity index 
(CH index) is applied to the CLV 
distributions for  k ,  k     +    1,  k     +    2 clusters. 
Fitness function of each chromosome is 
calculated. Genetic operators, such as 
crossover, mutation and so on, are applied 
and a new generation is created. The process 
is repeated till one of the convergence 
criteria is achieved. The novelty in the 
framework is that validity metric is applied 
on CLV distribution rather than segment 
elements.  

 Structure of chromosome 
 The chromosome is binary coded 
and has 30 genes. Twenty-fi ve genes 
represent factors of the data set and fi ve 
genes are for the clustering solution. 
Binary encoding is used for the ease of 
using it.   

 Generate the initial population 
and defi ne fi tness function 
 In this step, the system generates 
initial population that would be used 
to fi nd global optimum. Each chromosome 
has 30 genes. The fi rst 25 genes represent 
the umber of variables in the data set  . 
All of these or a subset of these variables 
would be used for segmentation. 
A particular variable is used if the 
corresponding value of the allele is 1; 
otherwise, it is not included in the 
segmentation. In the initial population, 
different subsets of variables are included 
for segmentation, which keeps on 
changing as the GA iteration increases 
with the assumption of giving better subsets 
for segmentation  . The last fi ve genes 
represent the number of clusters. Thus, 
a value of 00011 in the last fi ve genes 
represent three clusters would be formed 
for testing further  . 

 For defi ning the fi tness function, we 
use the CH index in a different way. The 

CH index for  n  data and  K  clusters is 
computed as    

[ /( )]/[ /( )]trace traceB K W n k− −1

  
 Here,  B  and  W  are the between- and 
within-cluster scatter matrices. The 
maximum hierarchy level is used to indicate 
the correct number of partitions in the data. 
The trace of the between-cluster scatter 
matrix  B  can be written as 

   

trace B n z zkk

K

k= −
=∑ 1

2|| ||

    
 where  n   k   is the number of points in cluster 
 k  and z is the centroid of the entire data 
set. 

 The trace of the within-cluster scatter 
matrix  W  can be written as    

   

traceW x zi ki

nk

k

K= −
== ∑∑ || ||2

11

    
 The CH index is applied on the CLV 

distributions of different segments as 
compared with other techniques where the 
index has been applied to segments. 

 Genetic algorithm starts with a random 
number of clusters. The values CH index is 
calculated at this cluster number and the 
consecutive two more clusters numbers  . 
The change of the value of CH index is 
calculated from one cluster to another. 
Further, the change in the change of the 
CH value is calculated. The fi tness function 
is to maximize this change in the change of 
CH index.   

 CLV estimation 
 The following formula is used to compute 
CLV. 

   
CLV margin revenue/transaction DET= � �

    
 where discounted expected transactions 
(DET) is derived from the Pareto / NBD 

 (1)  (1) 

 (2)  (2) 

 (3)  (3) 
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model.  14   The only customer-level 
information that this model requires is 
recency and frequency. The notion used to 
represent this information is ( X     =     x ,    t   x  ,    T  ), 
where  x  is the number of transactions 
observed in the time interval (0,    T  ), and 
 t   x   (0    <     t   x      <        =     T  ) is the time of the last 
transaction. In other words, recency and 
frequency are suffi cient statistics for an 
individual customer ’ s purchasing history. 

 Drawing on standard representations, 
we could compute the number of DET 
for a customer with observed behavior 
( X     =     x ,    t   x  ,    T  ) as 

   

DET E Y t X c t T

E Y t X x t T d

xi

n

x
t

= =[ ](
− − =[ ]) =

=∑ ( ) | , ,

( ) | , , /( )

1

1 1

    
 The above formula is used as follows in 

our algorithm 
   

DET r s X x t T

r x s s T

r

x

r s s

d a b

a b d y d b

| , , , , , ,

( ) , ; ( )

( )(

=( )
= + + +−1 1Γ

Γ
[ ]

aa a b+ =+ +T L r s X x t Tr x
x) ( , , , | , , )1

    
 where  r ,   �  ,  s  and   �   are the Pareto / NBD 
parameters;  � (.) is the confl uent 
hypergeometric function of the second 
kind; and L(.) is the Pareto / NBD 
likelihood function.  49   

 (4)  (4) 

 (5)  (5) 

 For determining the parameters of 
algorithm  r ,   �  ,  s ,   �  , we have determined 
the parameters of purchase rate and death 
rate. Purchase rate distribution is determined 
as the rate of purchase at which donation 
is happening and death rate is determined 
by the distribution of inter-purchase interval. 
We have taken 10 samples of our data 
where at least two transactions have 
happened so as to avoid null values in 
the inter-purchase table. The values of 
purchase parameters are given in  Table 1 . 

 We have used these mean values of 
parameters in our calculations.   

 Producing clusters and 
CLV distributions 
 For segmenting the database, fuzzy c-means 
clustering is used. A CLV distribution is 
created by dividing the range between 
the minimum and maximum values of 
CLV in 10 equal bins and counting the 
number of CLV values in each bin. 
We have found the CLV distribution 
to be highly skewed towards the left, 
that is, there are few customers with very 
high CLV values.   

 Segment optimization 
 Once the CLV distribution of each cluster 
is obtained, the CH value is calculated for 
those distributions. Similarly CH value is 
calculated for  k     +    1 and  k     +    2 numbers of 
clusters is calculated and fi tness function is 
evaluated for each chromosome  . 

  Table 1 :      Value of purchase parameters   

    S. no.    r    Alpha    Beta    S  

      1  0.9854  24.6564  0.9729  4.566 
      2  0.9972  24.6098  0.9757  4.5549 
      3  0.996  24.8314  0.9931  4.5601 
      4  0.9888  24.9516  0.8586  4.8635 
      5  0.9961  24.9365  1.0241  4.4661 
      6  1.0029  24.4082  0.8276  4.9338 
      7  0.9934  24.4855  0.902  4.7045 
      8  0.9854  25.0402  0.9981  4.5418 
      9  0.982  25.0024  0.8411  4.906 
   10  1.0029  24.6175  0.8132  5.0129 
   Mean  0.99301  24.75395  0.92064  4.71096 
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 Genetic operators such as crossover, 
mutation and selection are applied to 
produce a new generation of chromosome. 
The process continues till one of the 
stopping criteria is reached.    

 RESULTS AND ANALYSIS 
 The data we have used are Direct Marketing 
Education Foundation data set 1 distributed 
by Teradata Research Center, USA. The 
data are of a non-profi t organization that 
uses direct mail to solicit additional 
contributions from past donors. There is one 
record per past donor and a total of 99   200 
records. Each record contains 77 fi elds. Data 
contain the latest 1 – 10 donations by date, 
dollar amount and solicitation source, the 
latest 1 – 11 solicitations by date and type, 
some lifetime elements of the relationship 
and minimal demographics. Data are from 
October 1986 to June 1995.  

 Data treatment and description 
 All dates were converted into time 
measuring backwards from June 1995, that is 
December 1994 is measured as 6 months  . 
This is done to make data compatible with 
the requirements of the Pareto / NBD model. 
We have mainly used three sets of data 
variables: fi rst, those that are used to 
calculate CLV values according to the 
Pareto / NBD model; second is recency, 
frequency and monetary values of 
contributions; and third is those variables 
that may be useful in segmentation such as 
the amount contributed over a lifetime, 
number of times solicited and so  . We have 
mainly done away with variables describing 
the solicitation pattern, product codes of 
donation and solicitation, and some other 
variables such as gender, club membership 
and so on. The reason for non-inclusion of 
these variables is mainly the ease of the 
algorithm. The total columns included 
in the data analysis and their description is 
given in the Appendix. 

 The data are normalized and all records 
with missing values are removed. A sample 

of 10   000 records is randomly selected by 
using SAS command. Once the records 
with outliers are removed from the data set, 
the number of records reduces to less than 
10   000.   

 Framework parameter options 
 Our framework has different components 
such as CLV metric, type of clustering 
algorithm used, validation metric used, 
design of fi tness function and values of 
Genetic Algorithm parameters. We got the 
best results by using fuzzy c means 
clustering, Calinski and Harabasz metric 
as validation metric, change in metric 
value as fi tness function, scaling function as 
rank, selection as remainder, mutation 
as Gaussian and crossover as Two-Point  . 
Various other options were also tried 
but to get only inferior results as compared 
with the reported results. The GA plot 
for the best solution is given below. The 
chromosome for the best plot is taken 
as a solution as the plot has stabilized   
( Figure 5 ). 

 The outputs of the framework for other 
combination of framework parameters are 
either not stabilizing or are stabilizing at 
two clusters, which is the minimum 
number of clusters given in the framework. 

 The chromosome for the best solution is 
given in  Figure 6 . 

 Whereas the last fi ve alleles represent 
the cluster solution, the fi rst 25 alleles 
represent the variables selected to give the 
optimum clusters  . The number of clusters 
obtained is six, which means the cluster 
solution is seven clusters as the solution is 
the knee point in the fi tness function curve, 
whereas the output in the form of 
chromosome is the point just before the 
knee point ( Figure 7 ). 

 The attributes selected are as follows:   

    1.  largest contributed amount; 
    2.  amount contributed over a lifetime; 
    3.  latest contribution amount; 
    4.  3rd latest contribution amount; 
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 The attributes selected are having good 
explanatory value. Among the RFM 
(recency, frequency and monetary) variables, 
all three type of relevant variables are 
selected. Among the amount variables, the 
largest contributed amount by a donor and 
the amount contributed over a lifetime are 
the most distinguishing variables. For recency 
and amount variables, the amounts 
contributed at the third, seventh and last 
month are important. The results are 
convincing as the duration at which the 
amount is considered is approximately 
3 months. For the frequency variables, 
a pattern is selected towards the beginning 
of the observation window and then an 
observation is selected at a duration of 

  Figure 5  :             GA solution depicting the best plot.  

    5.  7th latest contribution amount; 
    6.  10th latest contribution amount; 
    7.  4th latest contribution time; 
    8.  7th latest contribution time; 
    9.  8th latest contribution time; 
   10.  9th latest contribution time; 
   11.  10th latest contribution time.   
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  Figure 6  :             Chromosome for best solution.  
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  Figure 7  :             Knee solution.   
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3 months. Thus, the algorithm has selected 
a more permanent pattern to distinguish 
among customers.    

 CONCLUSION 
 Estimating CLV has many advantages, and 
one of the advantages is segregation of 
customers. Segregating customers on the 
basis of CLV helps in policy customization 
and resource allocation towards customers  . 
Customer segmentation has been tried using 
demographic variables, purchase-based 
variables and so on. One more approach of 
customer segmentation can be on the basis 
of CLV. Different DM techniques, such 
as clustering, neural networks, genetic 
algorithms and so on, have been applied 
for segmentation. However, research where 
DM techniques are applied for customer 
segmentation on the basis of CLV is lacking. 

 We have proposed a DM framework for 
doing CLV-based segmentation. The 
framework is based on Genetic Algorithm-
based clustering. The framework is novel in 
two ways; fi rst, it automatically segments 
customers on the basis of CLV so that the 
segments are as distinct as possible. The 
framework decides the number of clusters. 
Second, the framework chooses among the 
set of input variables the most important 
variables to give distinct customer segments. 
The variables selected have good 
interpretability and explanatory value, 
which is very useful for decision making 
and application in customer segmentation 
and CRM. The DM framework can be 
made more comprehensive by estimating 
CLV value, incorporating all CLV 
parameters and estimating / predicting these 
CLV parameters by DM techniques as 
showed in Aeron  et al.   50                                              
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 APPENDIX  
 The total columns included in the data 
analysis and their description are given below:   

      1.  ACCNTNMB: Donor ID 
      2.  CONTRFST: First contribution amount 
      3.  CONLARG: Largest contribution 

amount 
      4.  Totmonthlrgstcont: Time measured from 

6 / 95 when largest contribution was made 
      5.  CNTRLIF: Amount contributed lifetime   
      6.  SLTMLIF: Number of time solicited 

lifetime   
      7.  CNDOL1: Latest contribution 
      8.  CNDOL2: 2nd latest contribution 
      9.  CNDOL3: 3rd latest contribution 
   10.  CNDOL4: 4th latest contribution 
   11.  CNDOL5: 5th latest contribution 
   12.  CNDOL6: 6th latest contribution 
   13.  CNDOL7: 7th latest contribution 
   14.  CNDOL8: 8th latest contribution 
   15.  CNDOL9: 9th latest contribution 
   16.  CNDOL10: 10th latest contribution 
   17.  totmonthcont1: Latest contribution time 

measured from June 1995 

   18.  totmonthcont2: 2nd latest contribution 
time measured from June 1995 

   19.  totmonthcont3: 3rd latest contribution 
time measured from June 1995 

   20.  totmonthcont4: 4th latest contribution 
time measured from June 1995 

   21.  totmonthcont5: 5th latest contribution 
time measured from June 1995 

   22.  totmonthcont6: 6th latest contribution 
time measured from June 1995 

   23.  totmonthcont7: 7th latest contribution 
time measured from June 1995 

   24.  totmonthcont8: 8th latest contribution 
time measured from June 1995 

   25.  totmonthcont9: 9th latest contribution 
time measured from June 1995 

   26.  totmonthcont10: 10th latest contribution 
time measured from June 1995 

   27.  totmonthfi rstcont: Time of fi rst 
contribution measured from June 
1995 

   28.  CNTMLIF: Number of times 
contributed lifetime   

   29.  last_contr: Time between fi rst 
contribution and last contribution                 
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