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 INTRODUCTION AND RELATED 
WORK 
 Businesses have been searching for insight 
from the massive amounts of data that they 
generate for some time. Initially, this search 
led to the development of standard online 
analytical processing (OLAP) tools. Standard 
OLAP tools, while excellent at performing 

their reporting function, are not capable 
of generating the kinds of insights that 
businesses today require. This need has led 
to substantial research into data mining; a 
limited, though expanding, amount of this 
work has been done with a focus on 
utilising large business databases for 
marketing-related efforts.  1   
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 Data mining tasks can be separated into 
categories, depending on the type of 
knowledge generated; Shaw  1   argues that 
these tasks are Dependency Analysis, Class 
Identifi cation, Concept Description, 
Deviation Detection and Data Visualisation. 
We will focus on discussing research that 
falls into the Class Identifi cation category as 
this is the type of knowledge that we were 
seeking. Within Class Identifi cation the 
focus of research has been the classifi cation 
of clusters in business databases into 
predefi ned categories.  1   Once discovered /
 created, the descriptions of the classifi cations 
are then generally used to understand and 
classify new data in order to allow managers 
to optimally respond. In marketing, this 
generally means deciding whether a 
customer or set of customers (grouped by 
geographic, demographic or other means) 
is worth spending valuable resources on 
reaching,  2   with some methods going so 
far as to evaluate the potential costs and 
benefi ts of these customers.  3,4   

 Researchers have been prolifi c in 
developing different methods for extracting 
knowledge from databases.  5 – 11   Numerous 
studies have illustrated how data mining 
techniques can be specifi cally used to 
identify prospective customers.  1,2,5,12-14   
Decision tree algorithms, such as C4.5,  15   
SBP  16,17   and others have also been used by 
many researchers to extract knowledge from 
databases that can be used by managers to 
make decisions.  18   In the case study in this 
paper, we make use of decision tree 
techniques for assisting a new pet insurance 
company to characterise its target market. 

 PetCoverCo (the name of our client has 
been anonymised) is the new and exclusive 
US franchise of a well-established global pet 
insurance provider, which is looking to 
enter the United States market. In this 
study, we help PetCoverCo target 
prospective customers via data analysis based 
on vets present in zip codes and other 
census / demographic data. Using decision 
trees on our data set, we will develop a 

marketing strategy for PetCoverCo by 
suggesting which areas and demographics 
are best to roll-out to. It always helps 
a marketing team to know their target 
customer types. Our analysis will provide 
rules that identify the demographic 
characteristics of customers that are highly 
probable to purchase pet insurance. This 
should help PetCoverCo ’ s marketing team 
to minimise advertisement and other 
associated costs, and to maximise the cost 
effectiveness and impact of their campaigns. 
The presence of vets in zip codes is an 
important criterion, as without vets in, or 
near, the neighbourhood one would not 
be able to visit a vet and hence would have 
no need for pet insurance. Since many zip 
codes in the states have a single vet, we 
assumed that a zip code would only be 
profi table if it had two or more vets and 
our models are based on this assumption.   

 METHODOLOGY 
 Decision trees are excellent tools that help 
to choose between several courses of action. 
They describe a tree structure wherein 
leaves represent classifi cations and branches 
represent conjunctions of features that lead 
to those classifi cations. This is a highly 
effective structure within which you can lay 
out options and investigate the possible 
outcomes of choosing those options. They 
also help you form a balanced picture of 
the risks and rewards associated with each 
possible course of action. A decision tree 
can be learned by splitting the source data 
set into subsets based on an attribute value 
test. This process is repeated on each 
derived subset in a recursive manner. The 
recursion is completed when either splitting 
is non-feasible or a singular classifi cation 
can be applied to each element of the 
derived subset. 

 The fi rst algorithm we used in this case 
study is SBP.  16,17   SBP is a profi t-based 
algorithm and classifi es data with the aim of 
earning more profi t rather than to be more 
accurate. The second algorithm we use is 
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C4.5.  15   This algorithm is based on the ID3 
algorithm.  15   It contains several 
improvements like choosing an appropriate 
attribute selection measure, handling 
training data with missing attribute values, 
handling attributes with differing costs and 
handling continuous attributes. 

 In the fi rst step, Information Gathering, 
we gathered all the relevant information 
that was of use in the data mining process. 
In our case we had Census information and 
vet location data. Next, we went through 
the process of Data Preparation to prepare 
the data in the required format so that it 
could be fed to the data mining software to 
produce the decision rules. Thirdly, we ran a 
data mining software package on a training 
set. We used Decision Tree Builder Pro 
(DPTR) to run both the SBP and C4.5 
decision tree algorithms.  15 – 17   We could also 
have employed further algorithms to create 
more models. 

 In the next section, we show the results 
generated by application of the algorithms. 
Following that, we conduct a Results 
Analysis by creating Lift charts, Gain charts 
and chi-squared analyses. Finally, we go 
through the process of Knowledge 
Exploitation and show how the knowledge 
obtained through data mining can be used 
to inform PetCoverCo ’ s behaviour and 
improve its performance.   

 RESULTS  

 Model 1 
 We ran the DTPR software on a training 
set of 2,000 records. The software used the 
profi t-based SBP algorithm and was limited to 
three splits. The following rules were output:   

  Rule 1.1 :  
 IF the  ‘ total household size ’  >2,650, then 
predict YES.    
  
Rule 1.2 :  
 IF the  ‘ total household size ’      �    2,650 and 
the percentage of people in the  ‘ household 

income range of 150 – 200k ’  is >0.01 and 
the percentage of  ‘ children aged 5 or less ’  
is     �    0.06, then predict YES.    
  
Rule 1.3 :  
 IF the  ‘ total household size ’      �    2,650 and 
the percentage of people in the  ‘ household 
income range of 150 – 200k ’  is     �    0.01, then 
predict NO.    

  
Rule 1.4 :  
 IF the  ‘ total household size ’      �    2,650 and 
the percentage of people in the  ‘ household 
income range of 150 – 200k ’  is >0.01 and 
the percentage of  ‘ children aged 5 or less ’  
is >0.06, then predict NO.        
 
We can make the following general 
inferences from the induction rules:   

  1  The household size (number of 
households in the zip code) is a prime 
factor that determines if PetCoverCo 
should consider marketing to and entering 
the zip code. 

  2  The percentage of households with an 
income between 150 and 200k helps to 
determine which locations are profi table 
to advertise to, given the household size.   

 To confi rm the validity of the rules 
generated, we tested them on three unseen 
test data sets, each containing 2,000 records. 
The profi ts generated by applying the rules 
were  $ 22,029,580,  $ 22,066,047 and 
 $ 21,841,730 for each of the three sets of 
test data; the mean was  $ 21,979,119 and 
the standard deviation was  $ 120,371. If we 
assume a roughly normal distribution, 95 
per cent of profi ts are within two standard 
deviations of the mean, so this standard 
deviation is low for profi ts of  $ 22m, as it 
means profi ts are unlikely to be more than 
 $ 240,742 below the estimate (provided the 
assumptions we used when creating the model 
are correct). This shows that the payoffs of 
this model are robust and that the model 
is good.   
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 Model 2 
 We ran the DTPR software on a training 
set of 2,000 records again; this time the 
software used the C4.5 algorithm, limited to 
six splits. The following rules were output:   

  Rule 2.1 :  
 IF the predicted household size for 2008 >
4,139, and IF the percentage of households 
with income between 20 and 25   k is >0.11, 
then predict NO.    
  
Rule 2.2 :  
 IF the predicted household size for 2008 > 
4,139, and IF the percentage of households 
with income between 20 and 25   k is     �    0.11 
and IF the percentage of Caucasian in 2000 
is >0.116, and IF the percentage of males 
aged 5 or less is >0.054, predict  ‘ NO ’ .    
  
Rule 2.3 :  
 IF the predicted household size for 2008 > 
4,139, and IF the percentage of households 
with income between 20 and 25   k is     �    0.11 
and IF the percentage of Caucasian in 2000 
is >0.116, and IF the percentage of males 
aged 5 or less is     �    0.054 and IF the 
percentage of households with income 
between 45 and 50   k is >0.076, predict  ‘ NO ’ .    
  
Rule 2.4 :  
 IF the predicted household size for 2008 > 
4,139, and IF the percentage of households 
with income between 20 and 25   k is     �    0.11 
and IF the percentage of Caucasian in 2000 
is >0.116, and IF the percentage of males 
aged 5 or less is     �    0.054 and IF the 
percentage of households with income 
between 45 and 50   k is     �    0.076, and IF the 
percentage of people aged between 15 AND 
20 >0.028, predict  ‘ YES ’  else predict  ‘ NO ’ .    
  
Rule 2.5 :  
 IF the predicted household size for 2008 
>4,139, and IF the percentage of households 
with income between 20 and 25   k is     �    0.11 
and IF the percentage of Caucasian in 2000 
is     �    0.116, predict  ‘ NO ’ .        

 We can make the following general 
observations from the induction rules 
presented above:   

  1  The household size predicted for 2008 
is a prime factor that determines if 
PetCoverCo should consider marketing 
and entering a zip code. 

  2  The percentage of people aged 15 – 20, 
percentage of males in aged 5 or less helps 
us to determine which locations are profi t-
able to advertise given the household size. 

  3  Rule 2.4 is an important rule as it predicts 
 ‘ YES ’  with 55 per cent accuracy and most 
of the Yeses fall in this category. For the 
training set, over 95 per cent of the Yeses 
fell in this category.   

 Given the previously introduced test data 
sets, each of 2,000 unseen records, the 
profi ts generated by applying these rules are 
 $ 21,843,333,  $ 20,957,076 and  $ 21,322,323 
for each of the three sets of test data; the 
mean was  $ 21,374,244 and the standard 
deviation was  $ 445,404. If we assume a 
roughly normal distribution, 95 per cent of 
profi ts are within two standard deviations of 
the mean; hence, standard deviation is average 
for profi ts of  $ 21.374m, as it means profi ts are 
unlikely to be more than  $ 890,808 below the 
estimate (provided other assumptions used 
when creating the model are correct).    

 ANALYSIS  

 Lift chart 
 A lift chart is used to display the amount of 
 ‘ lift ’  the model provides.  ‘  Lift  ’  is a measure 
of the improvement in response that we get 
by selecting top prospects, as scored by the 
model, instead of just selecting randomly. 
 ‘ Lift ’  measures the effectiveness of a 
predictive model. 

 The maximum lift is 2.61 and is achieved 
at the fi rst decile, followed by 2.59 and 2.53 
at the second and third decile ( Figure 1 ). 
This tells us that the model is good: taking 
the top 30 per cent (three deciles) of 
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prospects, we fi nd 2.5 times as many buyers 
using the model than we would through 
random selection of the same number of 
prospects. The distance between the two 
curves (actual model vs expected at 
random) is large, showing the model is far 
better than a random selection. 

 For C4.5, choosing the top 30 per cent of 
prospects gives us 85.5 per cent of the 
respondents ( Figure 2 ). The maximum lift is 
2.95 and is achieved at the second decile. This 
tells us that the model is good as, for the top 
20 per cent of prospects, it produces almost 
three times as many buyers as a random 
selection of the same number of prospects.   

 Gain chart 
 Gain Charts give us an idea of the 
profi tability of a model, in terms of 

likely costs and revenues from using it. 
Furthermore, Gain Charts allow us to easily 
see what number or percentage of prospects 
we ought to mail in order to maximise 
profi ts. We can then set the selection 
threshold appropriately in order to choose 
that number of prospects. Gain charts are 
particularly helpful when the marketing 
budget is limited, and we cannot afford 
to canvas all possible prospects. 

 To evaluate a model, it is best to look 
at the profi t we could earn by mailing the 
highest scored prospects. Gains Charts, 
which show the cumulative profi t (or, 
alternately, the percentage Return on 
Investment), are useful for this. The charts 
are created from the consolidated test data. 

 For the SBP results the gain chart tells us 
that maximum marginal profi t at a given 
decile is achieved in decile 3 ( $ 19,111,056 
for that decile), though decile 2 
( $ 18,404,659 for that decile) and decile 1 
( $ 18,302,439 for that decile) are not far 
behind ( Figure 3 ). 

 We observe a monotonic increasing 
curve. If PetCoverCo is looking to 
maximise return on investment and is not 
bothered about market share, or if its 
marketing budget is limited, it should target 
the zip codes that fall in the fi rst three 
deciles. If, on the other hand, PetCoverCo 
is looking to maximise market share and has 
unlimited marketing budget, the model is 
futile and they should go ahead and market 
their product to all zip codes. 

 The C4.5 model, on the other hand, 
provides 78.22 per cent ( $ 61,421,237) of 
the possible profi t by choosing the top 30 
per cent of prospects. The gain chart tells us 
that maximum marginal profi t is achieved 
in decile 2 ( $ 20,872,857 for that decile), 
though decile 3 ( $ 20,334,306) and decile 1 
( $ 20,214,073) are not far behind ( Figure 4 ). 

 Again, we observe a monotonic 
increasing curve. If PetCoverCo is looking 
to maximise their profi ts with minimal 
expense, it should target the zip codes that 
fall in the fi rst three deciles. If, on the other 
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  Figure 1  :        Lift chart for SBP  
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  Figure 2  :        Lift chart for C4.5  
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hand, PetCoverCo is looking for maximum 
market share and has unlimited marketing 
dollars, the model is futile and they should 
go ahead and market their product to all 
zip codes. With C4.5, choosing the top 
30 per cent of prospects results in over 
 $ 60,000,000 in profi ts, which is indicative 
of a good model.    

 CHI-SQUARED ANALYSIS 
 Chi-squared statistics show whether sub-
populations are different in a statistically 
signifi cant way. It is possible for sub-
populations to vary just because a random 
sample of the population was taken, and 
random samples will of course vary 
randomly. Chi-squared statistics show the 
likelihood that the variance in the sub-
population is more than just random. The 

chi-squared statistic can therefore be used to 
evaluate whether a predictive data mining 
model performs better than a random 
selection of individuals. Our analysis 
indicates that both of the models we created 
are statistically signifi cant at 82.5 per cent.   

 KNOWLEDGE EXPLOITATION: LINK 
TO BUSINESS BEHAVIOUR AND 
PERFORMANCE 
 The intention of this data mining study was 
to determine the characteristics of individuals 
who are the most promising candidates for 
pet insurance, so that marketing campaigns 
could be targeted at individuals of this type. 
In this section we describe how the 
knowledge we have discovered can be 
exploited, and how it informs business 
behaviour and improves business performance. 

 Geographically, we found that, of 52 US 
territories (including the 50 states, the 
District of Columbia and Puerto Rico), 11 
states accounted for more than half of the 
veterinary surgeries. These were: California, 
Texas, Florida, New York, Ohio, Michigan, 
Illinois, Pennsylvania, North Carolina, 
Georgia and Virginia. The top four alone 
accounted for more than one quarter of 
veterinary surgeries, and the top 25 states 
accounted for more than 80 per cent of 
veterinary surgeries. This fi nding proved 
useful, as PetCoverCo is required to obtain 
licensing to sell insurance in each state that 
it enters, and we were able to identify 
which states were likely to be the most 
lucrative markets for pet insurance. 

 Demographically, our fi ndings provided 
PetCoverCo with useful and actionable 
rules for the selection or rejection of cost-
effective media channels. PetCoverCo has a 
vast array of media channels available to it, 
including print media such as various 
newspapers and topical magazines, audio-
visual media such as local or satellite 
television or radio channels, or online 
media such as different websites. In order to 
maximise bang-per-buck of their advertising 
dollars, target media need to be chosen 
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  Figure 4  :        Gain chart for C4.5 model, compared to 
random selection  
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  Figure 3  :        Gain chart for SBP model, compared to 
random selection  
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wisely. Obvious choices for target media 
include magazines and television shows 
targeted specifi cally at dog and cat lovers. 
More specifi cally, however, all chosen media 
should conform to the demographic criteria 
identifi ed by our models. Media with 
alternate demographics should be rejected. 
For instance, one of our fi ndings above (see 
 Rule 1.1 ) was that PetCoverCo should only 
advertise in channels that target zip codes 
with more than 2,650 households. 
PetCoverCo was therefore able to defi ne 
one of its prime target markets as urban 
dwellers. This has important implications for 
business behaviour: for instance, in order to 
maximise advertising performance, an urban 
home and garden magazine would be more 
appropriate than a rural farming publication. 
Similarly, if advertising in an airline travel 
magazine, PetCoverCo would need to choose 
magazines on board fl ights originating from 
and bound to large metropolitan destinations, 
rather than those on board  ‘ pond-skipper ’  
services to or from small towns. Figures 
from the Audit Bureau of Circulation 
provide a useful resource for PetCoverCo to 
check whether a particular publication 
meets or fails their target market criteria.   

 CONCLUSION 
 Based on the lift charts, choosing the top 
30 per cent of prospects given by C4.5 
gives us 86 per cent of the respondents. For 
SBP, however, choosing the top 30 per cent 
of prospects gives us 77 per cent of the 
respondents. We observe that C4.5 provides 
a better lift at each of the fi rst three deciles 
(when compared to SBP) implying better 
precision, thus this model should be considered 
if one is looking for precision and higher recall 
(for top 30 per cent of prospects). 

 According to the gain charts, the C4.5 
model provides 78 per cent ( $ 61,421,237) 
of the possible profi t by choosing the top 
30 per cent of prospects. SBP on the other 
hand provides 71 per cent ( $ 55,818,155) of 
the possible profi t by choosing the top 30 
per cent of prospects and requires choosing 

40 per cent of prospects to achieve profi ts 
over  $ 60,000,000. Clearly C4.5 provides 
better profi ts than SBP within the fi rst 
three deciles. If PetCoverCo is looking 
to maximise their profi ts with minimal 
expense, then the fi ndings from the C4.5 
are the way to go. 

 The SBP Model and the C4.5 Model 
could be combined to improve prediction. 
There are several techniques available for 
combining models, such as Genetic Algorithms, 
Boosting, Stacking and Collaborative 
Learning. Genetic Algorithms work well for 
combining knowledge / rules. We could 
combine the rules from the models 
generated above to see if we can improve 
the results even further. Using rules from 
both models above, we could implement 
crossovers to come out with better rules. In 
general, a GA comprises the following steps:   

  1  Start with an initial population of rules. 
  2  Use a fi tness function (function used to 

decide how good a rule is) to assign a 
fi tness to each rule. 

  3  Use crossovers to combine rules that have 
higher fi tness values. 

  4  Use mutation to introduce some form of 
randomness. 

  5  Keep trying the above steps, which should 
increase the population of rules till we 
obtain a very good set of rules.   

 It is clear from the analysis of results that, in 
the case of PetCoverCo, they should use 
the rules generated by the C4.5 and SBP 
algorithms to guide the launch of their new 
pet insurance product. The rules generated 
by the algorithms could, however, be further 
improved through the use of Genetic 
Algorithms, though we leave this as the 
topic of a further implementation study.           
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