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Hemodynamic effects of entry 
and exit tear size in aortic 
dissection evaluated with in vitro 
magnetic resonance imaging 
and fluid–structure interaction 
simulation
Judith Zimmermann 1,5, Kathrin Bäumler  1,5*, Michael Loecher 1,4, Tyler E. Cork 1,2, 
Alison L. Marsden 2,3, Daniel B. Ennis 1,4 & Dominik Fleischmann 1

Understanding the complex interplay between morphologic and hemodynamic features in aortic 
dissection is critical for risk stratification and for the development of individualized therapy. This work 
evaluates the effects of entry and exit tear size on the hemodynamics in type B aortic dissection by 
comparing fluid–structure interaction (FSI) simulations with in vitro 4D-flow magnetic resonance 
imaging (MRI). A baseline patient-specific 3D-printed model and two variants with modified tear size 
(smaller entry tear, smaller exit tear) were embedded into a flow- and pressure-controlled setup to 
perform MRI as well as 12-point catheter-based pressure measurements. The same models defined 
the wall and fluid domains for FSI simulations, for which boundary conditions were matched with 
measured data. Results showed exceptionally well matched complex flow patterns between 4D-flow 
MRI and FSI simulations. Compared to the baseline model, false lumen flow volume decreased with 
either a smaller entry tear (− 17.8 and − 18.5%, for FSI simulation and 4D-flow MRI, respectively) 
or smaller exit tear (− 16.0 and − 17.3%). True to false lumen pressure difference (initially 11.0 and 
7.9 mmHg, for FSI simulation and catheter-based pressure measurements, respectively) increased 
with a smaller entry tear (28.9 and 14.6 mmHg), and became negative with a smaller exit tear (− 20.6 
and − 13.2 mmHg). This work establishes quantitative and qualitative effects of entry or exit tear size 
on hemodynamics in aortic dissection, with particularly notable impact observed on FL pressurization. 
FSI simulations demonstrate acceptable qualitative and quantitative agreement with flow imaging, 
supporting its deployment in clinical studies.

Aortic dissection is a life-threatening cardiovascular disease, typically presenting with an acute and dramatic 
onset, followed by a chronic life-long phase of increased risk for late adverse events. An estimate of up to 138,000 
individuals in the United States alone live with chronic aortic dissection1. Its pathological substrate and hallmark 
is the formation of a secondary flow channel within the aorta, the false lumen (FL), caused by abrupt delamina-
tion of the inner aortic wall layers. The delaminated tissue that seperates the FL from the original true lumen (TL) 
is referred to as the dissection flap. Blood flow enters the FL through the entry tear upstream, and returns to the 
TL downstream through one or more exit tears2. The outer boundary of the FL is mechanically weak and prone 
to fatal aortic rupture, particularly in the first 24 to 48 h3, which presents the most common cause of death in the 
acute phase. Other major concerns are branch vessel ischemia resulting in organ malperfusion, and aneurysmal 
dilation of the FL. For all patients reaching the chronic phase, life-long clinical monitoring is mandatory, and 
surgical or endovascular intervention is required in 40 to 60% of patients within the first 5 years4,5.
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Anatomical characteristics of aortic dissections vary substantially between patients. Specifically, an aortic 
dissection without the involvement of the ascending aorta (Stanford type B aortic dissection, TBAD) is managed 
medically for the majority of patients (60 to 70%)1. However, studies suggest that late adverse events occur in 
34 to 38% of initially uncomplicated TBADs1. According to latest guidelines6, preventive thoracic endovascular 
aortic repair (TEVAR) may be considered for TBAD; nevertheless, the role and timing of TEVAR remains an 
evolving matter of debate.

Surveillance imaging is critical to identify potentially vulnerable patients and initiate intervention informed 
by measurable predictive biomarkers. A number of previous works investigated morphological features that were 
mostly derived from computed tomography angiography (CTA) image data7–14. Adding to morphological meas-
ures, recent studies increasingly investigated hemodynamics to further advance prediction models. For example, 
decreased outflow through FL branch vessels11, increased FL ejection fraction15–17, and FL pressurization18–20 
were determined to promote late adverse events. Further, these hemodynamic features have been associated with 
patient-specific morphology. Cuellar-Calabria et al.21 presented entry tear dominance (i.e. entry tear much larger 
than exit tear) as a multivariable predictor, while Fleischmann and Burris22 hypothesize a linkage between tear 
dominance, increased outflow resistance, and resulting FL pressurization. That is, to optimize risk stratification, 
predictive models must comprise both morphological and hemodynamic indices.

Hemodynamic parameters can be obtained via computational fluid dynamics (CFD) and through flow imag-
ing. CFD simulates patient-specific flow fields and pressures at high spatio-temporal resolution, and fluid–struc-
ture interaction (FSI) additionally incorporates the effects of the deformable vessel wall23,24. If simulations were 
able to reliably replicate in vivo hemodynamics, it would tremendously expand non-invasive means to pre-
dict risk related to pathological changes and response to interventions. Numerous studies have deployed CFD 
frameworks (with and without FSI) to study hemodynamics in patient-specific TBAD geometries18–20,25–27. But, 
all face three key technical challenges: (1) it is difficult to obtain accurate patient-specific material parameters 
such as wall stiffness and fluid viscosity; (2) sparse clinical data, particularly of luminal pressure, often prevents 
a complete prescription of the boundary conditions; and (3) lacking in vivo measured flow and pressure data 
hinders rigorous validation.

4D-flow magnetic resonance imaging (MRI) measures time-resolved 3D vector-valued velocity maps within 
a 3D volume of interest28, and has shown promising potential for measuring flow dynamics in dissections29–31. 
Owing to lengthy scan times, however, clinical in vivo 4D-flow MRI must be performed using high acceleration 
rates and ultra-fast sequences, but trades-off in spatio-temporal image resolution and signal-to-noise-ratio (SNR) 
are inevetiable32–37. Sub-optimal data quality ultimately hampers the retrieval of quantitative metrics, which in 
turn challenges the applicability of in vivo 4D-flow MRI for validating simulations23,38.

We recently reported a flow- and pressure-controlled MRI-compatible setup which embeds subject-specific 
3D-printed aortas with compliant walls that is appropriate for comparison with FSI simulations39,40. The setup 
enables direct measurement of all boundary conditions and material parameters, and yields prolonged acquisi-
tion times for high-quality 4D-flow MRI data, thus overcoming the technical challenges of studies that deploy 
a CFD-only approach. Herein, we build upon this work and generate in vitro 4D-flow MRI from three TBAD 
geometries to establish a comprehensive comparison with FSI simulations (Fig. 1). The objectives of this study 
were: (1) to evaluate the impact on hemodynamic metrics in TBAD amid variations in entry and exit tear area; 
and (2) to compare these hemodynamic metrics as obtained from FSI simulations with in vitro 4D-flow MRI.

Methods
Patient‑specific model generation
Anatomy and imaging data
A 3D CTA dataset of a 25 year old woman with an uncomplicated TBAD was selected retrospectively from our 
institutional database. CTA and all other methods were performed in accordance with standard of care proce-
dures. Data retrieval was approved by Stanford University Institutional Review Board (#39377, “Image Registry 
For Computer Simulations and Image-Based Modeling in Congenital and Acquired Cardiovascular Disease”, 
PI: Alison L. Marsden). The requirement for written consent was waived due to the retrospective nature of the 
study. Contrast enhanced CTA images were acquired at 1 mm section thickness and 0.7 × 0.7 mm2 pixel size 
from the thoracic inlet to the common femoral arteries. The imaging findings revealed an acute TBAD in the 
descending thoracic aorta with a dissection flap extending from the left subclavian artery origin down to the 
distal thoracic aorta, ending above the level of the diaphragm. The proximal entry tear into the false lumen was 
located immediately distal to the left subclavian artery, and a distal exit tear was located above the diaphragm, 
superior to the celiac artery origin. The cross-sectional area of entry and exit tear was 228 mm2 and 227 mm2 , 
respectively. No branch vessels except for small intercostal arteries branched off of the TL or FL.

Segmentation and digital wall model
A digital model of the patient’s thoracic aorta was generated from the CTA dataset. The model included the 
ascending aorta from above the sinotubular junction, the aortic arch, and the descending thoracic aorta to the 
level of the diaphragm. The three aortic arch branches were included in the model: brachiocephalic trunk (BCT), 
left common carotid artery (LCC), and left subclavian artery (LSA). The intercostal arteries were excluded. The 
model domain was extended to 35 mm distal to the re-entry tear. Two mesh domains were generated: The ‘fluid 
domain’—representing the aortic lumen—was segmented using active contours with manual refinements (itk-
SNAP v3.4.0). The ‘wall domain’—representing the outer aortic wall and the dissection flap—was extruded from 
the fluid domain (Autodesk Meshmixer v3.5) with uniform thickness h = 2 mm (Fig. 2a). A detailed description 
of the TBAD model generation is provided in Bäumler et al.23.
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Figure 1.   Pipeline showing the key methodological steps: (1) image-based patient-specific model generation 
from CTA data; (2) compliant 3D-printing; (3) experiments (MRI + catheter-based pressure mapping) with 
in vitro setup; (4) FSI simulations with boundary conditions informed by measured data (dashed lines); and (5) 
data analysis, i.e. quantitative and qualitative comparison of hemodynamics between measured and simulated 
data. CTA: computed tomography angiogram, Q(t): 2D-PC measured net flow, Psys : systolic pressure, Pdias : 
diastolic pressure, PMAP : mean arterial pressure, Ey,t : tangent Young’s modulus wall, ρs : density wall, ρf  : density 
fluid, µf  : dynamic viscosity fluid, RCR: Windkessel components, ETS: external tissue support, TL: true lumen, 
FL: false lumen.

Figure 2.   TBAD models. (a) Original digital wall model with definition of 18 landmarks that were defined 
for tuning and analysis purposes. Note that DAoprox cuts through the entry tear, while DAodist is positioned 
just below the exit tear. Inset images show 2D-cine MRI frames for cross-sections along the dissected region. 
Close-up view of entry and exit tear regions for the (b) original model TBADOR , (c) smaller entry tear model 
TBADEN , and (d) smaller exit tear model TBADEX.
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Digital modification of entry and exit tear size
The original patient-specific model TBADOR was digitally modified to generate two additional models with 
reduced entry or exit tear size: TBADEN with reduced entry tear and original exit tear size, and TBADEX with 
unchanged entry tear but reduced exit tear size (Fig. 2b,c,d). These local modifications were done manually 
(using Autodesk Meshmixer v3.5) and were executed such that the existing dissection membrane and vessel wall 
were not altered and thus did not affect the orientation of the tear, the shape of the two lumen, and the overall 
shape of the aorta. The smaller size tears were ≈ 27% of their original size, measuring 62 mm2 (entry tear) and 
61 mm2 (exit tear), respectively. All models were augmented with visual landmarks to enable a precise definition 
of cross-sectional planes for data analysis and comparison. Additionally, the 3D-printed models were augmented 
with cylindrical caps to facilitate tubing connections. Meshing and model modification tasks were performed 
using SimVascular41 and Autodesk Meshmixer.

Compliant 3D‑printing
The wall models of TBADOR , TBADEN , TBADEX were 3D-printed using a stereolithography technique (PolyJet 
J735, Stratasys Inc.) and a photopolymer print resin (Agilus30, Stratasys Inc.). Printed models were finished 
with a thin coating film (Bectron, Elantas) to prevent fluid absorption and maintain the material characteristics 
during the flow experiments. The compliant print material underwent uniaxial tensile testing39 and proved to 
be comparable to in vivo aortic wall compliance (tangent Young’s modulus Ey,t = 1.2 MPa).

Experiments
Flow setup
An MRI-compatible flow setup (Supplementary Fig. S1) was assembled, driven by a programmable pump (Cardi-
oFlow 5000 MR, Shelley Medical Imaging Technologies) capable of providing highly-controlled flow and pressure 
conditions within a physiologic range39. In brief, each model was connected to the circuitry tubing via custom 
designed 3D-printed barbed connectors with tapered transitions (Form 3B, Formlabs Inc.). Each model was then 
embedded into a solid ballistics gelatin block (ClearBallistics) for stabilization and to provide static MRI signal 
regions for velocity (phase) offset corrections. The model and gelatin mold were placed inside an enclosed box 
and connected through box-mounted flow fittings to the periphery. Two capacitance elements controlled the 
system’s downstream compliance, and in turn, pressure waveform amplitude. The net flow splits were adjusted 
through pinch valves distal to the capacitance elements; an ultrasonic flow sensor (ME-PXL14, Transonic) was 
used to fine tune the flow splits of the system. The same pinch valves were used to control the outlet resistance 
and to tune the mean pressure conditions in the system. A pressure transducer (SPR-350S, Millar) was inserted 
through two ports to record pressure measurements at 12 locations along the model.

Glycerol-water (ratio = 40/60) with added MR contrast medium (ferumoxytol, concentration: 0.75 mL/L) 
was used as a blood-mimicking fluid with strong T1 MRI signal enhancement. Fluid density ( ρf  ) and dynamic 
viscosity ( µf  ) measurements confirmed ρf=1.1 g mm−3 and µf  = 0.0042 Pa s. A typical aortic flow waveform 
was applied (heart rate = 60/min, stroke volume = 74.1 mL/s, peak flow rate = 300 mL/s, total flow = 4.45 L/
min, Supplementary Fig. S1b).

System tuning and pressure mapping
For each of the three models, pressure and flow split conditions were tuned on the MRI scanner table prior to 
image acquisition. Tuning targets were defined as follows: flow split (outlet vs. combined arch branches) 70/30, 
inlet systolic pressure ( Psys ) 120 mmHg or greater, and inlet diastolic pressure ( Pdias ) 70 mmHg or greater. 
The downstream resistance was reduced in the models with smaller entry or exit tear sizes ( TBADEN and 
TBADEX compared to TBADOR ) to maintain pressure targets. Once tuning targets were met, luminal pressure 
data were recorded at twelve locations: one proximal to the dissection, five locations within the TL, five within 
the FL, and one distal to the dissection (Fig. 2a); three recordings of five consecutive pump cycles (5 s) were 
obtained per landmark.

MR imaging protocol
MRI acquisitions were performed on a 3T MRI scanner (Skyra, Siemens Healthineers) with a 32-channel spine 
and 18-channel body matrix coil. The pump provided an external trigger signal to retrospectively gate time-
resolved sequences. Image data were acquired immediately after system tuning and pressure mapping.

The protocol included sequences with parameters as follows: (1) 3D spoiled gradient echo (3D-SPGR): voxel 
size = 1.1 × 1.1 × 1.1 mm3 , FoV = 220 × 123 mm2 , TE = 3 ms, TR = 5.25 ms, flip angle = 25◦ . 3D-SPGR datasets 
were acquired under the following conditions: (i) no flow (“flow off ”) and (ii) steady flow, thus no cardiac gat-
ing was applied. (2) 2D phase contrast (2D-PC) at eleven cross-sections (Fig. 2a): pixel size = 1.1 × 1.1 mm2 , 
slice thickness = 6 mm, FoV = 220 × 123 mm2 , TE = 3 ms, TR = 5.25 ms, flip angle = 25◦ , averages = 2, Venc 
= 100–170 cm s−1 , retrospective gating (40 frames, temporal resolution = 25 ms). (3) 2D cine gradient echo 
(2D-cine) at eleven cross-sections (Fig. 2a): pixel size = 0.9 × 0.9 mm2 , slice thickness = 6 mm, FoV = 240 
× 150 mm2 TE = 3 ms, TR = 4.75 ms, flip angle = 7 ◦ , averages = 2, retrospective gating (40 frames, temporal reso-
lution = 25 ms). (4) 4D-flow with Cartesian k-space sampling: FoV = 340 × 236 × 84 mm3 , matrix = 220 × 156 
× 56, voxel size = 1.5 × 1.5 × 1.5 mm3 , TE = 2.7 ms, TR = 5.6 ms, flip angle = 15◦ , parallel imaging (GRAPPA, R 
= 2), Venc = 120–180 cm s−1 , lines/segment = 2, retrospective gating (20 frames, temporal resolution = 50 ms). 
Scan time per model was 1 hour and 30 minutes, and total end-to-end experiment time for all models was 12 h.
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FSI simulations
This work’s simulation approach was built on previously presented work on FSI simulations in a patient-specific 
aortic dissection case23. To match the experimental conditions for the present study, the following adaptations 
were made: (i) we prescribed homogeneous material properties throughout the structural domain, i.e. no distinc-
tion between intimal flap and outer material wall properties; (ii) prestress of the structural domain was set to zero.

Mesh generation
For each geometric model ( TBADOR , TBADEN , and TBADEX ) we created refined unstructured tetrahedral 
meshes with the TetGen mesh generator42 (embedded in SimVascular41). Based on previous simulations, a mesh 
size of 1.3 mm was found to be sufficiently small23. Each mesh consisted of approximately 1.1 × 106 tetrahedral 
elements for the fluid domain and approximately 0.5 × 106 tetrahedral elements for wall domain.

Governing equations
The fluid flow was governed by the Navier–Stokes equations with viscosity µf = 0.0042 Pa s and density ̺f  = 
1100 kg m−3 . The FSI equations were formulated in arbitrary Lagrangian–Eulerian (ALE) coordinates23,43, which 
allowed us to capture the coupled motion of the fluid and structural domain using a finite element method 
(described below). Both glycerol and water are Newtonian fluids. To closely approximate the fluid behavior 
we therefore modeled the fluid as Newtonian and incompressible. The 3D printed material representing the 
arterial wall was modeled as a homogeneous, isotropic, nonlinear, hyperelastic material, and described by a 
Neo–Hookean material model43. Structural density (per manufacturer’s spec sheet) and elasticity (as measured) 
were ̺s = 1450 kg m−3 and Ey,t = 1.2 MPa, respectively. To account for the presence of the gelatin mold sur-
rounding the printed models we applied external tissue support (ETS) to the outer arterial wall in the form of 
a Robin boundary condition44:

where σS denotes the Cauchy stress tensor of the structural domain, n the unit outer normal vector, uS the dis-
placement field, and p0 the external (or intrathoracic) pressure. The user-defined scalar parameters kS and cS 
denote the elastic and viscoelastic response of the external tissue, respectively.

Boundary data and tuning

At the model inlet we prescribed a pulsatile flow waveform that was informed from in vitro 2D-PC MRI meas-
urements; a parabolic velocity profile was used. At the four model outlets, we applied three-element Windkessel 
boundary conditions which account for downstream vascular effects45. The total resistance RT and capacitance CT 
were tuned and distributed across all outlets such that every outlet i was described by a proximal resistance RP,i , 
distal resistance RD,i , and capacitance Ci . The ratio of distal to proximal resistance kd was fixed for each model, 
and the distribution of total resistance and capacitance were governed by the experimentally determined flow 
splits. Details of the tuning process have been described in Bäumler et al.23. The target pressure values comprised 
systolic pressure ( Psys ), diastolic pressure ( Pdias ), and mean pressure ( PMAP ) values—informed by experimental 
pressure mapping. Target flow ratios across outlets BCT, LCC, LSA, and outlet were informed by 2D-PC net 
flow measurements. Tuning targets (Table 1) were matched with relative residual errors of ≤1.4%, ≤4.1% and 
≤ 4.6% for pressure and ≤ 3.4%,≤ 7.4% and ≤ 7.3% for flow splits (corresponding to TBADOR , TBADEN , and 
TBADEX , respectively)

ETS parameters kS and cS were chosen such that the FSI-simulated minimum-to-maximum lumen dilation 
at AAo matched the MRI-measured minimum-to-maximum dilation in the 3D-printed models. ETS tuning 

(1)σSn = −kSuS − cS∂tuS − p0n,

Table 1.   Inlet pressure (mmHg) and flow splits ( % of total outflow) for the three models. The FSI simulations 
matched target pressure values (systolic ( Psys ), diastolic ( Pdias ), and mean ( PMAP )) with a relative error of ≤ 
4.58% and absolute error of ≤ 6.5 mmHg. Flow split ratios between outlets were matched in the FSI simulations 
with a relative error of ≤ 7.43% and an absolute error of ≤ 1.5%.

Pressure tuning at 
inlet

Flow split tuning across 
outlets

Psys Pdias PMAP BCT LCC LSA outlet

TBADOR 

Simulated (mmHg) 127.5 59.1 86.1 Simulated (%) 15.5 3.2 5.6 75.7

Measured (mmHg) 126.4 60.0 86.1 Measured (%) 15.0 3.1 5.4 76.5

Residual error (%) 0.82 1.42 0.08 Residual error (%) 3.37 3.22 3.08 1.02

TBADEN 

Simulated (mmHg) 141.9 72.7 95.7 Simulated (%) 12.3 3.0 6.1 78.6

Measured (mmHg) 137.7 69.9 96.2 Measured (%) 11.4 2.8 5.7 80.1

Residual error (%) 3.02 4.11 0.57 Residual error (%) 7.43 7.21 7.00 1.84

TBADEX 

Simulated (mmHg) 148.6 75.1 100.4 Simulated (%) 11.7 3.3 5.0 80.1

Measured (mmHg) 142.1 73.5 98.9 Measured (%) 10.9 3.1 4.6 81.4

Residual error (%) 4.58 2.24 1.5 Residual error (%) 7.26 7.06 6.93 1.63
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yielded a relative dilation of 5.0%, 5.0% and 5.3% in FSI compared to 4.4%, 5.0% and 5.4% in 2D-cine MRI (for 
TBADOR , TBADEN , and TBADEX , respectively). Tuning parameter settings and pressure traces are provided 
in Supplementary Table S2 and Supplementary Fig. S3, respectively.

Numerical solver
The governing equations were solved with the open source finite element solver svFSI (SimVascular41,46). svFSI 
features a second order generalized α-time stepping scheme, linear tetrahedral elements for pressure and velocity 
(with pressure and momentum stabilization), two-way coupling of the fluid and structural domain, pre-condi-
tioning of the resulting linear systems, and backflow stabilization at the fluid outlets47–49. To assure periodicity 
of the simulation, at least 6 cardiac cycles were simulated before results were extracted for the final cycle. The 
simulations were carried out on two nodes (Intel(R) Xeon(R) Gold 5118, 2.30 GHz) with a total of 48 CPUs; 
approximate runtime was 10 h per cardiac cycle.

Data analysis
For MRI data, TBAD lumen segmentation was performed on high-resolution 3D-SPGR steady flow data (using 
watershed-based region-growing) and facilitated image-based flow visualization. 2D-cine datasets were used 
to automatically track through-cycle aortic wall and flap deformation50 and to compute cross-sectional area 
change. 2D-PC datasets were corrected for velocity (phase) offsets and processed to retrieve the inlet flow rate 
waveform as well as percentage net flow splits across outlets. 4D-flow datasets were corrected for the following 
conditions: (i) Maxwell terms (during MR reconstruction), (ii) gradient non-linearity distortion51, and (iii) phase 
offsets. 4D-flow datasets were reformatted at each analysis location (Fig. 2a) to generate cross-sectional phase 
and magnitude images. Reformatted magnitude images were used to track lumen boundaries which served to 
calculate quantitative flow parameters based on reformatted phase images. Post-processing of the MRI data 
was completed using MevisLab modules (v3.5a, Fraunhofer Institute for Digital Medicine) and ParaView (v5.7, 
Kitware). Pressure measurements were analyzed using dedicated data acquisition system software (LabChart 8, 
ADInstruments) and pressure signals were averaged over five cardiac cycles. FSI simulation results were exported 
as VTK unstructured grid files (.vtu) from svFSI at 80 time-steps over a single cardiac cycle (i.e. temporal frame 
length: 12.5 ms). Qualitative visualization and quantitative analysis of simulated datasets were performed using 
ParaView (v.5.7, Kitware).

Results
Flow patterns
Each of the three models exhibited a unique flow pattern and velocity distributions, with excellent qualitative 
agreement between 4D-flow MRI and FSI simulations (Figs. 3, 4, and Supplementary Videos S4–S8). Highly 
complex and distinct flow patterns were observed in the proximal false lumen adjacent to the entry tear region. 
A high-velocity flow jet through the entry tear with impingement on the opposite FL wall was only observed in 
the TBADEN model. The impingement zone was also associated with a steep local pressure gradient affecting 
the FL wall (Fig. 4c). Helical flow patterns were also visible in the proximal TL close to the entry tear and were 
well captured by both techniques (Fig. 3b). In the distal part of the dissected descending aorta, the modified 
models, TBADEN and TBADEX , showed increased flow velocities in the TL (Fig. 3a, arrows), which was con-
sistent with the higher TL net flow volumes in these models, as reported below. In addition, TBADEX showed 
increased velocity through the exit tear compared to the TBADOR and TBADEN  models. The smaller exit tear in 
the TBADEX model also caused reversed flow distal to the exit tear (Fig. 3c, Supplementary Video S8), whereas 
TBADOR and TBADEN showed unidirectional laminar flow in this region. During diastole, additional flow 
oscillations through the entry tear (in particular for TBADEN , Fig. 4b), and persistent helical flow in FL (Sup-
plementary Videos S6, S7) were observed.

Flowrate measurements
FL flow ratio
The FL flow ratio ( FRFL , in % ) was defined based on the TL and FL net flow volumes ( QTL , QFL ) as:

FRFL was substantially decreased in the modified tear models, TBADEN and TBADEX , compared to the original 
TBADOR  model. Specifically, FRFL was 73.7%, 55.2% and 56.4% for 4D-flow MRI and 77.6%, 59.8% and 61.6% 
for FSI simulations (values given for TBADOR , TBADEN , and TBADEX , respectively).

Dynamic flowrates over the cardiac cycle
Transient flow rates at multiple cross-sectional landmarks showed higher systolic peaks in FSI simulations, 
whereas higher diastolic flow was observed in 4D-flow MRI (Fig. 5a). Damping of the flow waveform from 
DAoprox to DAodist as well as along the individual lumina was observed in all three models, with stronger damp-
ing in 4D-flow and 2D-PC data than in FSI simulations. Diastolic flow oscillations were most pronounced in FSI 
simulations, with short periods of reverse (i.e. negative) flow at t ≈ 500 ms. To further assess potential under-
estimation of systolic flow in 4D-flow MRI, 2D-PC measurements at identical locations were added to Fig. 5a.

(2)FRFL :=
QFL

QFL +QTL

∗ 100.
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Cross‑sectional area measurements
The cross-sectional lumen area was evaluated as absolute area, and as relative area changes over the cardiac 
cycle. For the latter, the first frame was used as the end-diastolic reference for normalization. In addition to 
area measurements during pulsatile flow, we also obtained absolute area values from the STL model file, from 
both “flow-off ” and steady flow MRI imaging datasets, and from steady flow FSI simulations. These additional 
measurements were all based on the TBADOR  model.

Absolute area measurements
FSI simulations, compared to 2D-cine MRI based wall contour tracking, resulted in smaller absolute cross-
sectional area at the majority of landmarks (Fig. 6b). Specifically, FSI-based area measurements in peak-systole 
and end-diastole (mean ± SD) differed from MRI-based values by (− 16.6 ± 10.5)%, (− 7.0 ± 11.2)% and (− 3.1 ± 
12.2)% for TBADOR , TBADEN , and TBADEX  respectively. Additional “flow-off ” experiments showed accept-
able agreement with STL-based values (− 4.7% ± 16.1%), but measurements during steady flow affirmed smaller 
absolute cross-sectional areas of the simulated deformable wall domain than in the printed model (− 0.6% ± 
10.4%). Numerical results for all area measurements are listed in Supplementary Table S9 and plotted in Sup-
plementary Fig. S10.

Figure 3.   (a) Streamlines at peak systole (t= 200 ms) rendered from 4D-flow MRI (top) and FSI-simulated 
(bottom) data. Each model exhibits unique local flow characteristics that are in agreement between techniques. 
Key observations include: (i) increased flow velocities through the entry tear region, particularly in TBADEN , 
and local helical flow in the proximal TL and FL in the vicinity of the entry tear (blue box, close-up view in (b)); 
(ii) increased TL flow velocity for the modified TBADEN and TBADEX  models (arrows); (iii) flow jet through 
small size exit tear in TBADEX , with recirculating TL flow distal to the exit tear (orange box, close-up view in 
(c)). Graphics created using ParaView (v5.7, https://​www.​parav​iew.​org).

https://www.paraview.org
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Relative area changes over cardiac cycle
Figure 5b displays transient curves of relative cross-sectional areas for TBADOR , TBADEN , and TBADEX : TL 
areas increased by a factor of up to 1.02, 1.04 and 1.03 in the experiments and up to 1.03, 1.06 and 1.03 in FSI 

Figure 4.   Flow and pressure dynamics in the arch region. Velocity vectors in the aortic arch at (a) peak systole 
(t= 200 ms) (b) and mid-diastole (t= 600 ms) based on 4D-flow MRI data and FSI simulations. During systole, 
flow patterns are in agreement between both modalities and for each model, but velocities are higher in FSI 
simulations. Mid-diastole renderings reveal a secondary push through the entry tear, that is most pronounced 
in TBADEN . For full-cycle animations refer to Supplementary videos 1–5. (c) Absolute pressure at the lumen 
boundary (t = 250 ms) from the FSI simulations. TBADEN shows a local pressure difference of ≈ 35 mmHg in 
the FL impingement zone. Graphic created using ParaView (v5.7, https://​www.​parav​iew.​org).

https://www.paraview.org


9

Vol.:(0123456789)

Scientific Reports |        (2023) 13:22557  | https://doi.org/10.1038/s41598-023-49942-0

www.nature.com/scientificreports/

simulations over the cardiac cycle. FL areas increased by a factor of up to 1.04, 1.04, and 1.05 in experiments 
and up to 1.05, 1.03 and 1.05 in FSI simulations for TBADOR , TBADEN , and TBADEX , respectively. TL in 
TBADEX showed a slight collapse at the distal landmarks TL4 ( ≈ − 1%) and TL5 ( ≈ − 3%), as captured best in 
FSI simulations; 2D-cine MRI data did not fully reveal this behavior.

Pressure
Pressure drops along centerline
Peak-systolic pressure ( Psys ) at twelve pressure mapping landmarks was normalized with respect to the peak-sys-
tolic pressure at inlet (Fig. 6a). Overall, inlet to outlet pressure drops were smallest in the original TBADOR model 
(2% and 7%), and larger for the modified TBADEN (9% and 20%) and TBADEX (18% and 19%); given value pairs 
correspond to experiments and FSI simulations.

Pressure drop across the entry tear (i.e. TL entering FL, see inlet to FL1) was largest in TBADEN , with a 
decrease of 17% and 20% in experiments and FSI simulations, respectively. Pressure drop across the exit tear 
(i.e. FL merging back into the TL, see FL5 to outlet) was largest in TBADEX , with a pressure decrease by 11% 
and 14% in experiments and FSI simulations, respectively.

Figure 5.   (a) Flow rates over the cardiac cycle along the dissected descending aorta based on 4D-flow MRI 
(green), FSI simulations (blue), and 2D-PC MRI (black, dashed). (b) Cross-sectional area over the cardiac cycle 
based on 2D-cine MRI (light blue) and FSI simulations (purple). Relative area change was defined as absolute 
area divided by area in the first cycle frame. For landmark label definition see Fig. 2a.
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For all models, peak-systolic pressure did not drop noticeably along the FL centerline (FL1 to FL5). However, 
pressure values steadily decreased along the TL (TL2 to TL5), with the strongest TL pressure decline observed in 
TBADEX  (15% and 20% in the experiments and FSI simulations, respectively). The largest discrepancy between 

Figure 6.   (a) Relative pressure (i.e. normalized to peak pressure at inlet) drops along the aortic centerline 
including inlet), outlet), as well five landmarks in both the TL and FL. (b) Maximum cross-sectional area 
measurements at the identical landmarks used for pressure mapping, except for AAo, which was chosen over 
’inlet’, since inlet is fixed both in the 3D-printed model and in the simulation setup. Dashed bars denote area 
values obtained from the STL model file, squares denote size of entry tear, and triangles denote size of exit tear. 
For landmark label definition see Fig. 2a.
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experimental pressure measurements and FSI simulations was found in the TBADEN  model, particularly in 
the FL. Here, inlet to FL pressure (at FL1) dropped by ≥ 20% in FSI simulations, but ≤ 10% in the experiments.

TL‑FL pressure differences
Inter-luminal pressure differences were calculated as

at five locations along the dissected aorta. �PTL−FLwas substantially affected by tear size and steadily decreased 
from proximal to distal locations (Fig. 7). �PTL−FLwas positive at all landmarks and throughout the cardiac cycle 
for TBADOR and TBADEN , with maximum systolic differences of (7.9, 11.0) mmHg for TBADOR and (14.6, 28.9) 
mmHg for TBADEN . TBADEX FL pressure exceeded TL pressure by up to (13.2, 20.6) mmHg during systole; 
values are given for catheter-based and simulated data, respectively.

At end-diastole, FSI-simulated TL and FL pressures were in approximate equilibrium 
(-0.5 mmHg< �PTL−FL < 1 mmHg), whereas experimental pressure measurements resulted in �PTL−FL �= 0 . 
Inter-luminal diastolic pressure differences measured slightly positive for the TBADOR and TBADEN mod-
els (0.9 mmHg< �PTL−FL < 3.2 mmHg), and negative for the TBADEX model (− 7.6 mmHg< �PTL−FL < 
− 5.5 mmHg).

Discussion
Hemodynamic factors—together with biomechanical, mechanobiological, genetic, and morphological factors—
underlie the development and progression of aortic dissection and are being investigated as biomarkers for 
prognosis and treatment decisions. The complex interplay between these factors is incompletely understood, 
and evolving computational methods to obtain patient-specific hemodynamic must be rigorously validated. The 
present study assessed the hemodynamic effects of entry and exit tear size variations in a patient-specific TBAD 
model using two modalities. We directly compared hemodynamic features of FSI simulations against in vitro 
MRI and catheter-based pressure data in compliant 3D-printed TBAD models. The in vitro approach enabled 
the study of quantitative hemodynamics in a highly controlled environment and without a scan time limitation. 
Moreover, the experiments informed the boundary conditions and material parameter specifications in the FSI 
simulations with catheter-based pressure data and high fidelity material property estimates, which are not typi-
cally available in any clinical setting23.

Local and global flow helices, recirculation zones, and flow jets through tears were visualized in fine detail via 
streamlines, and were well captured in both 4D-flow MRI and FSI simulations. In particular, local helices in the 
vicinity of the entry tear (Fig. 3b, TBADEN ) and distal to the exit tear (Fig. 3c, TBADEX ) are strikingly similar 
using both techniques. The emergent entry tear flow jet in TBADEN impinging on the opposite FL wall, creating 
a local pressure gradient was equally demonstrated by 4D-flow MRI and FSI (Fig. 4a). This impingement zone 
may promote tissue degradation and destructive remodeling via mechanobiological pathways and potentially 
lead to aneurysmal degeneration52,53.

Comparing results between both modalities (FSI and MRI), in systole, FSI simulations displayed overall 
higher flow velocities, whereas in diastole, 4D-flow measured higher velocities. Similarly, simulated flow rates 

(3)�PTL−FL := PTL − PFL

Figure 7.   Inter-luminal pressure difference �PTL−FL between TL and FL according to pressure transducer 
measurements (top) and FSI simulations (bottom). �PTL−FL increased when the entry tear was made smaller 
( TBADEN ), and decreased—including negative pressure difference at distal landmarks—when exit tear made 
smaller ( TBADEX ).
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were higher in systole and lower in diastole when compared to MRI data, specifically in 4D-flow MRI (Fig. 5a). 
Two confounding effects may explain this result: First, there is general consensus that 4D-flow MRI underesti-
mates peak velocities when compared to 2D-PC MRI. Our results confirm that 2D-PC MRI consistently resulted 
in higher peak velocities, and therefore showed smaller discrepancies with FSI simulations. Second, less dampen-
ing seems to occur in FSI simulations. This is nicely reflected by the initially well matched flow rates (between 
2D-PC and FSI) at landmark inlet, but then higher systolic and lower diastolic flow (for FSI simulations) at all 
downstream landmarks.

Entry and exit tear size considerably affected inter-luminal pressure differences and true and false lumen flow 
splits. Peak-systolic �PTL−FL was positive in the TBADOR model (up to 11.0 mmHg), then further increased 
in the reduced entry tear model (up to 28.9 mmHg), but flipped to negative in the reduced exit tear model (up 
to − 20.6 mmHg). Additionally, both of the tear-modified models significantly reduced FRFL down to 75% of 
the initial TBADOR value. This drastic FRFL reduction indicates that the flow throughput is dictated by the total 
resistance and independent of the location of the narrowing. Consequently, it appears that despite the decrease 
in FRFL an increase in outflow resistance—which only occurred in the TBADEX model—contributes to FL pres-
surization, which is thought to promote FL degeneration and aneurysm formation.

Inter-modality comparison showed overall acceptable agreement for �PTL−FL . Both FSI simulations and cath-
eter-based measurements link a small exit tear to false lumen pressurization, which is hypothesized to increase 
the risk for late adverse events in TBAD patients. Moreover, our results align with findings by Cuellar-Calabria 
et al.21, who identified “entry tear dominance” (here: TBADEX model) as a predictor of late adverse events. 
Absolute numbers for FSI-derived �PTL−FL deviated from catheter-based measurements and showed (1) greater 
systolic inter-luminal pressure gradients, and (2) diastolic inter-luminal pressure equilibrium at all landmarks, 
rather than �PTL−FL  = 0 in catheter-based measurements. To explain these effects, we revisited potential causes 
as follows: differences of actual tear size between the 3D-printed model and the digital wall model, wall and 
fluid mesh coarseness distal to the exit tear, and catheter-based measurement inaccuracies relative to measured 
�PTL−FL . But, none of these additional analyses led to a sound explanation as to why these discrepancies occured.

Tear size alterations also affected peak-systolic pressure drops along the luminal centerline. First, simulated 
and measured data agreed on substantially greater inlet to outlet pressure drops in both of the tear-modified 
models. Similar trends that describe increased pressure drops have been reported for aortic coarctation54,55, 
which refers to a focal narrowing of the proximal descending aorta. Second, the modification of tear size led 
to different locations of the steepest pressure drop along the centerline (Fig. 6). TBADEN exhibited the largest 
gradient across the entry tear; whereas TBADEX exhibited the largest gradient across the exit tear. Although 
simulated data presented larger pressure drops between centerline locations, relative trends again were well-
matched between modalities.

In addition to the effect of entry and exit tear sizes, our results also showcase the relationship between the 
cross-sectional luminal area and the Psys drops along the respective luminal centerlines. Along the TL centerline, 
Psys decreased incrementally, while the cross-sectional area narrowed considerably further downstream—that is, 
the area at TL5 was 24% of the area at TL1. In comparison, our results suggest no considerable drop of Psys along 
the FL centerline, along which cross-sectional area values remained approximately constant.

The combined results for �PTL−FL and relative area change over the cardiac cycle also revealed the well known 
clinical phenomenon of TL compression and collapse. If only FSI simulation are considered, one can deduce: 
�PTL−FL > 0 caused an increase in TL area, �PTL−FL ≈ 0 was reflected by negligible area change (that is, constant 
area through the cycle), and �PTL−FL < 0 (as observed in the TBADEX model only) caused a decrease in TL 
area, corresponding to a compression of the TL. Area measurements from 2D-cine MRI also hint at potential 
TL collapse in the TBADEX  model.

Three limitations of the present study should be addressed. First, several assumptions simplified the actual 
TBAD in vivo scenario: Both experiments and simulations utilized a uniform thickness and elasticity for the outer 
aortic wall and the dissection flap. Thus, we are unable to analyze effects of spatially varying or non-isotropic 
wall characteristics on hemodynamics. The FSI simulations also did not pre-stress the wall domain. While this 
matches the in vitro measurements for a 3D-printed models, any study that considers inherently pre-stressed 
in vivo tissue and data may require incorporation pre-stress effects23. In addition, the ETS modeling parameters in 
the FSI simulations were applied uniformly. Both the presented in vitro embedding of the models, and likely also 
the surrounding of the thoracic aorta in vivo, is expected to non-uniformly restrict the movement of the outer 
aortic wall. We also acknowledge that blood is a non-Newtonian fluid with shear-thinning properties, especially 
prominent in regions with low shear rates56,57. However, we used a Newtonian fluid in the experimental setup 
and therefore modeled the fluid as Newtonian in the simulations to facilitate the direct comparison.

Second, retrieving precise wall deformation measurements of the 3D-printed models was limited by 2D-cine 
MRI spatial resolution as well as the inherent error of the registration-based wall tracking algorithm. Specifically, 
this affected area measurements in the relatively small-sized TL. While obtaining structural motion from FSI 
simulations can be considered error-free, measuring area based on the given 2D-cine MRI is not. Future works 
must refine methods for measuring wall and flap motion in the experimental setup.

Lastly, this study investigated only a single TBAD case with its unique patient-specific features; specifically, 
no fenestration points (that is, additional small communications between the TL and FL along dissection flap) 
were present, the dissection did not extend distal to the celiac trunk, and—for feasibility purposes—we excluded 
intercoastal arteries when building the model. Novel advances in 3D printing, specifically the integration of tissue 
mimicking materials, provide excellent versatility in model manufacturing regarding global and local geometry, 
thickness and elasticity—a technical tool that could be leveraged in future works.

In conclusion, this work describes changes in the TBAD hemodynamics due to tear size alterations while 
comparing results from in vitro MRI and pressure mapping experiments with FSI simulations. In particular, 
the results demonstrate FL pressurization owing to a decreased exit tear size—with well-matched observations 
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between measurements and simulation. The present study contributes to a better understanding of the interplay 
between TBAD morphology and associated quantitative hemodynamics.

Data availibility
TBAD model files (.stl), MRI data (.dcm), pressure traces (.csv), and FSI-simulated data (.vtu) are publicly avail-
able through Stanford Digital Repository “TBADFlow”: https://​purl.​stanf​ord.​edu/​tz375​fg1985.
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