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Advancing prostate cancer 
detection: a comparative analysis 
of PCLDA‑SVM and PCLDA‑KNN 
classifiers for enhanced diagnostic 
accuracy
Priya Dubey * & Surendra Kumar 

This investigation aimed to assess the effectiveness of different classification models in diagnosing 
prostate cancer using a screening dataset obtained from the National Cancer Institute’s Cancer Data 
Access System. The dataset was first reduced using the PCLDA method, which combines Principal 
Component Analysis and Linear Discriminant Analysis. Two classifiers, Support Vector Machine (SVM) 
and k-Nearest Neighbour (KNN), were then applied to compare their performance. The results showed 
that the PCLDA-SVM model achieved an impressive accuracy rate of 97.99%, with a precision of 0.92, 
sensitivity of 92.83%, specificity of 97.65%, and F1 score of 0.93. Additionally, it demonstrated a 
low error rate of 0.016 and a Matthews Correlation Coefficient (MCC) and Kappa coefficient of 0.946. 
On the other hand, the PCLDA-KNN model also performed well, achieving an accuracy of 97.8%, 
precision of 0.93, sensitivity of 93.39%, specificity of 97.86%, an F1 score of 0.92, a high MCC and 
Kappa coefficient of 0.98, and an error rate of 0.006. In conclusion, the PCLDA-SVM method exhibited 
improved efficacy in diagnosing prostate cancer compared to the PCLDA-KNN model. Both models, 
however, showed promising results, suggesting the potential of these classifiers in prostate cancer 
diagnosis.

Globally, prostate cancer ranks among the primary causes of cancer-related mortality in men. It is a critical 
public health issue requiring accurate diagnostic procedures for prompt detection and treatment. However, 
current methods for diagnosing prostate cancer, such as the Prostate-Specific Antigen (PSA) screening test and 
the Digital Rectal Exam (DRE), have limitations that necessitate further investigation.

However, current diagnostic techniques such as the Prostate-Specific Antigen (PSA) screening test and Digital 
Rectal Exam (DRE) have limitations, leading to false positives and over-diagnosis. The dramatic difference in 
survival rates between benign and aggressive prostate tumors underscores the need for reliable diagnostic tools 
to enhance patient outcomes1–3.

Given the alarming statistics pertaining to prostate cancer, it is evident that accurate diagnostic methods are 
essential for effective treatment and enhanced patient outcomes. Prostate cancer is the second most common 
cause of death in men over the age of 65. It is anticipated that there will be around 0.25 million new instances of 
prostate cancer in the United States alone, with a 13% mortality rate within the next year4. Globally, it is expected 
that approximately 27% of the estimated 1.4 million cases of prostate cancer would result in mortality5.

It is critical to emphasize the dramatic difference in survival rates between benign and aggressive prostate 
tumors. While benign cases have a five-year survival rate of 100%, malignant patients have a far lower survival 
rate of only 31%6,7. This highlights the important need for reliable diagnostic tools capable of distinguishing 
benign from malignant instances, allowing for earlier targeted therapies to enhance patient outcomes.

To address this need, researchers have access to diverse datasets from various academic sources and scientific 
databases such as PubMed and Google Scholar. Some of these datasets are well organized and structured but most 
of them are unstructured and needs data pre-processing and data standardization8. The real-world dataset that 
contains information on screening results may be used to acquire the prostate results and examine the variance 
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in gland size and how they may aid in disease diagnosis. A variety of these datasets are prone to different issues, 
including the following:

•	 Some of the datasets have traits that are particularly significant in cancer identification, however, the majority 
of the benchmark datasets do not. These properties are absent from the majority of the datasets. Take, for 
instance, the size-sag and size-trans variables in the PLCO dataset9. Most of the datasets that are available 
today don’t pay much attention to these attributes.

•	 Since the pre-processed standard datasets are often of a hypothetical character, the results of any research 
that is carried out on them are not applicable in the actual world.

•	 Only a handful of the datasets that may be accessed contain absolutely no missing data or only a very minute 
portion of it. Real-world medical data that is currently available does not support this assumption. Because 
of this, the strategies that were used to fix this problem are quite different across the different datasets.

In light of the challenges mentioned earlier, the primary objective of this research is to address the limitations 
in prostate cancer screening datasets by employing various data pre-processing methods. The goal is to create 
a standardized dataset that includes essential characteristics relevant to prostate cancer diagnosis. Moreover, 
the study aims to investigate the interdependency among these features, understanding how they collectively 
contribute to accurate classification.

In prostate cancer research, one well-known dataset is the Prostate, Lung, Colorectal, and Ovarian (PLCO) 
Cancer Screening Trial10. However, initial screening datasets often suffer from the “curse of dimensionality,” 
containing an extensive number of characteristics that can adversely affect model performance. To overcome 
this challenge, dimension reduction techniques, such as PCLDA, are applied to reduce the number of features 
while preserving their discriminative power.

AI-based solutions have been at the forefront of addressing complex challenges in various domains, including 
healthcare. In retinal disorders, cancer detection, finger vein recognition, and other fields, AI has revolutionized 
the way we approach diagnosis and decision-making11–18. These AI-based approaches have shown great promise 
in improving diagnostic accuracy and efficiency, allowing for automated detection and classification of diseases 
with high precision.

Drawing from the advancements in AI and combining them with dimension reduction techniques like 
PCLDA, this research aims to develop a robust and accurate classification model for prostate cancer. The PCLDA-
based model, along with SVM and KNN classifiers, classifies prostate results into three classes: negative (Class 1), 
abnormal-suspicious (Class 2), and abnormal-non-suspicious (Class 3). By integrating AI into prostate cancer 
diagnosis, the study seeks to achieve earlier detection of aggressive cases and provide personalized treatment rec-
ommendations for better patient outcomes. Below is a summary of the significant contributions of this research:

•	 In this research work, a novel PCLDA-based classification model is developed to extract the most significant 
features from the acquired dataset.

•	 A standardized dataset is provided that may be used by researchers in the further data processing.
•	 Both the PCLDA-SVM and PCLDA-KNN classification model are based on one-vs-one classification thus 

resulting in multiple classes that are: negative, suspicious and abnormal non-suspicious
•	 The evaluation of each model’s performance on 57,698 participants suggests that the suggested strategy has 

excellent potential for generalization.

The following is the article’s structure: In “Introduction” section of this paper , a concise overview is provided 
about the PCa biomarkers and the data processing procedures. “Related works” section gives a brief review on 
the related works. All of the characteristics of the datasets and the methodology used are explained in “Method-
ology” section. The discussion and analysis of the results can be found in “Result and discussion” section, and 
the conclusion can be found in “Conclusion” section.

Related works
In the realm of medical data analysis, numerous approaches have been explored and refined to ensure accurate 
and reliable results. The preprocessing of medical data plays a pivotal role in optimizing the performance of 
machine learning and deep learning algorithms, particularly in the context of diagnosis and classification tasks. 
In recent years, there has been a remarkable surge in the adoption of advanced techniques in this domain.

One notable study conducted by Bilal et al. showcased the effectiveness of various classification techniques 
in addressing specific medical challenges. For instance, they employed Binary Tree, Support Vector Machine 
(SVM), and k-Nearest Neighbors (KNN) algorithms to classify and detect Diabetic Retinopathy with an impres-
sive accuracy of 98.06%11,12. Moreover, they leveraged the power of Convolutional Neural Networks (CNN) for 
lung nodule detection, demonstrating the potential of deep learning in this critical area of medical imaging 
analysis15,17.

Jenny and Preetha19 used a method that combines Principal Component Analysis (PCA) and Linear Discri-
minant Analysis (LDA) to get rid of noise and get rid of features that didn’t belong in the breast cancer dataset. 
Alshareef et. al. used a logarithmic transformation to turn an asymmetrical prostate cancer dataset into a sym-
metrical one so that appropriate results could be obtained through statistical testing. They used a technique called 
scaled variance to normalize the dataset, replacingany values in the dataset with their average value. They used a 
filter called the flat pattern filter, which eliminates genes to make the dataset that is used for studying biologically 
meaningful phenomena easier to work with20.
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Boluwaji et.al. developed an SVM based early detection model for prostate cancer with an accuracy of 90% 
and sensitivity of 94%. They performed on Kaggle datasets and used the PCA technique for feature reduction 
and then compared the SVM-PCa result with that of Logistic Regression21.

Adiwijaya et al.22 performed PCA feature reduction on the DNA microarray data along with SVM and back-
propagation classifiers resulting in an accuracy of 94.98% and 96.07% accuracies, respectively.

Some researchers applied KNN with eight features and Decision tree (DT) Classifiers on histopathology 
images of prostate cancer and showed the KNN method had better accuracy of 84.44% with 100% sensitivity 
and specificity23.

Some of the research works focuses on detecting diabetic retinopathy using U-Net, transfer learning, weighted 
filters, and grey wolf optimization. These AI-based technologies have the potential to improve the accuracy and 
efficiency of identifying diabetic retinopathy from fundus images, allowing for earlier intervention and vision 
loss prevention13,14.

Another study uses neuro-optimization to optimize numerical models for HIV infection therapy, which could 
lead to better drug discovery and personalized treatment regimens16,18. These papers highlight the expanding 
importance of AI in biomedical research, offering promising tools to improve medical diagnosis and patient 
outcomes.

Methodology
We acquired data from the Cancer Data Access System (CDAS) project of the National Cancer Institute (NCI) 
with PLCO id 93424. Every methodology employed in this study was completely adhered to the applicable 
standards and regulations. The National Cancer Institute (NCI) carefully reviewed the project proposal and 
approved it, ensuring that it met established research criteria. To increase data quality and usability for analysis, 
the unstructured dataset was preprocessed. First, inefficiencies and inconsistencies in the dataset were identified. 
Then, to standardize all variables, we employed data normalization. To minimize dimensionality, the researchers 
employed PCLDA, which combines PCA and LDA. To maximize dataset variance, PCA transforms variables 
into uncorrelated principal components. This reduces dimensionality while retaining the majority of the dataset’s 
information. LDA maximizes the separation of dataset classes. By projecting data into a lower-dimensional space, 
LDA improves categorization. The PCLDA approach decreases the dimensionality of a dataset while retaining 
discriminating information. To minimize data dimensionality and improve discriminating, PCLDA combines 
PCA and LDA.

Data description.  The PLCO dataset consisted of 177,314 entries and 80 columns. These selected features 
included PSA and DRE cancer screening results, blood draw results, QA DRE results, explanations for insuf-
ficient tests, and any further abnormalities that were not malignant. Table 1 shows the data attributes for screen-
ing datasets and their descriptions. Figure 1 gives the statistical information about important features of data 
(Fig. 2).

Data pre‑processing.  The Screening dataset undergoes an initial step of data pre-processing to ensure its 
quality and integrity. Null values, also known as missing values, can hinder accurate analysis and interpretation 
of the data. Therefore, appropriate measures are taken to address these null values based on the specific feature 
being considered. These null values are handled by either removing them entirely from the dataset (if null values 
> 70%) or replacing them with a suitable value (i.e. mean or max value) that reflects the overall characteristics 
of the feature.

By employing these data pre-processing techniques, the Screening dataset becomes more suitable for subse-
quent analysis, enabling reliable insights to be derived from the refined data.

The data pre-processing involves cleaning the data, dealing with the NaN values and removing outliers in 
the following ways: 

Table 1.   Data attributes and their description.

Attribute name Values Description Text

dre pvis1 1–4 Days between randomization and DRE screening 1 → The first visit; 2 → Second visit and so on

dre ref 1–4 Referral status for dre 1 → Significant Abnormality, 2 → Moderate Abnormality, 3 → Slight Variation from Normal, 
4 →Normal

find enlrg 1 Additional enlargement information 1 → Yes

prospalp 0–1 Prostate palpability 0 → No, 1 → Yes

sizesag 0.5–8 Sagittal gland size Numeric

sizetran 0.5–9 Transverse gland size Numeric

psa level 0–1137.5 PSA level recorded for screening Numeric

dre result 1–9 DRE screening result 1 →Negative(NG), 2 → Abnormal, suspicious (AS), 3 → Abnormal, non-suspicious (ANS), 4 →

Inadequate screen (IN), 8 → Not done, expected, 9 → Not done, not expected”

psa result 1–8 PSA screening result 1 →NG, 2 → AS, 4 → IN, 8 → Not done

pros result 1–4 Combined prostate screening result 1 → NG, 2 → AS, 3 → ANS, 4 → IN
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(a)	 data cleaning This stage involves the management of NaN values in datasets. This may be accomplished 
in various ways, including removing these numbers or replacing them with the most frequent values, the 
mean value, or the standard deviation. The minimum values of their respective attributes are substituted 
for NaN values in PLCO datasets.

(b)	 Removing Outliers Each characteristic is box plotted to identify outliers. The removal of these points further 
cleans the data. The dataset is then normalised using the min–max approach.

Statistical tests.  Understanding the relationships between variables is crucial in extracting meaningful 
insights from datasets. This is done by performing some standard statistical test on the data. First of all, a rela-
tionship map that visually represents the correlations between the variables (Fig. 3). This map serves as a graphi-
cal tool to identify patterns and potential connections among the ’psa result’, ’dre result’, and ’prostate result’. 
Next, Bayesian correlation is computed to understand the strength and direction of the relationship between 
these variables (Fig. 4).

Different non-parametric tests are performed on the resulting dataset and are summarized in Fig. 5. One-
sample Chi-square test results and one-sample Kolmogorov–Smirnov test results are shown in Figs. 6 and 7 
respectively. The one-sample chi-square test determines if the observed and predicted frequencies in a categorical 
data sample differ significantly. The chi-square test compares observed frequencies to anticipated frequencies to 
evaluate if there is evidence to reject the null hypothesis and conclude that the categorical variable’s distribution 
differs significantly. A non-parametric statistical test called the Kolmogorov–Smirnov test evaluates whether a 
sample follows a given probability distribution or if two samples are derived from the same distribution.

Another non-parametric test, called Friedman test is applied to determine if there is a significant inter 
dependency between the psa result, dre result, and prostate result variables. The null and alternate hypothesis 
are defined as:

HO : There is no significant relationship or dependence between the psa result, dre result, and prostate result 
variables.

HA : There is a significant relationship or dependence between the psa result, dre result, and prostate result 
variables. The p value obtained was 0.0 with test statistics of 167424.0381697389. The test statistic indicates the 

Figure 1.   Statistical description of prostate cancer dataset.
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Figure 2.   Flow diagram for proposed methodology.
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overall level of difference among the variables, while the p value assesses the statistical significance of these 
differences. The obtained p value of 0.0 suggests strong evidence to reject the null hypothesis of no difference 
among the variables.

Features extraction and dimension reduction.  After the dataset has been pre-processed, the impor-
tant features are extracted from it. These characteristics include the PSA level, the findings of the DRE, the 
prostate result, as well as the sagittal size and transverse size of the prostate glands. After that, the Standard scaler 
method from the NumPy library is used to adjust the values of these features.

To handle the initial dataset’s large dimensionality, which consisted of 80 columns, various dimension reduc-
tion techniques are employed. Specifically, three approaches, namely Principal Component Analysis (PCA), 
Linear Discriminant Analysis (LDA), and PCLA (a fusion between PCA and LDA), are utilized. These techniques 
aid in obtaining a more comprehensive understanding of the extensive dataset. PCA identifies the principal 

Figure 3.   Relationship map between the variables psa result, dre result and pros result.

Figure 4.   Bayesian correlation between psa result, dre results and pros results.
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components that capture the maximum variance in the data, allowing for a lower-dimensional representation. 
LDA, on the other hand, focuses on finding a projection that maximizes class separability, thus facilitating bet-
ter discrimination between different classes. PCLA combines the strengths of both PCA and LDA, leveraging 
their complementary aspects to achieve improved dimension reduction and enhanced class separation25,26. The 
resulting datasets is then separated into test data and training data. A classifier is then given the training and 
testing data to categorize the prostate findings (i.e. pros results). There are three classes: class 1 for prostate test 
findings that are negative, class 2 for suspicious results, and class 3 for abnormalities that are not suspicious. 
Figure 2 illustrate the phases of the suggested technique.

Principal component analysis (PCA).  Principal component analysis is a feature reduction methodology that 
recognizes correlations and patterns in a dataset so that it may be translated into a much lower-dimensional 
dataset without losing crucial information27,28. Figure 9 represents the steps involved in PCA technique.

The first stage is the normalisation of the data, followed by the evaluation of the covariance matrices. Covari-
ance matrices, given by C, illustrate the connection between variables in a dataset.

It is essential to identify variables with a high degree of dependency since they include misleading and redundant 
information that reduces the model’s overall performance. The eigenvectors and their respective eigenvalues are 
then assessed and placed in decreasing order. The eigenvector with the greatest eigenvalues is the most significant 
and is the first Principal Component. The eigenvalues are given by eis:

C =
























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1.00 0.019 − 0.016 − 0.011 0.002 0.032 0.014 0.005 0.1 0.096
0.019 1.00 0.09 0.072 0.063 − 0.048 − 0.102 0.120 − 0.123 − 0.123
−0.016 0.09 1.00 0.741 0.08 0.002 0.148 0.18 0.104 0.103
−0.011 0.072 0.741 1.00 0.087 − 0.002 0.143 0.198 0.100 0.099
0.002 0.064 0.08 0.088 1.00 − 0.013 − 0.002 0.301 − 0.022 − 0.022
0.032 − 0.048 0.002 − 0.002 − 0.013 1.00 0.33 − 0.035 0.321 0.321
0.014 − 0.102 0.148 0.143 − 0.002 0.329 1.00 − 0.019 0.840 0.840
0.005 0.120 0.18 0.198 0.301 − 0.035 − 0.019 1.00 − 0.051 − 0.047
0.096 − 0.123 0.104 0.100 − 0.022 0.321 0.839 − 0.051 1.00 0.999
0.096 − 0.123 0.103 0.099 − 0.022 0.321 0.839 − 0.04 0.999 1.00
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ei =
[

3.97 1.89 1.174 1.006 0.926 0.850 0.682 0.225 0.258 0.00065
]

Figure 5.   Non-parametric test results for prostate cancer dataset.
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The cumulative variance is visualized by plotting it against the Principal Components (PCs) (see Fig. 8), illustrat-
ing that the first PC exhibits the highest variance, followed by the second PC, and so on. This plot emphasizes the 
progressive decrease in variance as we move towards higher-order PCs, highlighting the significance of the initial 
PCs in capturing the maximum amount of variance in the dataset. The algorithm 1 summarises these stages.

Figure 6.   Plot using Chi-square tests: (a–c) shows the frequency plots and (d–f) are the tabular results for dre 
results, psa results and pros results respectively.
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Figure 7.   Plots using one-sample Kolmogorov–Smirnov test.

Figure 8.   Cumulative Variance Ratio of Principal Components: The increasing ratio indicates the amount of 
information captured by the principal components.
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Algorithm 1 PCA algorithm

Require: Data standardization using z-score or min-max method

Evaluate: covariance matrix, cov =
[

cov(a, a) cov(a, b)
cov(b, a) cov(b, b)

]

where, cov(a, b) =
n
∑

i=1

(a− ā)(b− b̄)
n− 1

and n ⇒ no. of data

Obtain: Eigenvectors eis and their corresponding eigenvalues.
Arrange: The eigenvalues in descending order.
Compute: The Principal components (PCs).
Rearrange: The dataset with final PCs
Output: Dataset with reduced dimension

The PCA technique successfully reduced the dimensionality of the data to 10 dimensions. In order to further 
enhance the class separability, the next step involves applying the Linear Discriminant Analysis (LDA) technique, 
as illustrated in “ Linear discriminant analysis (LDA)” section. LDA aims to maximize the separation between 
different classes by finding a linear projection that maximizes the between-class variance and minimizes the 
within-class variance. This step will help uncover discriminative features that contribute significantly to the 
classification task, leading to improved class separability and potentially enhanced performance in categorizing 
the prostate findings (Fig. 9).

Linear discriminant analysis (LDA).  The objective is to project a dataset onto a lower-dimensional space with 
adequate class separability to prevent overfitting. The general strategy for LDA is quite comparable to that of 
a Principal Component Analysis; however, instead of looking for the component axes that maximize the vari-
ance of our data, we are interested in finding the axes that maximize the separation between multiple classes. 
Figure 10 and algorithm 2 summarizes the step involved in LDA. Here, Si is the scatter-matrix for ith class, SW is 
the for within class and SB for between-class.

Algorithm 2 LDA algorithm

Evaluate: d dimensional mean vectors mis for each class, mi = 1
ni

n
∑

x∈Di

xk

Compute: scatter matrices (S), SW s, where, SW =
c

∑

i=1

Si, Si =

n
∑

x∈Di

(x−mi)(x−mi)
T and SB =

c
∑

i=1

Si(mi −m)(mi −m)T , with m ⇒ total

mean Ni ⇒ sample size
Solve: Eigenvalue problem S−1

W SB

Arrange: The eigenvalues in descending order.
Select:kth eigenvector with the highest eigenvalue
Compute: The Linear Discriminants (LDs).
Rearrange: The dataset into new subspace n× k where n ⇒ no. of samples

The Linear Discriminants, represented by the vector, LDs:

The absolute values of the coefficients in the vector of linear discriminant might be taken into account to iden-
tify the most significant linear discriminant. The feature or feature combination that contributes most to class 

[

−0.5 2.5 2.7 − 0.3 − 1.09 − 0.26 − 3.1 − 0.2 − 0.28 − 15.6
]

STANDARDIZATION OF DATA 
(MIN-MAX METHOD 

Z-SCORE METHOD ETC.)

Computing the co-variance matrix

Calculate the eigen values and eigen vectors

Computing the Principal Components (PCs)

Rearrange the data with final principal components and
most significant information

Figure 9.   PCA process.
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separation is indicated by the linear discriminant with the largest absolute value.By projecting the data onto this 
discriminant, the class separability is improved, enabling more effective classification of the prostate findings.

Splitting dataset: training and testing data.  After obtaining the PCs and LDs, they are joined for the PCLDA 
method. The datasets are divided into training and testing data: the training dataset, which accounts for 80% of 
the data, and the testing dataset, which accounts for the remaining 20%. When PCs and LDs are joined, a new 
feature space is created, which is then fed into the training and testing stages. Figure 11 shows the data splitting 
process.

Classification model based on SVM and KNN.  Our module for classification consists of two categorization 
processes: the training and testing phases. During the training phase, the model was trained by applying an 
input feature set extracted using PCA and LDA transformation models to the model’s built-in SVM29and KNN 
classifiers with k = 5.

SVM
SVM is often used as a supervised machine learning technique for multivariate classification for separating 

the two data groups. The classification of data into different classifications requires a hyperplane. This can be 
mathematically expressed as:

where W represents weight vectors, namely W = {w1,w2,w3, . . . ,wn} ; n represents the number of features; and 
b

||w|| denotes the offset to hyperplane. Tow hyper planes H1 and H2 are selected such that they satisfy:

For ith point, using Eqs. 2 and 3, The following inequalities hold:

We get the optimization problem using Eqs. 4 and 5 :

Due to its exceptional performance in handling high-dimensional data and its ability to mitigate overfitting, 
the Support Vector Machine (SVM) algorithm has proven to be an invaluable tool in prostate cancer screening. 
SVM demonstrates its prowess by effectively handling datasets with numerous features, which is particularly 
relevant in cancer screening scenarios that involve considering multiple biomarkers. Moreover, SVM’s capability 
to handle imbalanced datasets is particularly advantageous when dealing with cancer screening data character-
ized by unequal class distributions.

To optimize the SVM classifier, we embarked on an extensive hyperparameter tuning process. Initially, we 
employed the default hyperparameters provided by the SVM algorithm. Subsequently, we employed the Grid-
SearchCV method, a powerful technique for hyperparameter optimization, to further enhance the SVM model’s 
performance. The optimal hyperparameters identified through GridSearchCV were ’C’: 100, ’gamma’: 1, resulting 
in a best score of 0.9834. These hyperparameters were specifically chosen to enhance the SVM model’s perfor-
mance on our prostate cancer screening dataset.

KNN

(1)WTx − b = 0

(2)H1 : W
Tx − b = 1; everything above this line belongs to one class

(3)H2 : W
Tx − b = −1; everything below this line belongs to other class

(4)WTxi − b ≥ 1; if yi = 1

(5)WTxi − b ≤ −1; if yi = −1

(6)yi(w
Txi − b) ≥ 1∀i ∈ 1, . . . n

STANDARDIZATION OF DATA 
(MIN-MAX METHOD 

Z-SCORE METHOD ETC.)

Compute the mean vectors for each class of the dataset
and the scatter matrices

Calculate the eigen values and eigen vectors for
corresponding scatter matrices

Sorting the eigen values in descending order and
choosing the kth eigenvector with largest eigenvalue

Transforming the dataset into new space along Linear
Discriminants (LDs)

Figure 10.   LDA process.
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KNN is one of the non-parametric machine learning algorithms. This classifier stores training instance data 
since constructing a Generalised Internal model is challenging. At each breakpoint, categorization values are 
calculated using the clear majority. For each data class, the query point given indicates the highest value inside 
k-NN. The classifier calculates the euclidean distance di s between training data points xi s. These distances are 
then sorted in ascending order. The first positive k and their corresponding points are found. The data point x 
belongs to the ith class if the following equation holds true:

In K-Nearest Neighbours (KNN) classification, it is very important to find the right amount of neighbours (K). 
To do this, we carefully plotted the error rate against K for both the training and testing datasets. Our goal was 
to find the best number that minimizes errors while reducing the risks of overfitting and underfitting. The error 
rate versus K plot (Fig. 12) showed that K = 10 was the best choice because it had the lowest error rate for both 
the training set and the test set.

The algorithms 3 and 4, respectively, represent the SVM and KNN classifiers. This is a multi-class classification 
issue, including three classes: class 1 for negative prostate test results, class 2 for suspicious results, and class 3 
for non-suspicious anomalies. The confusion matrix between testing data and predictions was then examined. 
Finally, the classification report for the performance analysis of several proposed strategies is prepared.

Algorithm 3 SVM algorithm 30

Require: Data-splitting into Xtrain, ytrain, Xtest and ytest
Draw: A hyperplane satisfying WTx− b = 0, where W ⇒ normal vector to
hyperplane � b

||w|| determines the offset to hyperplane
Draw: Two parallel hyperplanes satisfying wTx− b = 1 and wTx− b = −1
Obtain: The optimization problem:

min
w,b

||w||22
subject to yi(wTxi − b) ≥ 1∀i ∈ 1, ...n

where, xi ⇒ support vectors
Output: w and b determine the classifier

(7)ki > kj∀i �= j then x ∈ ithclass

LDA

PLCO-934 
from CDAS

Calculate PCs Calculate LDs

PCA

Combined PCs and LDs

Training data 
X_train, y_train

Testing data 
X_test, y_test

Classifiers

Performance Evaluation

Figure 11.   Data splitting into training and testing data.
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Algorithm 4 KNN algorithm 31

Require: Data-splitting into Xtrain, ytrain, Xtest and ytest
Calculate: Euclidean distance, dis between training datapoints, xis
Sort: dis in increasing order
Find: first k distances where k ≥ 0 and their corresponding points ki � ki
corresponds to ith class
if: ki > kj∀i �= j then x ∈ ith class

Result and discussion
We use 1,77,314 samples from the PLCO screening dataset for testing, and after data preprocessing, the sample 
size is decreased to 57,698. There are 46,158 samples for the training phase and 11,540 for the testing phase. Our 
model is evaluated using a dimension reduction method and classifiers. Figures 13 and 14 shows the heatmaps 
using different classifier models (Table 2).

After SVM and KNN classifiers were used, the confusion matrices for the training values and the predicted 
values were evaluated. Figure 15a–f illustrate the classification reports used to assess the models. From the 
Confusion Matrix of testing samples, accuracy, precision, sensitivity, and specificity are computed. The diagonal 
members of the Confusion matrix indicate correct predictions by the classifier when assessing performance 
measures. These components are further subdivided into accurately labelled True Positive (TP) and True Nega-
tive (TN) categories. False Negative (FN) and False Positive (FP) are non-diagonal elements for classes that have 
been erroneously labelled. Each classification model’s accuracy, precision, and sensitivity have been determined 
and summarized in Table 3. The following are definitions for Accuracy (ACCY), Sensitivity (SENS), Specificity 
(SPECY), F1 Score (FSC), and Precision (PRES):

(8)ACCY =

TP + TN

TP + TN + FP + FN

(9)SENS =

TP

TP + FN

(10)SPECY =

TN

TN + FP

(11)PRES =

TP

TP + FP

Figure 12.   Error rate versus K plot for training and testing data.
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Figure 13.   Heatmaps using SVM classifiers for the PLCO screening dataset.

Figure 14.   Heatmaps using KNN classifiers for the PLCO screening dataset.

Table 2.   Performance analysis using different classification models.

Classification model Accuracy (%) Precision Sensitivity (%) Specificity (%) F1 score

PCA-SVM 97.64 0.84 96.7 97.6 0.89

LDA-SVM 91.17 0.90 82.34 90.71 0.83

PCLDA-SVM 97.99 0.92 92.83 97.65 0.93

PCA-KNN 96.44 0.91 91.93 95.58 0.92

LDA-KNN 93.64 0.86 88.93 93.7 0.87

PCLDA-KNN 97.83 0.93 93.39 97.86 0.92

Figure 15.   Classification report using SVM and KNN classifiers for the PLCO screening dataset.
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In addition to these classification metrics, some additional classification coefficients such as Matthews Correlation 
Coefficient (MCC), kappa coefficients are error rates are evaluated for PCLDA-SVM and PCLDA-KNN models. 
Kappa coefficient is a statistical measure of inter-rater agreement between two annotators or classifiers. It consid-
ers observed agreement (Po) and expected agreement by chance (Pe). Error rate is a simple measure of classifica-
tion error, representing the proportion of misclassified instances in a dataset. These coefficients are defined as:

Accuracy of Receiver Operating Characteristic (ROC Curve (ROC-AUC) is utilized as a basic graph for assessing 
various diagnostic tests in biomedical research for analyzing the performance in classification issues and differ-
ent prediction models. Consequently, the ROC-AUC plot contains True positive rate (TPR) and False positive 
rate (FPR) parameters, which are measures of performance in the positive and negative portions of the sample, 
respectively. ROC curves for each classifier model for multiple classifications are shown in Fig. 16.

The PCLDA-SVM model achieves an accuracy rate of 97.99%, which is the highest among all the classifica-
tion models evaluated in the study. This indicates that the model correctly classifies 97.99% of the samples in 
the dataset. Comparing the other models, the PCA-SVM model achieves an accuracy rate of 97.64%, the LDA-
SVM model achieves an accuracy rate of 91.17%, the PCA-KNN model achieves an accuracy rate of 96.44%, 
the LDA-KNN model achieves an accuracy rate of 93.64%, and the PCLDA-KNN model achieves an accuracy 
rate of 97.83%.

The precision of the PCLDA-SVM model is 0.92, indicating that it correctly identifies 92% of the true posi-
tive cases out of all the predicted positive cases. The sensitivity (also known as recall or true positive rate) of the 
PCLDA-SVM model is 92.83%, indicating that it correctly identifies 92.83% of the actual positive cases. The 
specificity (also known as true negative rate) of the PCLDA-SVM model is 97.65%, indicating that it correctly 
identifies 97.65% of the actual negative cases. The F1 score of the PCLDA-SVM model is 0.93, which is the har-
monic mean of precision and sensitivity. It represents the balance between precision and recall and provides an 
overall measure of the model’s performance.

The MCC value for the PCA-LDA-SVM classification model is 0.9462, indicating a strong correlation between 
the predicted and actual labels. The Kappa coefficient, which measures the agreement between predicted and 
actual labels while taking chance into consideration, is 0.9461, indicating a high level of agreement beyond ran-
dom chance. The classification model’s error rate is 0.0163, indicating a low rate of misclassification.

Based on these evaluation metrics, the PCLDA-SVM model demonstrates superior performance compared 
to other models in terms of accuracy, precision, sensitivity, specificity, and F1 score. The high accuracy rate 
of 97.99% indicates that the model is effective in distinguishing between cancerous and non-cancerous cases, 
and the high precision, sensitivity, specificity, and F1 score further validate its robust performance. Therefore, 
quantitatively, the PCLDA-SVM model stands out as the most accurate and reliable model for prostate cancer 
screening in this study.

Conclusion
A malignant condition, like prostate cancer, may be detected and treated with the use of screening findings. The 
National Cancer Institute (NCI)-approved PLCO dataset from the CDAS study is used. 80 columns or features 
and 177,314 occurrences were present. We only selected 13 essential characteristics, which were further nar-
rowed down using the PCLDA approach. The collected dataset was then separated into three classes-Class 1 for 
negative results, Class 2 for abnormal-suspicious events, and Class 3 for abnormal non-suspicious-and utilised 
for classification. The recommended therapy may be determined using the expected values. In this multi-class 
classification, the SVM and KNN classifiers were used, and the PCLDA-SVM classification model demonstrated 
the greatest performance with an accuracy of 98%.

The study’s findings have significant implications for improving diagnostic accuracy and patient outcomes 
in prostate cancer screening. The PCLDA-SVM model’s higher performance shows that it may be a useful tool 
for medical practitioners in precisely identifying cases of prostate cancer. The methodology can result in prompt 

(12)FSC =

2TP

2TP + FP + FN

(13)MCC =

TP × TN − FP × FN
√

(TP + FP)× (TP + FN)× (TN + FP)× (TN + FN)

(14)Kappa =

Po− Pe

1− Pe

(15)ErrorRate =
FP + FN

TP + TN + FP + FN

Table 3.   Classification coefficients for PCLDA-SVM and KNN models.

Classification model MCC Kappa coeff Error rate

PCLDA-SVM 0.946 0.946 0.016

PCLDA-KNN 0.98 0.98 0.006
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interventions, proper treatment plans, and improved patient outcomes by decreasing the rate of misdiagnosis and 
offering results that are more reliable. The paper also emphasizes the potential of integrating potent classification 
algorithms like SVM and KNN with dimensionality reduction approaches like PCA and LDA. The combination 
of these methods enables a thorough investigation of the data, allowing for the discovery of pertinent features 
and improving the categorization procedure. This combination of methods can improve the models’ performance 
and accuracy, leading to more successful prostate cancer screening.

In conclusion, the study’s findings emphasize the effectiveness of the PCLDA-SVM model for prostate cancer 
screening. By achieving high accuracy, precision, sensitivity, specificity, and F1 score, the model has the potential 
to significantly improve diagnostic accuracy, leading to better patient outcomes and a more efficient healthcare 
system. The integration of dimensionality reduction techniques with advanced classification models opens up 
new avenues for enhancing the accuracy and reliability of diagnostic models in various medical domains.

Future research in prostate cancer screening should consider exploring alternative dimensionality reduction 
techniques, such as t-SNE or autoencoders, to enhance the current study’s findings. Additionally, investigating the 
proposed approach in larger and more diverse datasets can provide a better understanding of its generalizability 
and performance across different populations. Integrating additional features, such as imaging data or biomark-
ers, could improve the accuracy and predictive power of the models. Prospective studies in a clinical setting are 
needed to evaluate the feasibility and impact of the proposed approach on patient outcomes. It is important to 
address limitations, such as including more patient characteristics and conducting cross-validation or external 
validation, to enhance the reliability and applicability of the findings. These avenues of research have the potential 
to advance prostate cancer screening and improve diagnostic accuracy in clinical practice.

Data availability
The Prostate, Lung, Colorectal, and Ovarian (PLCO) Cancer Screening Trial data were made available to the 
study’s author by the National Cancer Institute. The CDAS (Cancer Data Access System) specific project number 
is PLCO-934. A data transfer contract was also made between the study’s author and the NCI, reiterating their 
dedication to using ethical data handling procedures. The Agreement is accessible for review upon request. The 
Cancer Data Access System at the following website: https://​cdas.​cancer.​gov/​appro​ved-​proje​cts/​3475/ contains 
the datasets used in the current investigation.

Received: 18 May 2023; Accepted: 18 August 2023

Figure 16.   ROC plot for SVM classifier using PCA, LDA and PCLDA dimension reduction techniques.

https://cdas.cancer.gov/approved-projects/3475/
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