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A fine-grained time course 
investigation of brain dynamics 
during conflict monitoring
Paolo Ruggeri1, Hadj Boumediene Meziane1, Thomas Koenig2 & Catherine Brandner1

The conflict monitoring model predicting higher anterior cingulate cortex (ACC) neuronal activity 
on incongruent trials has been recently challenged by a model predicting longer neuronal activity in 
incongruent trials characterized by longer RTs. To clarify this issue, brain dynamics were explored 
through event-related-potential (ERP) recordings during a Stroop task. We assessed differences 
between experimental conditions by combining complementary methods sensitive to the temporality 
of events including microstate, TANOVA and source localization analysis. The analysis demonstrated 
the same electrical dynamics only differed in duration towards the end of information processing 
in the incongruent condition. Specifically, the activation strength of the ACC region did not differ 
significantly between congruent and incongruent conditions but lasted longer in the incongruent 
condition. Taken together, our results support the model predicting longer neuronal activity in 
incongruent trials characterized by longer RTs. They highlight that brain dynamics can dramatically 
change through periods of interest and that caution is required when interpreting fMRI results. To 
conclude, these results indicate how time-sensitive measures can contribute to a better understanding 
of the mechanisms underlying information processing, and thus offer new venues to explore conflict 
monitoring

Efficient information processing requires both rapid selection and inhibition of information to behave appro-
priately to a given situation. Rapid selection requires flexible adaptation, relying on a smooth engagement and 
disengagement of attentional focus. In this context, attention operates through a set of filters, or weights, that are 
deployed to bias information processing to extract information relevant to the current task goals1. The mech-
anisms supporting such adaptability, referred to as attentional cognitive control, have been the focus of grow-
ing research encompassing different domains, from behavioral to cognitive neuroscience2. Different theoretical 
frameworks focus on parsing subcomponents of attentional control and their underpinning neural substrates3–6. 
Among them, an influential model of attentional control, referred to as the conflict monitoring model7–15, pro-
poses that conflicting information (e.g., a mismatch between incompatible responses, or a mismatch between 
current goals and outcomes) is controlled by specialized regions in the anterior cingulate cortex (ACC), which 
mediate decision-making processes that subsequently trigger reallocation of attentional resources through acti-
vation of dorsolateral prefrontal cortex (DLPFC) regions.

The conflict monitoring model is grounded on behavioral and neuroimaging results from paradigms using 
conflicting stimulus inputs, such as the Stroop task16,17 or the Eriksen flanker task18. These tasks display series 
of visual stimuli with task-relevant and task-irrelevant stimulus features that can either be in conflict to each 
other (e.g., incongruent) or not (e.g., congruent). In the Stroop task, for example, subjects are typically asked 
to name the ink color used to print the displayed color word. In the congruent condition, the task-relevant (ink 
color) and task-irrelevant (written word) features correspond to each other (e.g., “RED” presented in red ink), 
while they differ in the incongruent condition (e.g., “RED” presented in green ink). The decrease in behavioral 
performance observed during incongruent stimulus processing is indicated by slower response times (RTs) and 
increased number of errors compared to congruent stimulus processing13,17,19,20. Numerous neuroimaging studies 
contrasting neural responses to congruent and incongruent visual stimulus inputs found differential activation 
of the ACC. Using positron emission tomography (PET), Pardo and colleagues21 were the first to show increased 
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ACC activation during incongruent stimulus processing as compared to congruent stimulus processing and this 
finding was supported by following PET22–24 and fMRI7,10,11,13,14,25–32 studies.

Further research using electroencephalographic (EEG) techniques was intended to provide a detailed descrip-
tion of the temporal evolution of event-related potentials (ERPs) recorded during tasks involving conflicting 
stimuli. In the Stroop task, for example, an ERP component, peaking between 400 and 600 ms, was consistently 
observed after the incongruent stimulus onset. This component, referred as Ninc, is characterized by a more neg-
ative electrical potential over frontal-medial scalp locations in the incongruent compared to the congruent con-
dition33–42. In line with the neuroimaging results, source imaging modelling identified the ACC regions as the 
neural generator of this component20,35,36. The relatively early onset of ACC activation differences revealed by ERP 
studies provided further support for the ACC involvement in at least one aspect of conflict monitoring8.

Recent fMRI studies using conflict paradigms have provided alternative interpretations to that of the con-
flict monitoring model. The authors43–46 point out that the difference in the duration to process congruent and 
incongruent stimuli could have a significant impact on the recorded hemodynamic response. This is an impor-
tant point as it is as yet unclear whether the observed activation of ACC regions reflects the amount of response 
conflict or the time needed by participants to release the correct motor response. Grinband and colleagues47 
used event-related fMRI recording during a Stroop paradigm to tackle this key issue. Their findings showed 
that the ACC BOLD activation was not sensitive to the processing of conflicting stimuli, but rather correlated 
to RT. Although higher activation of the ACC regions in the incongruent condition than in the congruent one 
was found, higher activation was also found when slow RT congruent trials were contrasted to fast RT incongru-
ent trials. Also, comparable activation was recorded in both congruent and incongruent trials characterized by 
comparable RT lengths. Taken as a whole, these findings reinforced doubts about the conflict monitoring role 
previously attributed to the ACC. They suggested instead a larger involvement of the ACC regions supporting a 
variety of processes, such as those related to autonomic arousal or cognitive effort supposed to be engaged as long 
as a motor response is executed. Therefore, the additional theoretical framework predicting longer engagement 
of neuronal activity on incongruent trials characterized by longer RTs47 appears to be a robust alternative to the 
conflict monitoring model which predicts higher ACC neuronal activity per unit time on incongruent trials8. 
However, given the limited temporal resolution of fMRI, only indirect evidence has been provided in support to 
this alternative, thus leaving this question open to further debate44,48.

Recording EEG activity would help to clarify the role of the ACC by providing a direct, fine time-scale descrip-
tion of the dynamics of the underlying neural population activity. Unfortunately, most ERP studies, including 
those reviewed above, have not fully exploited the amount of spatiotemporal information contained in EEG 
recordings. For example, comparisons between congruent and incongruent conditions at predefined time points 
or temporal windows, and often at selected electrode locations, provided valid but incomplete evidence about 
why participants took longer to respond in the incongruent condition.

To investigate possible differences between experimental conditions, and provide further evidence to the com-
putational model proposed by Grinband and colleagues47, we choose a more suitable alternative solution for char-
acterizing ERPs. We used a temporal sequence of electrical potential field topographic maps for describing ERPs 
traces, combined with complementary methods sensitive to the temporality of events, to explore brain dynamics 
recorded during a Stroop task.

In our paradigm, the task-relevant stimulus feature (i.e., the ink color or the written word) was cued to the 
participants on a trial-by-trial basis before the presentation of a color-word stimulus. This resulted in four dif-
ferent experimental conditions: (i) color-congruent condition (cC), e.g., name the ink color of the word RED 
printed in red ink; (ii) color-incongruent condition (cI), e.g., name the ink color of the word RED printed in green 
ink; (iii) word-congruent condition (wC), e.g., read the written word of the word RED printed in red ink; (iv) 
word-incongruent condition (wI), e.g., read the written word of the word RED printed in green ink. To assess dif-
ferences between experimental conditions, we used a microstate analysis approach49,50 combined with reference 
independent topographic analysis51,52 allowing classifying ERP dynamic changes in a set of stable topographical 
map configurations. Each of the microstate maps represents the electrical potential activity generated by the 
activation of different large-scale neuronal networks. This method also provides tools for assessing differences in 
onset, offset, duration, and strength of activation of each microstate map related to experimental conditions50,53. 
To ensure comparison with fMRI studies, we used source localization54 as a mean to estimate neural generators 
underlying topographic differences between experimental conditions.

Consistent with the results of previous studies55,56, microstate analysis should identify the same number of 
brain processes, occurring in the same temporal sequence, for both congruent and incongruent experimental 
conditions. However, in accordance with the computational model proposed by Grinband and colleagues46, the 
duration of late processes in the incongruent condition of the Stroop task supposed to reflect conflict resolution 
should be extended. On this basis, we predict that the global topographic analysis will reveal significant topo-
graphic differences between congruent and incongruent conditions due to a time-lag in the succession of stable 
microstates. In line with what was predicted at the scalp level, we do not expect topographic differences due either 
to different cortical generators active at the same time, or to similar generators whose activity differs at the source 
level. We assume instead the involvement of similar cortical generators in both the congruent and incongruent 
conditions, but with different synchronizations between conditions.

Materials and Methods
Participants. Thirty-eight healthy volunteers (19 females; mean age = 23.5 years, SD = 8.1 years, range 18 
to 50 years) gave written informed consent to participate to the experiment and were compensated with credits 
for their participation. All participants reported normal or corrected-to-normal vision acuity and a right-hand 
preference. Research was approved by the Cantonal Ethics Committee for Human Research (Vaud, Switzerland; 
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protocol N°286/13) and was in accordance with the code of ethics of the World Medical Association (Declaration 
of Helsinki) for experiments involving human subjects in research.

Experimental Procedure. During the testing session participants were comfortably seated in a moderately 
dark room (Faraday cage) facing a monitor placed at 60 cm from their eyes while performing a Stroop task. The 
Stroop task consists in the presentation of congruent and incongruent color-word stimuli. In the congruent con-
dition, the two features of the color-word stimuli (written word and ink color) coincide, while they differ in the 
incongruent condition. Each trial of the Stroop procedure used13,20 comprised the sequential presentation of a fix-
ation cross, a cue and a color-word stimuli which were displayed on a black screen background. The white fixation 
cross appeared at the center of the screen for 1000 ms, followed by a symbolized cue (continuous line for “read 
the written word” and dashed line for “name the ink color”) presented for 300 ms and indicating which stimulus 
feature (written word or ink color) represented the appropriate response for the color-word stimulus. Following 
the offset of the cue, the screen was blank for 1500 ms. Color-word stimuli were made up of the words RED, BLUE 
and GREEN and the ink colors were mapped to three keys on a computer keyboard. In the congruent condition, 
the written color names were printed in their respective ink colors (i.e., word RED printed in red ink, word BLUE 
printed in blue ink, and word GREEN printed in green ink). In the incongruent condition, the written color name 
was printed in one of the two remaining ink colors (e.g., word RED printed in green or blue ink color) providing 
six different combinations for incongruent trials. The color-word stimulus was presented on the screen until the 
individual made a response. Immediately following the response, an inter-trial blank screen was presented for 
1000 ms, followed by the white fixation cross indicating the beginning of the next trial.

A total of 324 trials were presented, divided into 3 blocks of 108 trials each. Each block, comprising congruent 
and incongruent trials (half preceded by a cue indicating to identify the ink color and half by a cue indicating to 
identify the written word), was presented in a random order.

Analysis of behavioral data. Response time and accuracy of correct responses were subjected to a 
repeated-measures analysis of variance (ANOVA) with task (word-reading, color-naming) and congruency (con-
gruent, incongruent) as within-subject factors. A Greenhouse-Geisser correction was applied to avoid the viola-
tion of the sphericity assumption. Pairwise comparisons were used to interpret significant interactions.

EEG recording and ERP analysis. Continuous EEG was recorded from 64 electrodes (Biosemi ActiveTwo 
system) placed at the international 10–20 system location and two pairs of bipolar electrodes recorded EOG 
in both vertical and horizontal directions. Two additional electrodes (active CMS: common mode sense, and 
passive DRL: driven right leg) were used as reference and ground to compose a feedback loop for amplifier ref-
erence. All data were digitized at 1024 Hz with 24-bit A/D conversion and combined to stimulus delivery and 
response recording monitored using E-Prime 2 (Psychology Software Tools, Pittsburgh, Pa., USA) and automat-
ically synchronized with markers in the continuous EEG file. EEG signals were pre-processed with Brain Vision 
Analyzer (Version 2.0.1.391; Brain Products). Data were band-pass filtered between 0.3 Hz and 30 Hz using a 
zero-phase shift second-order Butterworth filter and vertical and horizontal eye movement artifacts were cor-
rected by using an independent component analysis57 (ICA). ERPs were computed using a time window from the 
onset of the color-word stimulus to 1000 ms after. In addition to an automatic artifact rejection applying criteria 
of maximal voltage step of 50 μV, a maximal difference of values in intervals of 200 ms of 150 μV, and a maximal 
amplitude of ±100 μV, data were screened manually for residual artifacts. Channels containing excessive noise 
were replaced by using linear splines interpolation of adjacent electrodes58. Data were then re-calculated to an 
average reference49 and individual artifact-free ERPs were computed for each experimental condition by averag-
ing corresponding trials with a correct response. After pre-processing, the mean percentage of remaining trials 
(mean ± standard deviation) was 80 ± 10 for the wC, 75 ± 9 for the wI, 81 ± 9 for the cC, and 73 ± 9 for the cI 
condition, respectively. No baseline correction was applied.

Consistency between subjects and microstate analysis. A topographic consistency test (TCT), based on  
non-parametric randomization techniques and implemented in the open-source software RAGU52 
(Randomization Graphical User interface) based on Matlab (http://www.mathworks.com/), was applied to the 
ERPs of each experimental condition to identify the time points in which there is positive evidence for a consist-
ent pattern of active sources across subjects59. This test allows selecting time periods where there is evidence for a 
consistent set of neuronal sources linked to the studied event that can then be used for further analysis. The TCT 
was computed with 10’000 randomization runs, and a p threshold of 0.01 (for a detailed description of this proce-
dure see section SI.1 in the Supplementary Information File). To protect the TCT test from false positive caused 
by multiple testing, additional testing based on the duration of continuous periods of significance observed in 
our data was performed52,59,60 (for a detailed description of this procedure see section SI.3 in the Supplementary 
Information File). This was done to test if the duration of a significant time period exceeded chance.

Dynamic changes in ERP topographies were classified through microstate analysis. Microstate analysis 
decomposes the ERP signal into a set of stable topographical map configurations (microstates). This analysis 
assumes that stable brain functional states may vary between conditions in their duration and strength of activa-
tion49,50,61. In our study, microstate clustering was computed using the algorithm implemented in RAGU53 (for 
a detailed description of this procedure see section SI.4 in the Supplementary Information File). Essentially, the 
algorithm first identifies the optimal number of microstate prototype maps though a cross-validation procedure, 
an iterative technique requiring randomly splitting the available ERPs into learning and test sets, and then deter-
mines their topographical patterns. The cross-validation procedure was applied 250 times to our dataset, each 
time randomly dividing the 38 subjects into training and learning datasets of 19 subjects each, testing between 
3 and 20 microstate classes. The k-means algorithm with 50 random initializations62 was used to identify each 
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microstate map. Final microstate maps were computed using the grand average ERPs of all available subjects and 
conditions.

Values of the onset, offset, duration, and area under the curve (AUC) of each microstate map were extracted 
from the fitting of the microstate maps on the grand mean ERPs of each experimental condition. The onset and 
offset represent the beginning and the end time of a given microstate, while the duration represents the differ-
ence between offset and onset time. The AUC (ms x µV) was used to measure the amount of activation of a given 
microstate map and corresponds to the product of the duration and the global field power (GFP). The GFP is a 
global and reference independent measure of scalp field strength49,51 and is mathematically defined as the root 
mean square (RMS) across the average-references electrode values at a given instant of time.

Statistical analysis of microstate parameters was performed using randomization statistics53 (for a detailed 
description of this procedure see the section SI.5 in the Supplementary Information File). In our work, statistical 
analysis was performed with task (word-reading, color-naming) and congruency (congruent, incongruent) as 
within-subject factors, 10’000 randomization runs, and a p threshold of 0.01.

Analysis of topographical differences. Complementary to the microstate analysis described above, and to assess 
qualitative topographic differences between conditions in a constant time period50,51,63,64, we used a topographic 
analysis of variance (TANOVA); that is, a non-parametric randomization test based on global dissimilarities 
between electric fields. In contrast to channel-wise comparisons, the TANOVA computes global dissimilarity 
of the whole electrical field topographies between conditions and test for the significance of these topographic 
differences at each time point.

The TANOVA was implemented on the amplitude-normalized maps (GFP = 1), such that the results obtained 
are independent of the global field strength. The rationale behind this approach is that significant differences 
between conditions can be attributed to partially different sources of the evoked potential, and not to different 
strength of similar source distributions. The TANOVA was computed with the open-source software RAGU52 
at each time point with task (word-reading, color-naming) and congruency (congruent, incongruent) as 
within-subject factors, with 10’000 randomization runs, and a p threshold of 0.01 (for a detailed description of 
this procedure see section SI.2 in the Supplementary Information File). To protect the TANOVA results from 
false positive caused by multiple testing, additional testing based on the duration of continuous periods of sig-
nificance observed in our data was performed52,59,60 (for a detailed description of this procedure see section SI.3 
in the Supplementary Information File). This was done to test whether the duration of a significant time period 
exceeded chance. After observing periods above duration threshold, post-hoc channel-wise t-test (t-maps) ena-
bled further investigation of the topographic distribution of the observed differences.

Comparison between significant time periods revealed by the TANOVA analysis and the results obtained 
from the microstate analysis was used to clarify the nature of the topographic differences. In particular, whether 
the observed differences were due to latency shifts in the microstate maps occurrence caused by increased dura-
tion of certain microstate maps, or due to the presence of additional microstate maps in one of the experimental 
conditions. Moreover, given its sensitivity, TANOVA could also reveal time periods with relevant topographic 
differences between experimental conditions not detected by the microstate analysis.

Source localization. To determine differences in the pattern of neural generator activation responsible for the 
topographic differences observed between experimental conditions, a standardized low-resolution electromag-
netic tomography method54,65 (sLORETA) was used. The sLORETA is a linear inverse imaging method that is 
obtained by standardizing a minimal norm inverse solution by source variance and measurement noise (see 
Pascual-Marqui54 for further details). The sLORETA solution space corresponds to 6239 voxels at 5 mm spatial 
resolution, restricted to grey matter of cortical and hippocampus regions according to the digitized atlas of the 
Montreal Neurological Institute. Voxel-wise t tests on the normalized current density data were performed for the 
timeframes and conditions displaying significant topographical differences, as highlighted by previous microstate 
and TANOVA analyses. Cortical voxels were identified as statistically different though a non-parametric rand-
omization test66 with 5’000 permutations. This procedure determined the critical probability threshold (p < 0.05, 
one-tailed) for the observed t-values with correction for multiple testing.

Results
Behavioral data. The averages for response time and correct response (accuracy) were subjected to repeated 
measures ANOVAs. The average response time was significantly faster in the congruent (753.7, SE = 34.6) as 
compared to the incongruent (925.6, SE = 45.1) condition (F(1,37) = 84.49, p < 0.001, η2 = 0.69), and the aver-
age of accuracy was significantly higher in the congruent (mean = 0.969, SE = 0.42) than in the incongruent 
(mean = 0.905, SE = 0.69) condition (F(1,37) = 102.28, p < 0.001, η2 = 0.73). Both analyses revealed a signifi-
cant interaction between task and condition. With respect to the average response time, the significant inter-
action observed between these two factors (F(1,37) = 12.40, p < 0.001, η2 = 0.25) was due to a faster average 
speed of response in the cC (mean = 725.5, SE = 33.5) as compared to wC (mean = 781.8, SE = 36.8) conditions 
(F(1,37) = 18.87, p < 0.001, η2 = 0.34). With respect to the average accuracy, the significant interaction observed 
between these two factors (F(1,37) = 6.91, p = 0.012, η2 = 0.16) was due to a higher accuracy in cC condition 
(mean = 97.46, SE = 0.51) as compared to wC (mean = 96.44, SE = 0.46) condition (F(1,37) = 4.4, p = 0.043, 
η2 = 0.1) and in wI condition (mean = 91.78, SE = 0.88) as compared to cI (mean = 89.32, SE = 0.91) condi-
tion (F(1,37) = 4.65, p = 0.037, η2 = 0.1). No main effect of task was observed in both the average response time 
(F(1,37) = 1.44, p = 0.242) and accuracy (F(1,37) = 1.56, p = 0.223).

TCT and microstate analysis. The TCT was applied on the pre-processed ERPs computed from the onset 
of color-word stimulus (0 ms) to 1000 ms after. The test showed significant consistent topographies over the entire 
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period (from 0 to 1000 ms), corroborated by a significant global duration test performed on the duration of the 
significant time period. Microstate analysis was thus performed over the entire period. The cross-validation pro-
cedure identified an optimum of ten microstate maps (Fig. 1A) that were used for subsequent analyses.

The fitting of the microstate maps to the grand-mean ERP between 0 and 1000 ms resulted in the same ten 
microstate maps and the same temporal sequence in each experimental condition. Because none of the maps 
identified was exclusively related to any of the experimental conditions, possible differences in the duration of the 
microstates were further explored. Randomization statistics performed on the duration of each of the ten micro-
state maps neither revealed significant task effects nor significant interactions between task and congruency. This 
analysis revealed, however, a significant effect of congruency in the duration of microstate map 7 (p < 0.001) and 
microstate map 8 (p = 0.002) that was examined in more detail.

The chain of processes from stimulus perception to the manual response is illustrated in Fig. 1A,B. As the 
onset of microstate map 10 occurred approximately after the average response time in both the congruent and 
incongruent conditions, it was excluded from further analysis. Table 1 shows the details of the onset, duration 
and offset of each microstate map in both congruent and incongruent conditions as well as the significance of the 
differences obtained from the randomization statistics on microstate map parameters. These results indicated a 
temporal shift between congruent and incongruent conditions on-setting with the occurrence of microstate map 
7. Specifically, an increased duration of microstate map 7 and microstate map 8 was observed in the incongruent 
condition. Microstate map 9 occurred later in the incongruent condition, as revealed by an increased onset and 
offset time in this condition. Finally, the analyses of the AUC revealed a significant main effect of congruency only 
for microstate map 9, with a higher AUC in the congruent condition (215 ms × μV) as compared to the incon-
gruent (113 ms × μV) condition (p = 0.001). No other significant effects (task or task by congruency interaction) 
were observed in any of the AUC of the considered microstate maps.

Topographical analysis and source localization. Differences in ERP topography between experimental 
conditions were examined using the TANOVA analysis. Within a time period ranging from 538 to 939 ms, the 
TANOVA revealed significant differences between congruent and incongruent topographies (Fig. 1C; for a time 
course representation of the ERPs see Supplementary Fig. S1), corroborated by a significant global duration test 
performed on the duration of the significant time period. This time period also corresponded to the differences 
observed between microstate map duration in the congruent and incongruent conditions occurring between 

Figure 1. Microstate analysis and TANOVA results outlining periods of topographic differences of the grand 
mean ERPs of congruent and incongruent conditions. (A) Topographies of the ten microstate maps obtained 
from the cross-validation procedure. The microstate maps are labelled from 1 to 10 and displayed in sequence 
of occurrence from left to right. Red and blue indicate positive and negative potential values, respectively; all 
maps have been scaled to have GFP = 1. The colored frame surrounding each microstate map indicates the 
assignment shown in B. (B) The assignment of the ten microstate maps to the grand mean data of the congruent 
(upper) and incongruent (lower) condition as function of time (horizontal axis) and GFP (vertical axis). The 
colors of the areas refer to the colored frames surrounding each microstate maps shown in A. (C) The color-
coded p-values of the TANOVA plotted for each time point. The white temporal windows reflect non-significant 
topographic differences, while the yellow-to-back window highlights significantly differing topographies 
(p < 0.01).
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551 ms (offset of microstate map 7 in the congruent condition) and 922 ms (offset of microstate map 9 in the 
incongruent condition) (Fig. 1B and Table 1). This similarity indicated that the topographic differences revealed 
by the TANOVA were compatible with altered latencies of the underlying ERP components.

To quantify these latency effects, topographical differences between the congruent and incongruent condi-
tions were further examined between 538 and 742 ms. The onset of this selected time window corresponded to 
the initial time of observed topographic differences, as outlined by the TANOVA (Fig. 1C). The offset was chosen 
to coincide with the offset time of microstate map 8 in the incongruent condition. Post-hoc channel-wise t-test 
(t-maps) within this time period contributed to a better understanding of the topographic distribution of these 
differences, and thus put into perspective our findings with the existing EEG studies. The average topographies 
obtained in the selected time window for the congruent and incongruent conditions together with the t-map 
contrast between these conditions are shown in Fig. 2A. The t-map contrasts revealed that the incongruent con-
dition was characterized by a more negative potential over frontal-central electrodes and a more diffused positive 
potential localized over posterior and occipital regions (tmax = 6.58 at electrode F1; tmin = −5.1 at electrode O1).

sLORETA was applied in the same temporal window (538 ms to 742 ms) to approximate brain regions respon-
sible for the observed topographic difference between congruent and incongruent ERPs. The statistical analysis 
revealed a cluster of 41 adjacent voxels (t > 3.66 for a p < 0.05) that differed in current density estimates between 
congruent and incongruent conditions (Fig. 2B). This cluster, localized bilaterally in the ACC (BA 24 and 33) and 
in adjacent regions of the cingulate gyrus (BA 24 and 32), showed significantly higher activity in the incongruent 
condition as compared to the congruent condition. The maximal t-value of the cluster (t = 4.18, p = 0.012) was 
located in the BA 24 (Talairach coordinates x = −10, y = 16, z = 27).

Finally, an additional analysis was run in the source space with the overall objective of comparing the global 
strength of activity of the ACC between corresponding microstate maps in the congruent and incongruent con-
dition. To this end, the time course of ACC activity from 0 ms to 1000 ms (Fig. 3) was first obtained in both 
experimental conditions by averaging current density data extracted from the corresponding voxels in the ACC 
region (144 voxels in total, covering BA 10, 24, 25, 32, 33). This configuration can be considered as the equivalent 
of the activity of a generator situated in the ACC. The time course of ACC activity displayed in Fig. 3 suggests an 
increase of activity on-setting approximately around 500 ms in both conditions.

The resulting activity was then compared between congruent and incongruent conditions across nine dif-
ferent time periods defined by the onset and offset time of the respective microstate map in each experimental 
condition. More specifically, for each subject the activity was averaged according to each condition and each 

Microstate Parameter Congruent Incongruent p-value

Map 1

Onset [ms] 0 0 ns

Duration [ms] 86 86 ns

Offset [ms] 86 86 ns

Map 2

Onset [ms] 86 86 ns

Duration [ms] 55 55 ns

Offset [ms] 141 141 ns

Map 3

Onset [ms] 141 141 ns

Duration [ms] 39 35 ns

Offset [ms] 180 176 ns

Map 4

Onset [ms] 180 176 ns

Duration [ms] 43 47 ns

Offset [ms] 223 223 ns

Map 5

Onset [ms] 223 223 ns

Duration [ms] 82 86 ns

Offset [ms] 305 309 ns

Map 6

Onset [ms] 305 309 ns

Duration [ms] 160 167 ns

Offset [ms] 465 476 ns

Map 7

Onset [ms] 465 476 ns

Duration [ms] 86 126 p < 0.001

Offset [ms] 551 602 p < 0.001

Map 8

Onset [ms] 551 602 p < 0.001

Duration [ms] 82 140 p = 0.002

Offset [ms] 633 742 p < 0.001

Map 9

Onset [ms] 633 742 p < 0.001

Duration [ms] 230 180 ns

Offset [ms] 863 922 p = 0.01

Table 1. Descriptive onset, offset and duration (in milliseconds) of microstate maps in the congruent and 
incongruent condition. Also shown are the p-values for the congruency effect resulting from the microstate 
parameters statistical analysis. “ns” indicates a not significant effect.
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Figure 2. t-map and sLORETA contrasts between congruent and incongruent conditions computed in the 
time period between 538 and 742 ms. (A) Mean ERP mean topographies computed for the congruent (left) and 
incongruent (right) conditions. Topographies were normalized (GFP = 1). Red and blue indicate positive and 
negative potential values, respectively. Also shown in the middle is a standard t-map contrasting incongruent 
and congruent topographies in the same time period. Positive (red) and negative (blue) t-values indicate more 
positive and more negative potential in the incongruent condition compared to the congruent condition, 
respectively. (B) Voxel-wise t values comparing the sLORETA source density between the incongruent and 
congruent condition. Cluster of voxels located in the anterior cingulate cortex (BA 24 and 33) and cingulate 
gyrus (BA 24 and 32) showed increased activation in the incongruent compared to the congruent condition. All 
voxels reaching the threshold for p < 0.05 (corrected for multiple comparison, t > 3.66) are color-coded in red.

Figure 3. Dynamics of the global ACC activity obtained from the average of the sLoreta activity of 144 
voxels located in the ACC (BA 10, 24, 25, 32 and 33) for the congruent (blue line) and incongruent (red line) 
condition, respectively. The blue and red shadowed areas represent the surface that encloses the Mean ± SE of 
the congruent and incongruent conditions, respectively.
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time period (e.g., for the 8th time period, the ACC activity was averaged according to the onset and offset time of 
microstate map 8, that is between 551 and 633 ms in the congruent condition and between 602 and 742 ms in the 
incongruent condition). To evaluate the null-hypothesis of no difference in microstate maps strength of activity 
between experimental conditions with the alternative hypothesis of a difference in strength of activity between 
experimental conditions, a Bayesian paired samples t-test67,68 was run separately for each time period. The esti-
mated Bayes factors BF01 (Table 2), comparing the fit of the data under the null hypothesis and the alternative 
hypothesis, suggested that our data displayed a moderate evidence for an absence of difference (null hypothe-
sis) in microstate maps strength of activity between congruent and incongruent conditions. In particular, the 
null-hypothesis model was always more than three times more likely than the alternative model.

Discussion
The main objective of this work was to help disentangle the debate regarding activity of the ACC during conflict. 
The debate attempts to determine whether higher ACC activation specifically reflects a conflict between brain 
pathways processing distinct aspects of information8, or whether a longer duration of ACC activation reflects 
more generally the brain operations needed to select the correct response43,45–47. To this end, we have combined 
microstate, topographic, and source localization analyses to fully exploit the spatiotemporal information from 
EEG recordings of participants performing a Stroop paradigm.

The behavioral results observed in the Stoop task reflected those already observed by MacDonald and col-
leagues13 and West and colleagues20 in a similar procedure. The interference effects induced by the competition 
between responses (word reading and color naming) resulted in slower RTs and increased errors in the incongru-
ent condition as compared to the congruent condition.

The microstate analyses regard the time period between the stimulus onset and the motor response: the micro-
state analysis identified 10 maps occurring in the same temporal sequence and did not differ between congruent 
and incongruent conditions. Components underlying processes ranging from early visual perceptual (P1) to 
information processing (P3) were associated with microstate maps 1 to 6 in both the congruent and incongru-
ent conditions. These results were consistent with those shown by previous Stroop EEG studies20,33,35,36,38,55,69. 
Fluctuations in the duration of ERP components were observed from microstate map 7 to microstate map 9. 
Statistical evaluation of microstate map parameters (onset, offset and duration) revealed a faster succession of 
states in the congruent condition than in the incongruent one. Microstate maps 7 and 8 lasted longer in the 
incongruent condition and both microstate maps 8 and 9 appeared later in time in the incongruent condition.

The topographical characteristics observed during the time period covered by microstate map 7 and micro-
state map 8 were a frontal-central negativity with a predominant posterior positivity moving towards the anterior 
right direction from microstate map 7 to microstate map 8 (and continuing in microstate map 9) comparable to 
previous findings56,70. The TANOVA yielded compatible and converging results with those of the microstate anal-
ysis, with topographic differences between conditions occurring concomitantly with time periods of observed 
microstate maps latency shifts (from 538 ms to 922 ms). Quantification of these differences (by contrasting incon-
gruent and congruent conditions within a time window from 538 to 742 ms including microstate map 7 and 
microstate map 8) revealed a diffused frontal-central negativity, caused by a more negative electrical potential in 
the incongruent condition as compared to the congruent one. Finally, source estimation indicated that the brain 
region responsible for the topographic differences between congruent and incongruent ERPs was an area in the 
ACC (BA 24 and 33), and adjacent regions of the cingulate gyrus (BA 24 and 32), that was more active in the 
incongruent condition than in the congruent condition. These findings are compatible with previous EEG studies 
using a Stroop paradigm20,33,35,36,38,55,69,71. These studies consistently reported a more intense and diffused negative 
electrical potential over frontal-central regions in the incongruent as compared to the congruent conditions (Ninc 
component), and related these differences to neural generators localized in the ACC regions20,35,72. It should be 
noted that in our study the latency of the observed differences seemed to occur slightly later in time compared to 
previous works. This could be related to a higher average reaction time observed in our data in both the congruent 
and incongruent conditions.

Taken as a whole, our results contrast with the possibility of an additional brain process that would explain 
the longer RTs observed in the incongruent condition. Instead, our findings support the possibility that the same 
large neuronal networks are involved in information processing ranging from perception to response irrespective 
of the nature (congruent or incongruent) of the stimulus56,63.

The hypothesis of a functional specialization of the ACC in the detection of interference between alternative 
responses is based on a series of functional brain imaging findings10,13 indicating increased activation of the ACC 
in incongruent trials. This data provided the basis for the conflict-monitoring model8. This model was however 
questioned by a relevant argument pointing out the limited temporal resolution of fMRI techniques and the slow 
response of BOLD signal47: On the basis of fMRI alone, it is difficult to determine whether the increased activa-
tion observed in the literature that underlies the incongruent condition (compared to the congruent condition) 
is a result of higher neuronal activity per time unit, or a result of the same degree of processing but for a longer 

Map 
1

Map 
2

Map 
3

Map 
4

Map 
5

Map 
6

Map 
7

Map 
8

Map 
9

Bayes Factor BF01

5.12 5.68 5.71 5.63 5.21 5.25 3.36 3.71 3.74

Table 2. Values of the Bayes factor BF01 obtained from the Bayesian paired samples t-test comparing the 
average ACC source activity across the respective microstate map in each condition.
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period of time47. In both cases (higher activity vs. longer activity), the recorded BOLD signal would show higher 
activation in the incongruent condition.

The results of the present study regard brain dynamics from the onset of the color-word stimuli until the 
release of the motor response. At the scalp level, the microstate and TANOVA analysis contradicted the presence 
of a unique additional microstate map in the incongruent condition as hypothesized by the conflict-monitoring 
model. Indeed, these analyses demonstrated that the electrical dynamics differed in duration toward the end of 
information processing, as showed by the increased duration of microstate map 7 and 8 in the incongruent con-
dition. At the source level, the higher activation of an area in the ACC and adjacent regions of the cingulate gyrus 
in the incongruent condition could receive an interesting explanation based on the findings of the microstate and 
TANOVA analysis. More precisely, one plausible interpretation of the observed effects was that the activity of this 
portion of the ACC and the cingulate gyrus decreased earlier in the congruent condition. This suggests that, at 
this stage of processing, these regions are less necessary for the selection and release of the motor response in the 
congruent condition while they are still needed and active in the incongruent condition.

In accordance with the results obtained from our ERP data, it seems reasonable to think that the increase 
in activity of the ACC regions in the incongruent condition -commonly reported in various EEG and imaging 
studies- was not related to an increase of the amplitude of the ERPs, but to an increase of its duration. This inter-
pretation is supported by an independent analysis based on Bayes factors and performed on the overall activity 
of the ACC region across microstate maps, which provided moderate statistical evidence in support to an equal 
strength of activity of the ACC between congruent and incongruent conditions (considered as a null hypothesis), 
within a time period ranging from the onset of the color-word stimuli to the release of the motor response.

From a general point of view, our findings are more in agreement with the hypothesis of a longer neuronal 
activity of the ACC in the incongruent condition as theorized by Grinband and colleagues47. By contrast, they 
give less support to the possibility of a conflict monitoring specificity of the ACC predicting a higher neuronal 
activity in the incongruent condition8. At this stage of knowledge, however, clarifying the change in the duration 
of activation remains an open issue. For the time being, we can only rely on the general assumption that it reflects 
all the mechanisms (sensory, memory, attention and motor processes) involved in releasing a response to com-
peting stimuli47.

Overall, this work emphasizes the caution that must be used when interpreting fMRI results. Particularly, 
temporal brain dynamics can dramatically change through periods of interest, and fMRI is limited in its ability to 
access and assess these temporal changes. The current work also highlights that using measures sensitive to the 
temporality of events to explore the brain mechanisms can contribute to a better understanding of the mecha-
nisms underlying information processing, and thus offers new venues to explore conflict monitoring.

Finally, our findings, issued from the use of complementary methods including microstate and TANOVA 
analyses, are linked to the specificity of our data set. Thus, we cannot exclude the possibility that, under different 
conditions (e.g., with another independent data set, with more subjects added to the analysis, with a higher ERPs’ 
signal-to-noise ratio or with a different design of the Stroop task), the explanation based on a higher ACC activa-
tion would be the most appropriate.
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