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Multifocal fluorescence video-rate imaging 
of centimetre-wide arbitrarily shaped brain 
surfaces at micrometric resolution

Hao Xie    1,2,8  , Xiaofei Han    1,2,8, Guihua Xiao3,8, Hanyun Xu4, 
Yuanlong Zhang    1,2, Guoxun Zhang1,2, Qingwei Li5, Jing He1,2, Dan Zhu    6, 
Xinguang Yu4 & Qionghai Dai    1,2,3,7 

Fluorescence microscopy allows for the high-throughput imaging of cellular 
activity across brain areas in mammals. However, capturing rapid cellular 
dynamics across the curved cortical surface is challenging, owing to trade-offs 
in image resolution, speed, field of view and depth of field. Here we report 
a technique for wide-field fluorescence imaging that leverages selective 
illumination and the integration of focal areas at different depths via a spinning 
disc with varying thickness to enable video-rate imaging of previously 
reconstructed centimetre-scale arbitrarily shaped surfaces at micrometre-scale 
resolution and at a depth of field of millimetres. By implementing the technique 
in a microscope capable of acquiring images at 1.68 billion pixels per second and 
resolving 16.8 billion voxels per second, we recorded neural activities and the 
trajectories of neutrophils in real time on curved cortical surfaces in live mice. 
The technique can be integrated into many microscopes and macroscopes, 
in both reflective and fluorescence modes, for the study of multiscale cellular 
interactions on arbitrarily shaped surfaces.

A system-level study of neural interactions across multiple brain areas 
necessitates high-throughput recording of cellular activities with high 
spatial and temporal resolution. Recent progress in skull window tech-
niques has facilitated direct optical access to extensive regions of the 
mouse cortex, achieved by employing curved glass1 or polymer optical 
windows2 or through the use of biocompatible reagents for cranium 
clearance3–6. However, a substantial challenge lies in imaging the cor-
tex with cellular resolution on its intricate and non-planar surface, 
particularly when investigating widespread cellular correlations in 
functionally distinct cortical areas.

Mesoscopic cellular imaging of complex-shaped surfaces can 
be accomplished through either serial or parallel approaches. Serial 

approaches involve scanning the entire surface and achieving focus 
shift using fast focal adjustment or point spread function (PSF) engi-
neering7,8. For example, the two-photon random access mesoscope9 
allows fast 3D imaging of neural activity in arbitrary regions of interest 
across the entire imaging volume by efficient sampling, which has 
made an advance in serial approaches. Nonetheless, the throughput of 
serial approaches remains limited by factors such as raster scanning, 
laser repetition rate and detection bandwidth, typically reaching up 
to 100 million pixels per second. Parallel approaches, on the other 
hand, enable simultaneous recording of fluorescence intensity from 
multiple sources using charge-coupled device or complementary 
metal oxide semiconductor (CMOS) technology1,10 and allow for 
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Results
MFIAS operating principle
The MFIAS system, which integrates computer vision and optical 
design, has been developed to facilitate high-resolution dynamic imag-
ing on surfaces of arbitrary shapes. The imaging process involves the 
initial estimation of surface profiles, which are subsequently utilized to 
design a spatial–temporal selective illumination sequence. To enable 
efficient axial scanning within a single frame exposure time, a spinning 
disc mechanism is employed, allowing for the acquisition of surface 
features with depth encoding (Fig. 1a and Supplementary Video 1). The 
acquired images, in conjunction with the corresponding illumination 
sequence, are then utilized to accurately decode cellular information.

We scan the focal length in a single exposure time. The spinning 
disc enables a rapid focus shift through continuous rotation, which is 
challenging in mesoscopic systems. To achieve high-resolution imaging 
with a large FOV during disc rotation, flat optics are employed instead 
of conventional lenses to change the position of the focal plane. By 
utilizing a spinning disc composed of glasses with varying thicknesses, 
a focus shift similar to the ‘broken pencil illusion’ in physics is induced36. 
All regions of the FOV are treated equally by the flat optical elements in 
a telecentric system, thereby enabling the spinning disc to change the 
focal length with high resolution across the entire FOV. Additionally, a 
temporal multiplexing detection method is employed, wherein a digital 
micromirror device (DMD) is utilized to spatiotemporally modulate 
the illumination of the sample. This ensures that regions with features 
are exclusively illuminated when they are in focus. The rotation of the 
spinning disc is monitored by an infra-red (IR) detector, recorded by a 
data acquisition device and synchronized with the DMD and camera.

The shape of the surface needs to be determined before image 
acquisition. Our previous work37 reviewed several types of depth detec-
tion approaches. Depth from focus/defocus infers scene depth from 
focus cues38–43. Focal sweep44, coded apertures45 and chromatic lens 
aberration46 approaches induce depth-independent PSFs to obtain 
the depth information. In this study, we adhere to the depth from focus 
framework for depth detection. As shown in Fig. 1, we first capture an 
image stack encompassing various depths, followed by the application 
of computer vision descriptors47 or machine learning approaches48–50 
to identify the in-focus regions. Subsequently, the surface is recon-
structed through smooth fitting and converted into DMD illumination 
patterns (Fig. 1b). For rapidly changing shapes, we provide an example 
of single-frame depth detection in Supplementary Note 4.1.

MFIAS macroscopy enables micrometre-resolution and 
centimetre-scale imaging
To compare the advantages of MFIAS macroscopy over conventional 
microscopes, we evaluated their PSFs using simulated fluorescent 
beads. Conventional microscopes typically face a trade-off between 
lateral resolution, DOF and light collection efficiency, as depicted in 
Fig. 2a. A microscope with an NA of 0.3 offers a lateral resolution of 
approximately 1 μm at the wavelength of 500 nm, but its DOF is limited, 
and the peak intensity drops notably at a distance of approximately 
10 μm from the focal point. Conversely, objectives with a 0.1 NA provide 
a larger DOF of approximately 100 μm, but their lateral resolution is 
three times poorer compared with 0.3 NA objectives. Furthermore, the 
peak intensity drops to nearly 1% of that achieved by high-NA objectives. 
This necessitates larger pixel sizes or higher excitation power to com-
pensate for photon loss, which also compromises optical resolution or 
increases photobleaching. Figure 2a further compares the simulated 
neural images captured by high- and low-NA systems at various focal 
depths. MFIAS scans the whole axial range and detects only in-focus 
signals, so it surpasses other solutions with its extensive DOF, high 
resolution and high photon efficiency at different depths.

To experimentally validate our predictions, we employed the 
RUSH macroscope equipped with a 0.3 NA objective11 (10 × 12 mm2 FOV, 
1.2 μm resolution, 14,000 × 12,000 pixels) to provide a comprehensive 

video-rate imaging with microscale resolution and a centimetre-scale 
field of view (FOV) by utilizing multiple cameras11. Spike-inference  
algorithms, such as the extended constrained non-negative  
matrix factorization (CNMF-E)12 and deep wide-field neuron finder 
(DeepWonder)13, have been employed to detect and extract cel-
lular activities from wide-field images, enabling high-throughput 
analysis. However, achieving high-speed imaging across the entire 
complex-shaped surface remains a formidable challenge, primarily 
due to the difficulty in rapidly changing the focal plane throughout 
the entire FOV.

Several methods have been developed to increase the depth 
of field (DOF) in wide-field fluorescence microscopy. One common 
approach is fast axial scanning. Mechanical axial scanning with piezo 
stages is not able to handle the weight of the objective lens or specimen 
at high speed14. Remote focusing techniques, which use additional relay 
optics, are impractical for mesoscale wide-field detection because 
they result in more system complexity, decreased light transmission 
and higher cost15. Most electrically tunable lenses and the tunable 
acoustic gradient index of refraction lenses (TAG lenses) have trade-offs 
between the FOV, resolution and speed, making them unsuitable for 
mesoscale high-throughput imaging7,15–17. Although multi-actuator 
adaptive lens has been developed with several hundred-Hertz rates18,19, 
it has not yet been applied to mesoscale microscopy due to its lim-
ited aperture size. One remarkable advance in mesoscale imaging on 
complex-shaped surfaces is cortical observation by synchronous mul-
tifocal optical sampling microscopy, which has achieved high-speed 
near-cellular resolution imaging of the entire dorsal neocortical surface 
of an awake mouse, but cellular dynamics are not distinguishable due to 
its large pixel size20. The second approach elongates the PSF to increase 
the axial range: one straightforward way is to reduce the numerical 
aperture (NA) to increase DOF21, which results in lower resolution, 
lower signal-to-noise ratio and increased photobleaching and toxicity; 
spherical aberration22, diffraction-free beams such as Bessel beams23,24 
and Airy beams25,26 and the aperture division method27 have also been 
used to increase DOF, but these methods also result in sidelobes, lower 
signal-to-noise ratio or reconstruction artefacts. The third approach 
involves computational methods such as light field microscopy10,28–32 
and z-encoding methods33,34, which capture volumetric information 
simultaneously. These methods usually require additional prior infor-
mation such as sparsity for high-resolution reconstruction, so they 
are prone to reconstruction artefacts. None of the above techniques 
has effectively targeted imaging to a non-planar surface at high speed 
under the constraint of a centimetre-scale FOV and micrometre-scale 
resolution.

In this Article, to address these challenges, we have developed a 
wide-field fluorescence microscope, spinning-disc multifocal fluo-
rescence imaging of arbitrary surfaces (MFIAS), that enables imag-
ing on non-planar surfaces while preserving high spatial resolution  
across a large FOV. We have developed an active imaging framework 
that includes automatic detection of the surface profile, active 
control of spatial–temporal coded illumination, high-speed spin-
ning disc scanning and multiplexed detection. Leveraging the high 
optical throughput of the spinning disc and high-speed cameras 
(as in the real-time ultra-large-scale high-resolution macroscopy 
(RUSH) system11 and micro-camera array microscope35), MFIAS can 
achieve a scanning rate of 16.8 billion voxels per second, allowing 
for nearly continuous tuning of the focal depth over a maximum 
range of approximately 2 mm and video-rate acquisition. We have 
demonstrated the capability of MFIAS macroscopy by imaging neural 
activity and neutrophil migration across the intact superficial cortex 
of a mouse as well as other dynamic processes on complex surfaces. 
MFIAS is reliable for providing biological images without artefacts,  
flexible for diverse experimental systems and conditions and 
cost-effective in implementation, rendering it a valuable tool for 
biological research.
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demonstration of MFIAS’s capability for micrometre-resolution and 
centimetre-scale imaging. We tested the system’s parameters using 
0.5-μm fluorescent beads positioned beneath cover glasses of vary-
ing thicknesses ranging from 0 to 1.8 mm. Supplementary Fig. 1 indi-
cates a linear relationship between the focus shift and the cover glass 
thickness. By calculating the refractive index of the glass based on the 
focal plane shifts, we obtained a value of 1.54 ± 0.04 (mean ± standard 
deviation), consistent with the known refractive index of 1.52 for a wave-
length of 515 nm. Additionally, we demonstrated that the lateral PSFs 
remained almost unchanged across the entire FOV, which is an advan-
tage over conventional lens-based methods. The average full width 
at half maximum (FWHM) of the fluorescent beads, shown in Fig. 2b,  

exhibited a uniform distribution. Furthermore, Fig. 2b depicting FWHM 
distributions at different cover glass thicknesses confirmed that the 
PSFs did not deteriorate with increasing glass thickness.

MFIAS is a flexible technique that can be easily integrated into 
RUSH or other macroscopes, such as digital single lens reflex (SLR) 
systems42 (Extended Data Fig. 1a). The MFIAS-RUSH system is able 
to resolve subcellular structures and detect calcium signals on the 
curved mouse cortex at 10 frames per second (f.p.s.), as shown in 
Extended Data Fig. 2 and Supplementary Fig. 2. However, given the 
limited accessibility of the RUSH system to the broader scientific 
community, we also utilized MFIAS-SLR, a customized macroscope 
constructed from two SLR lenses, to showcase the advantages of 
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Fig. 1 | System schematic diagram. a, The MFIAS system comprises two 
components: selective illumination and focal modulation. The selective 
illumination component incorporates a DMD that is conjugated with the 
image plane and modulates the illumination patterns. The focal modulation 
component is a spinning disc with varying thicknesses of cover glass, which 
shifts the focal image to different depths. Before frame acquisition, a depth 
map is generated and converted into a series of illumination patterns displayed 
on the DMD. During each exposure period, the spinning disc completes one 
full rotation, while the DMD displays one pattern at each glass thickness. The 
resulting image is an integration of focal areas from different depths. TIR, total 

internal reflection prism; DM, dichroic mirror; OBJ, objective; LED, light-
emitting diode; PE, photon emitter. b, Various techniques can be employed to 
generate illumination patterns. Image acquisition can be a stack for static or 
slow-varying surfaces or a single frame for fast-changing surfaces. The depth 
of each position can be determined using algorithms and/or refined through 
manual or semiautomatic detection algorithms. Red points in Step 2.3 are 
manually selected 3D coordinates. Finally, the depth map is generated, and the 
illumination pattern for each layer is calculated. CV, computer vision; DL, deep 
learning; LoG, Laplacian of Gaussian.
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MFIAS macroscopy. This system offers a lateral resolution of 7.4 μm 
and a FOV of 7 mm, enabling cellular resolution imaging in live mouse 
brains. To demonstrate this capability, we acquired image stacks from 
an awake, head-fixed mouse that had been injected with fluorescein 

isothiocyanate (FITC)–dextran51. The MFIAS microscope provided 
high-resolution images of the entire superficial brain, while conven-
tional macroscopes could only focus on the central part of the brain, 
as shown in Fig. 2c and Supplementary Video 2.
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Fig. 2 | Characterization of the system. a, Theoretical simulations. Left top: PSFs 
of different systems. Systems with a high NA (0.3) have a high lateral resolution but 
a very small DOF (10 μm). Systems with low NA (0.1 NA) have low lateral resolution 
and a moderate DOF (90 μm). The MFIAS system achieves high NA and large DOF 
simultaneously. Left bottom: axial intensity distributions of different systems. 
Right: a simulation of a neuron with different levels of out-of-focus blur ranging 
from 0 to 225 μm. For high-NA systems, the image quality is acceptable within a 
25-μm range of defocus, whereas for low-NA systems, the detection efficiency is 
reduced. Scale bar, 20 μm. b, Validation of MFIAS on RUSH system. Left: FWHM 
changes between 1.4 and 1.6 μm with the insertion of glass of different thicknesses, 
from 0 to 1.8 mm, measured with 0.5 μm fluorescent microspheres and 0.8 μm 
pixel size. Central black mark: median. Bottom and top edges: 25th and 75th 

percentiles. Whiskers extend to extreme points excluding outliers (1.5 times above 
or below the interquartile range). Right: FWHMs across the entire FOV (except for 
the four corner cameras, which are left blank in the figure) for glass thicknesses of 
0 (minimal thickness), 0.98 mm (thickness for system design) and 1.8 mm (largest 
thickness). Beads number, n = 802, 961, 1,158, 1,269, 1,303, 1,294, 1,469, 1,435, 
1,430 and 1,500 for each glass thickness. c, MFIAS enables the capture of a mouse 
brain image with FITC injection in vessels. Left: the brain image and its depth 
map. Middle: top projection of the mouse brain from MFIAS using a customized 
macroscope with SLR lenses. Three local zoom-ins on the right demonstrate that 
while conventional microscopes have out-of-focus blur, MFIAS enables globally 
all-in-focus imaging (n = 3). The dashed box indicates the in-focus area without 
MFIAS. Scale bars, 1 mm for the global views and 100 μm for the local views.
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MFIAS macroscopy enables fast cellular-level functional 
imaging of the mouse brain
To demonstrate the superiority of MFIAS macroscopy over existing 
wide-field techniques, we employed MFIAS macroscopy on a custom-
ized macroscope to capture fast, micrometre-resolution spontaneous 
activity in the superficial dorsal cortex of the mouse brain. We con-
ducted brain imaging on an awake Rasgrf2-2A-dCre;Ai148D mouse52–54 
that expressed the calcium indicator GCaMP6f predominantly in super-
ficial layer neurons (layer 2/3, as depicted in Supplementary Fig. 3). 
In single-photon microscopy, signals from deep neurons are heavily 
scattered by the brain tissue, so we focus on imaging neurons located 
at a specific depth of 130–200 µm below the dura13.

As demonstrated in Supplementary Video 3, MFIAS captured 
neural responses from the entire superficial cortex in a single snap-
shot. We identified cortex-wide light source distributions using the 
CNMF-E algorithm and deconvoluted calcium spikes from the calcium 
traces using the Online Active Set method to Infer Spikes algorithm 
(OASIS)55,56. The maximum imaging speed of MFIAS was limited by 
the current scientific complementary metal oxide semiconductor 
(sCMOS) camera speed, which could achieve up to 50 f.p.s. In our 
experiment, we set the speed to 10 Hz to match the dynamics of the 
calcium indicator. These light sources were evenly distributed across 
the entire FOV, as shown in Fig. 3a. In comparison, the conventional 
microscope with a 0.3 NA only detected light sources within its DOF 
under the same parameters (Supplementary Video 3). We also zoomed 
in on four selected regions in detail in Fig. 3a, where the contours of all 
light sources were visible at high resolution. Figure 3b illustrates that 
the light sources were located at different depths, which were detected 
from a series of 50 images at each depth. We obtained neural calcium 
signals from different sub-FOVs at different depths throughout the 
mouse brain, as depicted in Fig. 3c.

To compare the performance of MFIAS with conventional micro-
scopes, we defined the peak signal-to-noise ratio (PSNR) of the light 
source as its peak signal intensity divided by the background standard 
deviation of the temporal variations. We plotted the PSNR distribu-
tion along the x axis for both MFIAS and conventional macroscopes 
in Fig. 3d,e. The study conducted with MFIAS observed that the PSNR 
of neural signals remained relatively constant. In contrast, when using 
conventional microscopes, the PSNR at the lateral edge dropped to the 
baseline PSNR of 1 (sample size n = 3 mice; additional micrographs are 
included in Supplementary Note 6.1). This suggests that MFIAS provides 
better signal quality on the curved brain surface than conventional 
microscopes. Furthermore, through visual stimulus, we detected visu-
ally responsive and orientation-selective sources in the visual cortex 
and plotted the distribution of these light sources in the visual-related 
areas of the mouse brain (additional micrographs are included in Sup-
plementary Note 6.2). In all three mice, we observed a high percentage 
of orientation-selective sources in visually responsive sources in the 

primary visual cortex (VISP) area. Further, we show an example of neural 
imaging through the cleared skull4 in Supplementary Fig. 4.

MFIAS macroscopy can capture calcium signals from high-PSNR 
neurons in the sparsely labelled superficial mouse cortex. Previous 
studies have demonstrated that cellular calcium signals from a depth 
of 130–200 μm can be extracted using wide-field microscopy with 0.3 
NA objectives11,13. These signals exhibit a high correlation with signals 
obtained from two-photon microscopy. The SLR system42,43 achieves a 
lateral resolution below 10 μm in a 7-mm-diameter FOV (Supplementary 
Note 1.3.2) and has demonstrated cellular resolution for fixed NSC-34 
neurons57 (Supplementary Fig. 5). Supplementary Fig. 6 illustrates 
that the contour of two cells with a boundary distance of ~10 μm can 
be distinguished from the temporal standard deviation of the image 
stack. To further compare the calcium signals from the SLR lens and 
two-photon microscopy, we established a system for simultaneous 
single-photon and two-photon imaging. Similar to previous findings13, 
the analysis shows that a correlation of 0.8 can be achieved when the 
PSNR >1.5. However, signal crosstalk can occur from neighbouring 
neurons or out-of-focus neurons (Supplementary Note 3.2). In Rasgrf2-
2A-dCre;Ai148D mouse52,53, sparse layer-specific GCaMP expression 
in the cortex reduces the cross-contamination between neurons. Fur-
thermore, we demonstrated that the pairwise neural correlations from 
single-photon and two-photon microscopy exhibit similar strengths 
and patterns in Supplementary Note 3.3 when the cross-contamination 
and background signals have been properly eliminated by the CNMF-E 
algorithm. Finally, we show an example of analysing cortex-wide neural 
correlations from MFIAS imaging of a mouse in Supplementary Fig. 7a, 
which shows that the average pairwise correlations were close to zero in 
almost all brain regions, similar to the results from electrodes58. Similar 
to anatomical neural connectivity59, its functional neural correlations 
decrease with spatial distance (Supplementary Fig. 7b). The interac-
tions between sources can be represented by the burst of spike trains. 
Supplementary Fig. 7c demonstrates this pattern, with a frequency of 
spikes that exhibits a long-tailed distribution compared with randomly 
shuffled spike trains58. As a result, MFIAS has provided a neural imaging 
approach for computational neuroscience.

MFIAS macroscopy enables real-time tracking of neutrophils 
in blood vessels and on the surface of the mouse brain
To further demonstrate the potential of MFIAS macroscopy in in vivo 
cellular imaging, we conducted an immune cell tracking experiment 
in a B6/C57 mouse with a crystal skull implant. The procedure involved 
labelling the neutrophils by administering an intravenous injection of 
Ly-6G monoclonal antibody 2 h after the craniotomy60,61. Cells of inter-
est were located at the surface of the cortex, allowing for their axial 
positions to be analysed with the aid of visible blood vessels.

Understanding the migration and collective behaviours of neu-
trophils is crucial for unravelling the mechanisms underlying acute 

Fig. 3 | Images of a transgenic mouse brain that expresses GCaMP6f in 
neurons. a, The standard deviation of neural activity captured through MFIAS 
macroscopy and aligned with the Allen Mouse Brain Common Coordinate 
Framework. Four zoomed-in views are displayed on the right. Scale bars, 1 mm 
(global view) and 100 μm (local views). b, In the calibration stage, the mouse 
brain was axially scanned with different glass thicknesses. The neural position 
of each image depth was detected. Different colours in the image represent 
different glass thicknesses. Scale bar, 1 mm. c, The activities of 737 neurons 
from the four zoomed-in regions shown in a, sorted by Z-score. The right 
panel displays the traces of randomly selected neurons sorted from high to 
low Z-scores. Neural signals were detected in both central and corner regions 
using MFIAS macroscopy (sample size n = 6 mice). d, The distribution of PSNR 
for all sources across the FOV by MFIAS. e, The PSNR distribution for the same 
sources by a conventional microscope. The PSNR for the neural signal is almost 
constant for MFIAS but drops to the baseline at the lateral edge regions for 
the conventional microscope. d and e are representative micrographs out 

of three biological replicates obtained (source numbers 302, 337 and 668, in 
the 1,000-frame sequences), and the additional micrographs are included in 
Supplementary Note 6. Central black mark: median for neural sources. Bottom 
and top edges: 25th and 75th percentiles. Whiskers extend to extreme points 
excluding outliers (1.5 times above or below the interquartile range). Scale bars, 
1 mm. f, Visual stimulus of drifting gratings was performed on the mouse, and 
visually responsive neurons in the visual cortex were detected in three mice using 
one-way ANOVA (P < 0.01). Blue circles, visually responsive but OSI <0.8 neurons. 
Red circles, OSI ≥0.8 neurons. g, The neural responses of four typical high OSI 
neurons in different brain areas. Error bars represent the trimmed standard 
deviation of the five trials. h, Traces of the neurons in g. Colour stripes in the 
figure represent periodic visual stimulus moments with angles of 270°, 135°, 315°, 
225°, 0°, 180°, 45° and 90°. e and g are representative micrographs out of three 
biological replicates obtained, and the additional micrographs are included in 
Supplementary Note 6.
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inflammatory responses. Neutrophils, being the most abundant leuko-
cyte type in human circulation, play a vital role in pathogen elimination 
during inflammation. However, uncontrolled neutrophil accumulation 
can lead to excessive inflammation by secreting chemoattractants 

that bind to G protein-coupled receptors on neighbouring cells62. The 
coordination and termination of these collective behaviours are still 
not fully understood. Conventional microscopy techniques enable the 
observation of immune cell trafficking from circulation to peripheral 
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tissues in vivo, which is important for identifying the step-by-step 
process of neutrophil recruitment into inflamed tissues62. However, 
the observation of neutrophil migration using conventional micros-
copy is limited to the submillimetre scale due to FOV limitations63. In 
contrast, MFIAS macroscopy enables visualization of processes such as 
intravascular trafficking, vessel adhesion, surface locomotion, aggre-
gation and dispersion in different brain regions, so researchers can 
gain further insights into the coordinated behaviours of neutrophils 
and better understand the underlying mechanisms of inflammation 
and the immune response.

We demonstrated the capability of MFIAS macroscopy to capture 
events occurring at different time scales in Fig. 4a and Supplementary 
Video 4. Additionally, MFIAS macroscopy enables imaging of neural 
dynamics at various locations and depths within the brain, as illustrated 
in Fig. 4b. In the vasculature, we observed the flow of immune cells with 
blood at subsecond to second time scales across all mice in the study 
(sample size n = 4 mice). Notably, some cells exhibited adherence to 
vascular walls, indicating extravasation from the bloodstream, as the 
multistep process of ‘leukocyte adhesion cascade’62. Furthermore, 
we observed neutrophils in the superficial cortical tissue displaying 
migration patterns at time scales ranging from seconds to tens of sec-
onds in three out of four mice. Previous studies have reported distinct 

neutrophil states in barrier tissues, wherein they exhibit random migra-
tion in the steady state but are rapidly recruited to the site of injury64. 
Neutrophil migration towards tissue injury involves a multistep process 
characterized by scouting, amplification, stabilization and resolution 
phases65. To investigate the state of neutrophils, we employed cellular 
motion tracking using TrackMate software66 in Fig. 4d. The analysis of 
364 long tracks in the xy plane revealed various cellular dynamic prop-
erties (Supplementary Fig. 8). Although the averaged mean squared 
distance showed a linear relationship with time delay (Supplementary 
Fig. 8j), the medium velocity in the xy plane (Supplementary Fig. 8i), 
and the averaged autocorrelation (Supplementary Fig. 8m) was close 
to zero, abnormal superdiffusion and subdiffusion behaviours were 
observed in certain cells (Supplementary Fig. 8k), indicating diverse 
motion patterns during the early stage of swarming. As the local popu-
lation of neutrophils increased, we observed collective motion67 in Sup-
plementary Fig. 8f–i and cell aggregation in Supplementary Fig. 8a–c.  
In Fig. 4c, we show the observation of a cell aggregation moving at the 
junction of a branch vessel. The aggregation travels quickly in the deep 
capillary at the beginning but slows down when it nears the crossing. 
After the aggregation enters the branch vessel at 4 s, it accelerates again 
and flows away in less than 0.3 s. The migration of cell aggregates is a 
rare event that was observed only once and can hardly be observed 
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Fig. 4 | The recording of neutrophil trafficking in a mouse brain after 
craniotomy. a, MFIAS enables snapshot imaging of neutrophils across the  
dorsal cortex (sample size n = 4 mice). Scale bar, 1 mm. b, Zoomed-in views of the 
areas in a. Scale bar, 100 μm. c, A time-lapse sequence of a zoomed-in view in  

a showing an immune cell migrating from a capillary to a branch vessel. Scale bar, 
100 μm. d, A zoomed-in view of an area in a showing the tracks of neutrophils. 
Scale bar, 200 μm.
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for conventional systems due to the limited FOV. The ability of MFIAS 
macroscopy to simultaneously capture slow events in brain tissue and 
fast events in vessels makes it a valuable tool in the fields of immunol-
ogy and haematology. We also showed the microglia in a Cx3cr1–GFP 
mouse68 in Extended Data Fig. 3.

MFIAS achieves a high resolution in the millimetre-scale DOF 
with a modest trade-off from spherical aberration
The MFIAS microscope faces the issue of additional spherical aberra-
tion caused by the cover glass. To assess the impact of these additional 
cover glasses on the optical system, in Supplementary Note 1.1, we 
calculated the extra-optical path for a practical optical ray compared 
with a paraxial ray using the Debye approximation, as described in 
previous papers and textbooks69–71. Based on this work, we derived the 
expression for spherical aberration as (n2 − 1) / (8n3)dθ4

0 , which 
approximates dθ4

0/20 for n = 1.5. We simulated the PSF and enclosed 
energy of the system under the condition of 0.3 NA (Extended Data 
Fig. 4a–d). The simulation involved varying glass thicknesses from 0 
to 2.4 mm, corresponding to a focus shift from 0 to 0.8 mm. Previous 
research, such as SPED microscopy22, has demonstrated that, while the 
FWHM remains almost unchanged with increasing glass thickness, the 
energy disperses more with increasing glass thickness. In our simula-
tion (Extended Data Fig. 4c), the Strehl ratio fell below 80% with a glass 
thickness of 1.8 mm (when an 80% Strehl ratio is considered diffraction 
limited in optical design72). However, over 90% of the total energy was 
still contained within a sample space circle with a radius of 5 μm 
(Extended Data Fig. 4d).

To increase the maximum focal shift, relay systems can be 
employed. Spherical aberration has a fourth-order dependence on the 
angle and a linear dependence on the thickness. For an imaging system 
with magnification M, the chief ray angle in the image space is 1/M of the 
angle in the objective space, while the axial displacement in the image 
space is M2 times that in the objective space. Consequently, for a glass 
plate, the induced focus shift in the image space is 1/M2 of that in the 
objective space due to the magnification M of the microscopic system, 
as illustrated in Supplementary Note 1.3. Therefore, the maximum focal 
shift can be increased by a factor of M2 if the cover glass is inserted in 
the imaging space. We further showed a proof-of-concept experiment 
that shows MFIAS can near-continuously scan the millimetre-scale 
depth-of-field (Extended Data Fig. 1b). This was achieved by designing 
multiple spinning discs in the objective and image spaces. The ‘minute’ 
disc refers to the disc in the objective space, the ‘hour’ disc refers to a 
disc with large-thickness glass slabs for large axial shifts, and the ‘sec-
ond’ disc refers to a disc with small-thickness glass slabs in the image 
space for diffraction-limited point objects, which matches the DOF of 
the objective. The performance of the MFIAS system was evaluated 
using 0.5-μm fluorescent beads on a 3D-printed mouse brain model. 
The full depth-of-field of 1.8 mm was scanned by rotating the ‘hour’ disc 
(Supplementary Note 2). Additionally, the rotation of the ‘second’ disc 
resulted in near-continuous axial scanning.

Discussion
The MFIAS macroscopy system offers a combination of extended DOF, 
large FOV and high-speed imaging across intricate surfaces while main-
taining a lateral resolution comparable to that of conventional epif-
luorescence microscopes. The imaging speed of MFIAS macroscopy is 
primarily constrained by the frame rate of the camera and the rotational 
speed of the disc. Compared with other volumetric imaging techniques, 
such as light-field microscopy28–32 and spherical aberration-assisted 
extended depth-of-field microscopy22, MFIAS has high resolution 
and high detection efficiency without the need for deconvolution. 
It overcomes the limitations of other techniques by utilizing planar 
symmetry and converting the movement of a bulky objective into the 
rotation of a spinning disc, which allows for a large spatial-bandwidth 
product and fast response time. Data throughput is calculated as the 

scanned voxel points of the system, which equals to the product of 
resolved pixels on the plane and number of scanned pixels per second. 
The throughput is limited by the spatial bandwidth product of the lens 
and the response time of the system73. MFIAS scans 16.8 Giga voxels 
per second (14,000 pixels × 12,000 pixels × 10 layers × 10 f.p.s.), 100× 
more than the single-camera and single-planar acquisition configura-
tions. Unlike previous configurations36, glass plates are perpendicular 
to the optical axis in the full FOV, allowing for ultrawide-field imaging 
in telecentric optical systems.

We have also implemented other modes of MFIAS macroscopy. 
(1) Complex-shaped surfaces. We also explored the capabilities of 
MFIAS macroscopy on other complex-shaped surfaces. To illustrate 
this, we conducted an experiment involving the application of FITC 
solution to the stem of a fresh Epipremnum Aureum plant, followed by 
the capture of time-lapse images to observe the flow of fluorophores 
through the plant’s veins. We determined the surface profile of the leaf 
and then captured images at a rate of 5 Hz. Compared with conventional 
focal-stack acquisition methods, MFIAS macroscopy demonstrated 
the capability to rapidly access specific regions of interest by selec-
tively illuminating and capturing in-focus areas. The results obtained 
from MFIAS macroscopy were compared with those obtained using 
a conventional microscope, as depicted in Extended Data Fig. 5a and 
Supplementary Fig. 9. (2) RGB mode. To further showcase the versa-
tility of the MFIAS technique, we employed a reflective microscope 
equipped with white light illumination and an RGB camera. Using this 
setup, we captured images of the wings of distinct insect types, as 
presented in Extended Data Fig. 5b–d. This highlights the potential 
of our method for real-world applications, particularly in the realm of 
biomedical specimen diagnosis. (3) Continuous z-scan mode. Another 
approach to induce a continuous z-scan is to use a spiral plate with a 
thickness proportional to the polar angle. However, manufacturing 
such an optical element may cost a thousand times more than the 
off-the-shelf cover glass. We explored continuous z-scan mode using a 
liquid version of MFIAS as an alternative approach. Here the slow move-
ment of heavy specimens or objectives was substituted with the rapid 
movement of the cover glass. The changes in liquid depth between 
the cover glasses induce continuous focus shifts in the specimen. The 
performance of this liquid MFIAS configuration was evaluated using 
3-μm fluorescent microspheres, as depicted in Supplementary Note 2. 
(4) Short working distance mode. While the current implementation 
requires a working distance of several millimetres for the insertion of 
the spinning disc, we demonstrated its adaptability for systems with 
short working distances. For example, we present the design of MFIAS 
in a high-resolution system with an NA of 0.95, as shown in Extended 
Data Fig. 1c. Furthermore, we captured images of 200-nm fluorescent 
microspheres under various glass thicknesses in Supplementary Note 
2. (5) Single-shot exposure surface detection. We developed different 
algorithms tailored to specific specimens. For surfaces that change 
slowly, such as brain tissue in head-fixed mice, we captured images or 
image stacks at different focal positions and subsequently identified 
the focused regions at each depth. For example, in neural imaging of 
the superficial mouse brain, we acquired 50 frames for each depth to 
discern neurons from the background. Through experimentation, we 
determined that a minimum of ten frames is needed, considering the 
calcium dynamics of neurons. For continuously changing surfaces, we 
proposed a subsecond single-exposure focus algorithm. This approach 
involves dividing the entire surface into small, non-overlapping 
patches, which are individually illuminated and detected at different 
depths. The surface profile is then estimated based on the focused 
patches, as elucidated in Supplementary Note 4.1. Additionally, we 
demonstrated the capability of high-speed scanning using dual-planar 
imaging, capturing 140 volumes per second, as demonstrated in Sup-
plementary Note 4.2.

The MFIAS macroscopy system has some limitations. One such 
limitation pertains to the penetration depth, which is presently confined 
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to imaging the superficial layer of cells within the mouse brain cortex 
due to tissue scattering. Previous investigations13 and Supplementary 
Note 3 have demonstrated that a single-photon microscope with an 
NA of 0.3 can effectively capture neural dynamics within a depth range 
of 130–200 μm, corresponding to superficial layer 2/3 neurons. In 
single-photon neural imaging, cross-section contamination from adja-
cent neurons and background noise elevates correlations in raw neural 
intensity data. Our experiment mitigates this contamination through a 
sparse superficial neural labelling scheme and signal extraction algo-
rithm. Nonetheless, deep neural imaging experiments pose additional 
challenges that necessitate further investigation and optimization. 
Additionally, the system lacks optical sectioning capabilities, thereby 
precluding the capture of axial motion information. For instance, the 
MFIAS-SLR system can visualize cells within a restricted axial range 
of 80 μm. Consequently, when observing cells such as neutrophils, 
only their lateral speed can be ascertained, while their precise loca-
tion above or below the dura remains indeterminate. Nevertheless, 
these limitations can be mitigated through the integration of optical 
sectioning techniques such as structured illumination74,75, HiLo76 and 
targeted illumination microscopy17. By employing these techniques, 
the MFIAS system can surmount its inherent constraints, thereby 
enabling the capture of axial information and expanding its imaging 
capabilities77. Another limitation of the MFIAS microscope pertains 
to its surface-detection speed. The system necessitates a calibration 
sequence and surface detection process to determine the surface pro-
file, which can be time-consuming and precludes real-time imaging 
of rapidly varying surfaces. We found that the minimum time needed 
for calibration and surface detection is in the subsecond range, which 
means that this method is not suitable for responding to faster events. 
To achieve expedited imaging, potential avenues for exploration include 
the incorporation of an assistant camera for image acquisition and the 
development of hardware-based imaging processing algorithms.

In summary, MFIAS macroscopy provides the capability to observe 
wide-ranging neural and immune activities on both the awake mouse 
brain surface and other complex-shaped surfaces. This approach is 
cost-effective, is easy to implement and offers superior performance 
relative to conventional methods. Leveraging the versatile applications 
of spinning discs, MFIAS macroscopy may find uses across diverse 
fields, including neuroscience, immunology and clinical diagnosis. 
Furthermore, the potential for its extension into domains such as 
photography and stereo displays warrants consideration. We hope 
that the MFIAS system paves the way for the high-throughput dynamic 
recording of arbitrarily shaped surfaces, thereby enhancing the scope 
of life-science applications.

Methods
MFIAS implementation
MFIAS macroscopy is a technique for non-planar surface imaging 
on standard macroscopic systems. Briefly, MFIAS was developed on 
the basis of the principles of high-speed focal modulation and syn-
chronized dynamic illumination selection. A custom spinning disc, 
as depicted in Supplementary Note 5, facilitated rapid focal position 
modulation. The disc was equipped with nine cover glasses of varying 
thicknesses (ranging from 0.17 to 1.8 mm), securely attached using 
ultraviolet-cured glue. To monitor the rotational speed of the disc, 
a stick connected to the disc was employed in conjunction with an IR 
emitter and detector system. The spinning disc was affixed to a rota-
tion stage (IM6824H, Lika Tech), which was controlled by DC voltage. 
Placed between the objective and the specimen, the spinning disc 
played a crucial role in the modulation of focal positions. Dynamic 
illumination region selection was enabled through the utilization of a 
DMD (V-7001, Vialux) positioned in conjugation with the image plane. 
For each cover glass on the spinning disc, a distinct focal specimen 
region at the specific depth is precisely mapped onto a corresponding 
region on the DMD.

To construct a prototype of MFIAS-SLR microscopy, a custom mac-
roscope setup was utilized. The objective lens employed in this setup 
was an SLR camera lens (Canon EF 50 mm f/1.4 USM). The tube lens 
consisted of a 100-mm camera lens (MINOLTA AF 100 mm f/2.8). For 
sample illumination, a collimated blue LED (SOLIS-470C, Thorlabs) was 
employed in conjunction with a shortpass excitation filter (FESH0500, 
Thorlabs) with a cut-off wavelength of 500 nm. The excitation beam was 
directed toward the DMD, which was aligned with the image plane. The 
beam was then relayed by an achromatic doublet (AC508-75-A, Thor-
labs), reflected by a longpass dichroic mirror (DMLP505L, Thorlabs) 
with a cut-on wavelength of 505 nm, and subsequently passed through 
the objective lens to excite the sample. Fluorescence emitted by the 
sample was collected by the same objective lens, filtered by an emission 
filter (MF525-39, Thorlabs), and focused onto an sCMOS camera (Zyla 
5.5, Andor) through the tube lens. Each pixel on the sCMOS camera 
corresponded to a spatial resolution of 3.6 µm on the image plane, 
providing a FOV of approximately 9 mm × 7 mm.

Another prototype of MFIAS macroscopy was constructed using 
the existing RUSH system11. The RUSH system is characterized by a 
customized 0.3 NA objective and a 0.17-gigapixel sCMOS array, ena-
bling video-rate centimetre-scale imaging with 0.8-µm pixel size. This 
technology also serves as an excellent foundation for evaluating the 
PSF and FOV when combined with the spinning disc. A similar excita-
tion light path was established to replace the illumination LED of the 
RUSH system and map the DMD to the native image plane of the RUSH 
system. A comprehensive guide for the design and implementation of 
MFIAS is available in Supplementary Note 5.

Signal synchronization
The National Instrument USB-6363 data acquisition device was utilized 
for synchronization in the MFIAS macroscopy system, as depicted 
in Supplementary Note 5. The positional trigger of the spinning disc 
served as the input signal for the customized macroscope config-
uration, enabling control over both the camera exposure start and 
DMD transition. In the RUSH configuration, the camera output trig-
ger was generated to trigger the DMD, and the phase and rotation 
frequency of the disc were calculated from the IR receiver signal. To 
ensure synchronization between the cameras and the spinning disc, 
proportional-integral-derivative control was implemented to regulate 
the voltage of the rotation stage.

Object detection and surface fitting
In neural imaging, a series of 50–100 images were captured at differ-
ent depths. To create an input image sequence, the temporal standard 
deviation of each image stack was calculated. In vessel and neutrophil 
imaging, a single image was acquired at each depth to serve as the 
input. The order of the image sequence was then rearranged based on 
the focus shift. To identify features such as cells within the images, the 
extended maximum transformation was applied using functions such 
as imextendedmax in MATLAB or the find Maxima function in ImageJ78. 
After identifying the cell regions, they were sorted on the basis of 
parameters such as area and eccentricity. For surface fitting, we used a 
3D polynomial fitting for brain images and a smooth filter for features 
on other complex-shaped surfaces. Finally, the surface was discretized 
into ten height levels, and binary masks were created for each level.

DMD and illumination calibration
Sparse bright pixels were displayed on the DMD and captured by the cam-
era. The coordinates of these bright pixels were extracted using MATLAB 
software. Finally, an affine transformation was established between the 
camera pixels and DMD pixels using the fitgeotrans function in MATLAB.

Selection of system parameters
To achieve the desired DOF, the MFIAS system employs a careful selec-
tion of cover glass number, glass thickness and detection objective NA. 
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The glass thickness is determined based on the NA of the objective NA, 
the pixel size p and the feature size d of the specimen. For our system, 
the objective has an NA of 0.3, and the pixel sizes are approximately 
0.8 μm and 3.6 μm for the RUSH and SLR systems, respectively. The 
diameter of a mouse neural soma is estimated to be approximately 
15 μm, and the signals of the soma can be observed at a distance of L 
= 25 μm from the focal plane. Therefore, we set the interval of glass 
thickness to approximately 150 μm using the formula 2nL/(n − 1), where 
n represents the refractive index. Subsequently, the number of cover 
glasses is calculated as N = DOF/2L + 1 = 450/50 + 1 = 10. To maintain the 
same light intensity on the specimen as in conventional epifluorescence 
microscopy, the power of the excitation light needs to be increased 
by a factor of N, which corresponds to the number of cover glasses. By 
selectively illuminating only the in-focus regions, the MFIAS system 
reduces photobleaching and photodamage by a factor of N compared 
with traditional 3D scanning methods. Recent advancements in tech-
nology have led to the commercialization of high-speed spatial light 
modulators with 1,000-pixel resolution and a frame rate of 1,000 f.p.s., 
such as HSP1k-488-800-PC8 from Meadowlark Optics. These spatial 
light modulators can be used as alternatives to amplitude-modulating 
DMD to reduce the loss of light energy, albeit at a higher cost. Determin-
ing the minimum radius of the disc is crucial in the design process. The 
aperture of the glasses should be larger than the FOV or clear aperture 
of the lens, depending on whether the disc is positioned close to the 
sample plane or the lens. In this case, we select an aperture size of the 
glasses to be 40 mm, which exceeds the clear aperture of the lens. The 
minimum disc radius can be calculated, resulting in an approximate 
value of 100 mm. During the disc design, considerations such as weight 
balancing and maintaining the centre of mass close to the rotation axis 
are considered, as depicted in Supplementary Note 5.

PSFs
The PSF of the system was measured using the RUSH system with a fluo-
rescent microsphere specimen. The diameter of the beads was 0.5 µm, 
and approximately 10,000 beads were detected by our algorithm. The 
spinning disc was placed between the objective and specimen, and 
images were taken simultaneously from 35 cameras as the spinning 
disc was rotated to different positions.

Multidisc MFIAS and high-NA MFIAS
The multidisc setup consisted of three discs designated the ‘minute’, 
‘hour’ and ‘second’ discs. To achieve precise focal adjustments, a mul-
tiscale approach was adopted, wherein the minimum focus shift 
induced by the ‘minute’ disc was set to approximate the maximum 
focus shift caused by the ‘second’ disc. Similarly, the minimum focus 
shift induced by the ‘hour’ disc was aligned with the maximum focus 
shift caused by the ‘minute’ disc. The total number of scanning axial 
positions was determined by multiplying the number of glass plates 
in each disc: m plates in the ‘hour’ disc, n plates in the ‘minute’ disc and 
k plates in the ‘second’ disc, resulting in m × n × k  total positions. For 
this particular experiment, m = 3, n = 10 and k = 4 were chosen.

In the high-NA configuration, an air objective lens with a magni-
fication of 40× and an NA of 0.95 was utilized. The original tube lens 
was replaced with a 200-mm SLR lens, and a pair of 50-mm DSLR lenses 
was inserted as relay lenses between the objective and tube lens. To 
manipulate the focal depth, three discs were carefully inserted between 
the relay lenses.

Animals
All animal procedures were performed by the Institutional Animal Care 
and Use Committee of Tsinghua University. C57BL/6 and transgenic 
mice, male and female, 8–12 weeks, 20–30 g, were obtained from the 
Jackson Laboratory. Mice were housed in standard cages with a maxi-
mum of five mice per cage. Cages were housed in an environment with 
a 12/12 h reverse dark/light cycle, an ambient temperature of 72 F and 

an ambient humidity of ~30%. Mice were provided food and water ad 
libitum. Both male and female mice used in the experiments were older 
than 8 weeks. C57BL/6J wild-type mice were injected with FITC–dextran 
(Sigma, MW (weighted average molar mass in gram per mole) 70,000, 
2% w/v in saline, 200 mg kg−1) before blood vessel imaging. Cx3cr1–
GFP transgenic mice (stock no. 005582, Jackson Laboratory), Ai148D 
transgenic mice (stock no. 030328, Jackson Laboratory) and Rasgrf2-
2A-dCre transgenic mice (stock no. 022864, Jackson Laboratory) were 
maintained heterozygous or homozygous on a C57BL/6J background.

For microglial observation experiments, we used Cx3cr1–GFP 
mice. For transgenic neural activity observation experiments, we 
used transgenic Rasgrf2-2A-dCre; Ai148D mice expressing GCaMP6f 
in cortical layer 2/3 and C57BL/6J mice sparsely labelled with GCaMP6f 
viruses in the cortex. Double transgenic Rasgrf2-2A-dCre; Ai148D 
mice were crossed from Ai148D and Rasgrf2-2A-dCre mice, specifi-
cally labelled layer 2/3 cortical neurons. Before surgery, trimethoprim 
(TMP, 0.25 mg g−1, CAS#738-70-5, Sigma) was intraperitoneally injected 
for 2 days to induce the expression of GCaMP6f in layer 2/3. Adult 
C57BL/6 mice were sparsely labelled with ten injections of a mixture of 
diluted AAV2-9-hSyn-cre and AAV2-9-Ef1a-DIO-GCaMP6f viruses (from 
BrainVTA Technology). For neutrophil imaging, 10 μl Alexa Fluor 488 
anti-mouse Ly-6G (eBioscience, Cas#127626, lot B350441) dissolved 
in 200 μl physiological saline was injected into the C57BL/6J mice by 
intravenous injection 15 min before imaging.

Optical window
A flat optical cover glass was first trimmed into a trapezoidal shape (two 
bases a1 = 6 mm, a2 = 10 mm, height h = 6.5 mm). Then, it was heated on 
a stainless-steel mould in the shape that was fitted to the mouse skull 
(h = −0.06x2 − 0.0007x4, where the unit of x is millimetre).

Craniotomy
All animal procedures were performed by the Institutional Animal 
Care and Use Committee of Tsinghua University. All experimental mice 
were anaesthetized with isoflurane (3%) delivered through an oxygen 
flow rate of 0.5 l min−1. They were then placed in a stereotaxic frame 
(RWD) and kept under anaesthesia with 1–1.5% isoflurane. The surgery 
was conducted under sterile conditions using sterile instruments. The 
mice were kept warm on a heating pad to maintain a body temperature 
of 36.5 °C. The scalp was shaved and removed, and the skin was anaes-
thetized with 0.1 ml of lidocaine. The fascia above the skull was also 
removed and cleaned with saline. A trapezoid area of skull that covered 
the dorsal cortex was removed with a drill and replaced with a crystal 
skull. The skin incision and crystal skull edge were sealed with cyanoacr-
ylate (Vetbond, 3 M). The location of the crystal skull was recorded 
relative to the bregma. A head bar was implanted and secured to the 
skull with dental cement. The mice were given anti-inflammatory drugs 
(flunixin meglumine, 1.25 mg kg−1, and meloxicam, 5 mg kg−1) for 3 days 
after the surgery and were ready for imaging after 7 days of recovery.

PSNR of light sources
The PSNR is defined as the ratio of the peak value of each light source 
to the background intensity fluctuation. The peak value was achieved 
by the maximum intensity of pixels in each light source, and the noise 
level was estimated from the temporal standard derivation of the 
2D-Gaussian filtered image (kernal size σ = 10 pixels). The find Maxima 
function in ImageJ was utilized for the purpose of locating the posi-
tions of soma-like objects, employing manually selected thresholds 
to ensure accurate detection. To mitigate potential bias, the PSNR 
calculation incorporated neural positions from both MFIAS images 
and conventional images.

Detection of soma position
A spatial–temporal Laplacian of Gaussian filter (kernel sizes σx1 = σy1 = 2 
pixels, σx2 = σy2 = 15 pixels, σt1 = 10 frames, σt2 = 30 frames) was employed 

http://www.nature.com/natbiomedeng


Nature Biomedical Engineering

Article https://doi.org/10.1038/s41551-023-01155-6

to remove the background and highlight the soma of neurons because a 
neuron should have a higher signal level than background pixels. Then, 
the neural positions were fitted from the temporal standard derivation 
project, according to the neural shape.

Comparison of 1p and 2p microscopy
To validate the capability of our single-photon microscope in detect-
ing single cellular activities, we developed a system that sequentially 
detects both single-photon (1p) and two-photon (2p) signals within each 
frame. This system configuration is illustrated in Supplementary Note 
3. The detection path includes a beam splitter that allows us to detect 
both signals in each frame. To minimize contamination from different 
neurons, we implemented sparse labelling schemes by controlling the 
depth of GCaMP expression in transgenic mice and/or decreasing the 
level of virus titter, as described in our previous works11,79.

Visual orientation selectivity assay
Mice were exposed to sinusoidal visual gratings using a small LCD dis-
play (14 cm × 10 cm) mounted horizontally. The display was centered 
at 7.5 cm in front of the right eye of the mouse at a 30° offset. To prevent 
stray light from reaching the cranial window, a light-blocking cone was 
attached to the animal’s head bar. A movie of grey sinusoidal gratings 
was presented sequentially, with eight stimuli separated by 45°. Each 
stimulus lasted 4 s with a 4-s intertrial interval, and they were presented 
five times in the same order. The grating pattern had a spatial frequency 
of 0.05° and a temporal frequency of 2 Hz.

The calculation of the orientation selectivity index (OSI) involved 
several steps. Initially, a one-way analysis of variance (ANOVA) was 
performed to compare the average response with the grating stimuli 
with the response during blank periods (P < 0.01). For these visually 
responsive cells, the preferred orientation was determined as the 
stimulus that elicited the strongest response. To construct the orienta-
tion tuning curve, the average ΔF/F0 was measured for each orientation 
throughout the stimulus duration. The tuning curve was then fitted 
with two Gaussians centred on θpref and θpref ± 90°. We used the fol-
lowing definition of the OSI: OSI = (rpref − rorth)/(rpref + rorth), where rpref is 
the maximum trial-averaged fluorescence in response to any grating 
orientation and rorth is the minimal response to the 90° offset grating 
using the fluorescence traces from CNMF-E. In the cortex-wide data 
analysis, we applied the raw pixel intensity at the detected neuron 
centre minus a background signal estimated from the spatial average 
of a 15-pixel-size Gaussian kernel. Then, we fitted the trace by the OASIS 
to filter the noise and achieved the calcium signal for each neuron. The 
trimmed standard deviation is calculated from the average trimmed 
sum of squared deviations around the mean of the visual response 
excluding the maximum and minimal extreme trials.

Cell lines
The NSC-34 cell samples were gifts from Prof. Qihui Fan’s laboratory. 
Cells were purchased from Hunan Fenghui Biotechnology. Before 
imaging, they were exposed to 1 μM calcein-AM (lot KU723, Dojindo) 
and incubated at 37 °C for 20 min. After 20 min, the cells were washed 
with phosphate-buffered saline and then fixed with 4% paraformalde-
hyde solution for 30 min.

Image analysis
For vasculature imaging, the temporal standard deviations of the 
sequence were taken, and the contrast was enhanced using the CLANE 
algorithm from ImageJ80. Neural images were taken from the standard 
deviation of a background-subtracted, time-filtered time sequence, 
and signals were extracted using the CNMF-E algorithm. Calcium spikes 
are deconvoluted from the calcium traces using the OASIS algorithm: 
AR1 model, foosi method, minimal spike size −5, maximum decay time 
10 s. Neutrophil images were filtered in time using a Gaussian filter, and 
traces were extracted with the TrackMate ImageJ plug-in66. MSD and 

velocity correlations were calculated using msdanalyzer81. Simulation 
of PSF was performed with the code adapted from ref. 82.

Statistics and reproducibility
Sample sizes and statistics are reported in the figure legends and text 
for each measurement. The sample size was not determined using a 
statistical method. All attempts at replication were successful, and 
each main result was at least a duplicate of experiments. Representa-
tive imaging results are included in the figures and videos to show 
the imaging performance. Statistics were performed using built-in 
MATLAB functions.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
The main data supporting the results in this study are available within 
the paper and its Supplementary Information. Data generated in 
this study, including source data for the figures, are available from 
Figshare with the following identifiers: source data for the figures, 
https://doi.org/10.6084/m9.figshare.24431824; beads data, https://
doi.org/10.6084/m9.figshare.20103707; neuron data, https://doi.
org/10.6084/m9.figshare.20103749; neutrophil data, https://doi.
org/10.6084/m9.figshare.20103791; vasculature data, https://doi.
org/10.6084/m9.figshare.20103716. The raw and analysed datasets 
generated during the study are too large to be publicly shared, yet they 
are available for research purposes from the corresponding authors 
on reasonable request.

Code availability
The custom code for surface detection is available at https://doi.
org/10.5281/zenodo.10034030. The custom code for image acquisition 
is available at https://doi.org/10.5281/zenodo.10033824. Additional 
custom algorithms and software are available at https://github.com/
Crazyonxh/SMART-microscopy.
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Extended Data Fig. 1 | A Schematic diagram of the MFIAS-SLR systems. a, 
MFIAS-SLM can be adopted with a slight modification from a conventional SLR 
system. Cam, camera. TL, tube lens. DM, dichroic mirror. OBJ, objective. TIR, 
total internal reflection lens. LED, light-emitting diode. PE, photon emitter. 
b, The technique was extended by using multiple spinning discs in both the 
objective space and image space, including an “hour” disc in the image space 
for a large depth of field, a “minute” disc in the objective space as previously 
described, or a “second” disk for small shifts. Alternatively, a liquid disc can be 

used for continuous modulation. c, A Variation of the MFIAS Technique for High 
Numerical Aperture Systems. This configuration utilizes a 40X/0.95 objective 
and a 200-mm lens as the tube lens. To achieve quick refocusing, a pair of 50-mm 
lenses are inserted between the objective and the tube lens, and a set of spinning 
discs are placed between the 50-mm lenses. RL, Relay lens. d, The spinning discs 
were implemented with glass plates of different thicknesses. A liquid version of 
the disc is also shown.
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Extended Data Fig. 2 | See next page for caption.
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Extended Data Fig. 2 | In vivo dynamic neural activity captured through 
MFIAS-RHSH microscopy. a, A surface plot of a snapshot image with the 
depth of each part plotted at the bottom. b, The standard deviation of the time 
sequence, which is captured by an sCMOS camera array at a rate of 10 frames 
per second. The original image size is 8352 ×8616 pixels. Scale bar, 1 mm. Sample 
size, n = 1 mouse. c, 20 subregions in panel (b). A – T, 20 subregions extracted 

from panel (b). Scale bar, 50 μm. U–V, Subregions extracted from (c-A) and (c-Q), 
where subcellular, dendrite-like structures can be observed. Scale bar, 10 μm. 
W, A subregion extracted from (c-A), in which two different cells with a lateral 
distance of 10 μm can be distinguished. X-Y, Highlights of the firing events of 
individual neurons. Scale bar, 25 μm.
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Extended Data Fig. 3 | Imaging of immune cells in a Cx3cr1-GFP mouse. a, A global comparison of MFIAS and conventional microscopy. b, Local regions in (a). The 
bright dots in the figures are microglia in the superficial cortex. Scale bars: 1 mm in (a) and 300 μm in (b). Frame rate, 10 frames per second. Sample size, n = 1 mouse.
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Extended Data Fig. 4 | Analysis of spherical aberration in MFIAS. a, Variation 
in the lateral PSF profiles as the glass thickness d ranges from 0 to 2.4 mm.  
b, Variation in the axial PSF profiles with changing glass thickness. c, Strehl ratio 

of the point spread function with changing glass thickness. d, Enclosed energy  
in a circle as the radius varies from 0 to 15 μm, accounting for the additional  
cover glass.
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Extended Data Fig. 5 | MFIAS images of complex surfaces. a, Image of FITC solution in a Scindapsus Aureus leaf. b-d, The wings of three butterflies captured in the 
reflective mode. Top images, reconstructed surfaces. Bottom images, depth maps.
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A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided 
Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) 
AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code
Policy information about availability of computer code

Data collection The wide-field imaging data were acquired using Micro-Manager 1.4.23 (Free release), Labview2019 64 bit (National Instruments), Matlab 
R2021a (Mathworks), QT (QT group). Custom algorithms and software are available at https://github.com/Crazyonxh/SMART-microscopy.

Data analysis All data analyses were performed in Matlab R2020a (Mathworks), Python 3.8.8, ImageJ 1.53c (NIH).  
The wide-field neural-signals extraction algorithm was modified based on CNMF-E (https://github.com/zhoupc/CNMF_E, version: 1.1.2). 
For 1p and 2p comparison, local 1p and 2p signals were extracted and compared using CNMF-E (https://github.com/zhoupc/CNMF_E, version: 
1.1.2). 
Calcium traces were filtered and extracted using the OASIS algorithm implemented in CNMF-E (https://github.com/zhoupc/CNMF_E, version: 
1.1.2). 
Histograms of fluorescent beads were plotted with Seaborn (https://seaborn.pydata.org, version: 0.11.1). 
Tracks of neutrophils were extracted using Trackmate (https://imagej.net/plugins/trackmate/, version: 6.0.1). 
Circular graphs of neural correlations were plotted using circularGraph (https://www.mathworks.com/matlabcentral/fileexchange/48576-
circulargraph, version: 2.0.0). 
Allen Mouse Brain Common Coordinate Framework (http://labs.gaidi.ca/mouse-brain-atlas) 
PSF simulation code was modified based on Debye diffraction code (https://github.com/jdmanton/debye_diffraction_code) 
Custom algorithms and software are available at https://github.com/Crazyonxh/SMART-microscopy.

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and 
reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.
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Data
Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 
- Accession codes, unique identifiers, or web links for publicly available datasets 
- A description of any restrictions on data availability 
- For clinical datasets or third party data, please ensure that the statement adheres to our policy 

 

The main data supporting the results in this study are available within the paper and its Supplementary Information. Data generated in this study, including source 
data for the figures, are available from figshare with the following identifiers: source data for the figures, https://doi.org/10.6084/m9.figshare.24431824; beads 
data, https://doi.org/10.6084/m9.figshare.20103707; neuron data, https://doi.org/10.6084/m9.figshare.20103749; neutrophil data, https://doi.org/10.6084/
m9.figshare.20103791; vasculature data, https://doi.org/10.6084/m9.figshare.20103716. The raw and analysed datasets generated during the study are too large 
to be publicly shared, yet they are available for research purposes from the corresponding authors on reasonable request.

Research involving human participants, their data, or biological material
Policy information about studies with human participants or human data. See also policy information about sex, gender (identity/presentation), 
and sexual orientation and race, ethnicity and racism.

Reporting on sex and gender The study did not involve human research participants.

Reporting on race, ethnicity, or 
other socially relevant 
groupings

—

Population characteristics —

Recruitment —

Ethics oversight —

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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For a reference copy of the document with all sections, see nature.com/documents/nr-reporting-summary-flat.pdf

Life sciences study design
All studies must disclose on these points even when the disclosure is negative.

Sample size Sample sizes, in our case the number of mice and recordings, were chosen to ensure that animal-to-animal and recording-to-recording 
variability was reflected in the captured data. We chose n ≥ 3 for in vivo neural-imaging results and immune-cell imaging results unless 
otherwise stated. Only animals were included in the study, for which all animal procedures (as described in Methods) worked successfully to 
allow for cellular imaging. Provided that animal procedures, surgeries, viral injections and the expression of genetically encoded Ca2+ 
indicators were successful, as verified using a standard mesoscope, we found the imaging results and data quality to be reliably reproducible 
and consistent, both across imaging sessions with the same animal and across animals. Because the goal of the work was to establish an 
imaging method rather than to report biological findings, we considered this sample size sufficient to verify the performance of the method.

Data exclusions No data were excluded from the analyses.

Replication All attempts at replication were successful, and each main result was at least a duplicate of experiments. The numbers of independent 
experiments are stated in the figure captions or in the main text.

Randomization Randomization was not relevant to the study, because there were no experimental groups.

Blinding Blinding was not relevant to the study, because no group allocation was performed.

Reporting for specific materials, systems and methods
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system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response. 

Materials & experimental systems
n/a Involved in the study

Antibodies

Eukaryotic cell lines

Palaeontology and archaeology

Animals and other organisms

Clinical data

Dual use research of concern

Plants

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Antibodies
Antibodies used Alexa Fluor 488 anti-mouse Ly-6G Antibody, Cas# 127626, lot. B350441, BioLegend.

Validation The antibody used was validated by the manufacturer. Species relativity, Mouse. Applications, Flow Cytometry , 
Immunohistochemistry – Frozen, Spatial biology. (https://www.biolegend.com/en-us/products/alexa-fluor-488-anti-mouse-ly-6g-
antibody-7085?GroupID=BLG7232#productCertificate)

Eukaryotic cell lines
Policy information about cell lines and Sex and Gender in Research

Cell line source(s) The NSC-34 cell line used was a gift from Qihui Fan's lab, and had been purchased from Hunan Fenghui Biotechnology Co., 
Ltd.

Authentication None of the cell lines used were authenticated.

Mycoplasma contamination The cell lines were not tested for mycoplasma contamination.

Commonly misidentified lines
(See ICLAC register)

No commonly misidentified cell lines were used.

Animals and other research organisms
Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research, and Sex and Gender in 
Research

Laboratory animals C57BL/6 and transgenic mice (Rasgrf2-2A-dCre/Ai148D/Cx3CR1-GFP), male and female, 8–12 weeks, 20–30 g, were obtained from 
The Jackson Laboratory. Mice were housed in standard cages with a maximum of 5 mice per cage. Cages were housed in an 
environment with a 12-h/12-h dark/light cycle, an ambient temperature of 72F and an ambient humidity of ~30%. Mice were 
provided food and water ad libitum.

Wild animals The study did not involve wild animals.

Reporting on sex Genders are randomized in the experiments.

Field-collected samples The study did not involve samples collected from the field.

Ethics oversight All experimental procedures were approved by the Animal Care and Use Committee of Tsinghua University.

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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