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It is widely believed the brain-inspired spiking neural networks have the cap-
ability of processing temporal information owing to their dynamic attributes.

However, how to understand what kind of mechanisms contributing to the
learning ability and exploit the rich dynamic properties of spiking neural
networks to satisfactorily solve complex temporal computing tasks in practice
still remains to be explored. In this article, we identify the importance of
capturing the multi-timescale components, based on which a multi-
compartment spiking neural model with temporal dendritic heterogeneity, is
proposed. The model enables multi-timescale dynamics by automatically
learning heterogeneous timing factors on different dendritic branches. Two
breakthroughs are made through extensive experiments: the working
mechanism of the proposed model is revealed via an elaborated temporal

spiking XOR problem to analyze the temporal feature integration at different
levels; comprehensive performance benefits of the model over ordinary
spiking neural networks are achieved on several temporal computing bench-
marks for speech recognition, visual recognition, electroencephalogram signal
recognition, and robot place recognition, which shows the best-reported
accuracy and model compactness, promising robustness and generalization,
and high execution efficiency on neuromorphic hardware. This work moves
neuromorphic computing a significant step toward real-world applications by

appropriately exploiting biological observations.

Inspired by the structures and functions of neural circuits in the brain,
spiking neural networks (SNNs) are modeled and known as the third-
generation artificial neural networks (ANNs)". The studies of SNNs have
considered abundant biological observations in terms of neural
dynamics, connection patterns, coding schemes, processing flows, and
so forth. In recent years, SNNs have gained extensive attention in
image recognition tasks’™, especially after the boost of accuracy by
borrowing the backpropagation through time (BPTT) learning algo-
rithm from the ANN domain’. Owing to the dynamic attributes of

SNNs, they are widely believed to have the capability of processing
temporal information. However, how to understand what kind of
mechanisms contributing to the learning ability and exploit the rich
dynamic properties of SNNs to satisfactorily solve complex temporal
computing tasks still remain to be explored.

We rethink the key capabilities required in performing real-world
temporal computing tasks. Complex temporal signals usually present
variable timescales and high spectral richness, which can be well
handled by the brain®. For example, the brain can easily recognize
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speakers who are speaking with different timescales such as fast or
slow. Unlike the mainstream image recognition benchmarks used by
SNNs based on static images and dynamic events collected by dynamic
vision sensors (DVS)"%, the information in temporal computing tasks
often shows complicated temporal dependencies, and the features
appear with various timescales, which imply that the learning of multi-
timescale temporal dynamics might be a critical point. In essence,
neuroscientists have observed huge temporal heterogeneity in brain
circuits and responses’', for example, neural heterogeneity™", den-
dritic heterogeneity”™ and synaptic heterogeneity’*™. It seems
believable that these kinds of heterogeneity are more than noises but
promising to generate the capability of capturing and processing
multi-timescale temporal features”. While the investigation of synaptic
heterogeneity offers valuable insights, it poses significant challenges in
network modeling due to the high computation and storage overhead
with the vast number of synapses. Furthermore, we found that only
considering neural heterogeneity makes it hard to deliver satisfactory
results when performing temporal computing tasks due to the insuf-
ficient multi-timescale neural dynamics. In light of these limitations,
our work focuses on the exploration of dendrite heterogeneity as a
more effective and efficient alternative in practice.

Computational neuroscientists have paid attention to the tem-
poral computing capabilities of dendrites inferred from many bio-
physical phenomena and proposed neuron models*** or fabricated
dendrite-like nanoscale devices®* to mimic biological behaviors. The
advanced computational functions suggested by biological dendrites
including local nonlinear transformation®>¥, adjustment to synaptic
learning rules®*, multiplexing different sources of neural signals* and
the generation of multi-timescale dynamics* may benefit neural
networks in machine learning. Whereas, these biological observations
are hard to apply to real-world temporal computing tasks performed
with neural networks at the current stage due to the inappropriate
abstraction, the high computational complexity and the lack of
effective learning algorithms. In addition, most of existing SNNs for
solving real-world temporal computing tasks adopt the simplified
version of leaky integrate-and-fire (LIF) neurons®, which cannot suffi-
ciently exploit the rich temporal heterogeneity. Even though a few
researchers such as Perez-Nieves et al.”* have touched the neural het-
erogeneity by learning membrane and synaptic time constants, they
ignored the dendritic heterogeneity which we consider of great
importance. Recently, some researchers have noticed it and tried to
develop the dendrify software framework* for accelerating the neural
behavior simulation. However, today we still lack explicit and com-
prehensive studies on how to incorporate the temporal dendritic
heterogeneity into a general SNN model and make it work in real-world
temporal computing tasks, let alone explain how it works.

To solve the above challenges, we propose a novel LIF neuron
model with temporal dendritic heterogeneity that also covers neural
heterogeneity, termed DH-LIF. Then, we extend the neuron model to
the network level, termed DH-SNNs, which support both the networks
with only feedforward connections (DH-SFNNs) and those with
recurrent connections (DH-SRNNs). We derive the explicit form of the
learning method for DH-SNNs based on the emerging high-
performance BPTT algorithm for ordinary SNNs**. By adaptively
learning heterogeneous timing factors on different dendritic branches
of the same neuron and on different neurons, DH-SNNs can generate
multi-timescale temporal dynamics to capture features at different
timescales. In order to reveal the underlying working mechanism, we
elaborate a temporal spiking XOR problem and find that the inter-
branch feature integration in a neuron, the inter-neuron feature inte-
gration in a recurrent layer, and the inter-layer feature integration in a
network have similar and synergetic effects in capturing multi-
timescale temporal features. On extensive temporal computing
benchmarks for speech recognition, visual recognition, EEG signal
recognition, and robot place recognition, DH-SNNs achieve

comprehensive performance benefits including the best reported
accuracy along with promising robustness and generalization com-
pared to ordinary SNNs. With an extra sparse restriction on dendritic
connections, DH-SNNs present high model compactness and high
execution efficiency on neuromorphic hardware. This work suggests
that the temporal dendritic heterogeneity observed in the brain is a
critical component in learning multi-timescale temporal dynamics,
shedding light on a promising route for SNN modeling in performing
complex temporal computing tasks.

Results

Spiking LIF neuron with temporal dendritic heterogeneity
(DH-LIF)

Although neural network models have achieved tremendous success
in practice, there is no doubt that a huge gap between the current
neural network intelligence and the brain intelligence indeed exists,
which motivates us to draw more inspiration from biology to improve
the modeling. The brain presents many advantageous features while
here we focus on the huge power in performing multi-timescale tem-
poral computing tasks. As Fig. 1a depicts, the external stimuli such as
languages and music injected into the brain usually present high
temporal heterogeneity, i.e., showing variable timescales, but can be
processed well by the brain. Furthermore, some biological recordings
partially observed heterogeneous structures and multi-timescale
dynamic responses across neurons and dendritic branches, which
seems a link to the mentioned powerful functionality.

However, current neural network models do not sufficiently
exploit the temporal heterogeneity in the brain, which might be a key
reason that they cannot achieve satisfactory performance in per-
forming multi-timescale temporal computing tasks. As presented in
Fig. 1b, the artificial neuron in common ANNs simply models a linear
summation of weighted synaptic inputs with a following nonlinear
transfer function. This process without neural dynamics cannot model
temporal memory. Note that, although ANNs can memorize temporal
information by introducing recurrent connections to build recurrent
neural networks (RNNs) and can further learn multi-timescale tem-
poral dynamics by updating neural states asynchronously*, the
resulting extrinsic dynamics is different from the intrinsic dynamics
within neurons discussed in this work and current RNNs do not model
the dendritic heterogeneity that is just our focus. By contrast, the
spiking neuron, for example, the classic simplified LIF neuron com-
monly used in ordinary SNNs, models temporal dynamics by updating
the membrane potential of the soma over time with a decaying coef-
ficient. In this work, we term the classic simplified LIF neuron and the
decay coefficient of the membrane potential as the vanilla LIF neuron
and the timing factor, respectively. The timing factor determines the
timescale of neural responses, which consequently affects the spike
rate. Moreover, it can be extended to achieve temporal neural het-
erogeneity by learning different timescales over different neurons®.
However, it neglects the temporal heterogeneity on dendritic bran-
ches, which is widely observed in biological neurons®. This lack of
temporal dendritic heterogeneity makes the simplified LIF neuron
difficult to learn multi-timescale temporal information, thus failing to
perform multi-timescale temporal computing tasks with high
performance.

As illustrated in Fig. 1c, the main idea of this work lies in exploring
how to improve SNNs for performing multi-timescale temporal com-
puting tasks by incorporating temporal neural and dendritic hetero-
geneity. To this end, we abstract the cable properties of the dendrite
and propose an enhanced LIF neuron model with temporal dendritic
heterogeneity, termed DH-LIF (see Methods). Overall, a DH-LIF neuron
is a multi-compartment model: a soma compartment with multiple
dendrite compartments. As modeled in Fig. 2a, each dendritic branch
has a temporal memory unit with a dendritic current variable iz, which
evolves like the membrane potential that is updated with pre-synaptic
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Fig. 1| Inspirations from biology to improve the modeling of SNNs with tem-
poral dendritic heterogeneity. a In the brain, there are rich timescales in the
external stimuli and neural activities, and rich temporal heterogeneity in neural and
dendritic responses'"*. b The artificial neuron model used in ANNs does not con-
sider the temporal memory, while the spiking neuron model used in SNNs only
considers a single-scale temporal memory in the neuronal membrane potential.

Existing SNNs can exhibit temporal neural heterogeneity by learning different
timescales over different neurons but cannot memorize multi-timescale temporal
information in a single neuron, which fail to perform complex temporal computing
tasks with high performance. ¢ This work aims at improving SNNs by incorporating
temporal dendritic heterogeneity into the modeling for solving temporal
computing tasks.

inputs and also decays by a timing factor, i.e., a4, every timestep. When
different branches on a dendrite have different timing factors, the
timescales of memorized information present temporal dendritic
heterogeneity. Furthermore, the different timing factors of membrane
potentialsddddd and dendritic currents in different neurons would
also produce temporal neural heterogeneity.

Figure 2b provides anillustrative example that compares different
responses between a DH-LIF neuron and a vanilla LIF neuron. Spike
bursting is a common phenomenon observed in biological neurons.
We assume that the neurons received two types of inputs: one is the
high-frequency input that drives isolated spike events and the other is
the low-frequency input that regulates the burst probability. This
mechanism is similar to multiplexing, a known function of the
dendrite”. In the illustration, we consider the illustration that DH-LIF
neurons could generate bursting spikes while vanilla LIF neurons
cannot. In the vanilla LIF neuron, there is only a soma memory unit

without dendritic memory. The timing factor of the membrane
potential can only match the timescale of at most one of the two
inputs, e.g., matching the high-frequency input (small timing factor) or
matching the low-frequency input (large timing factor). When the
neuron only matches the timescale of the high-frequency input, it loses
long-term memory of the low-frequency input due to the fast decaying
mechanism; when the neuron only matches the low-frequency input, it
cannot closely track the high-frequency input due to the heavy mem-
orization of historic information. Thus, as indicated in Fig. 2b, the
vanilla LIF neuron cannot generate bursting spikes. In contrast, we can
flexibly configure versatile timing factors on multiple dendritic bran-
ches in the DH-LIF neuron, which can make it capable of simulta-
neously dealing with variable timescales of different inputs, generating
the bursting spikes successfully. In the prior work* about the multi-
plexing function of dendrites, the authors mentioned that they simu-
lated the response of an ensemble of hick-tufted pyramidal neurons
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branch example, the DH-LIF neuron presents both long-term memory of the low-
frequency inputs that regulate the bursting probability and fast response to the
high-frequency inputs that drive the isolated spike events, thus generating the
bursting spikes successfully while the vanilla LIF neuron fails. ¢ Illustration of DH-
SFNN constructed by DH-LIF neurons with only feedforward connections and DH-
SRNN with recurrent connections. The connections are sparse so that a DH-SNN
model does not increase the number of parameters compared to vanilla LIF-
based SNNs.

(TPNs) receiving two independent input signals with different fre-
quencies: one injected into dendrites and the other injected into the
soma. They further quantified the encoding quality in multiplexing at
different timescales by calculating the frequency-resolved coherence
between the inputs and the estimates. They found that the coherence
between the dendritic inputs and the estimates based on the burst
probability is close to one for slow input fluctuations, but decreases to
zero for rapid input fluctuations, which is similar to our dendritic
branch modeling with large timing factors. In the meantime, they
found that the event rate can decode the soma input with high accu-
racy for input frequencies up to 100 Hz, which is similar to our den-
dritic branch modeling with small timing factors. Unlike the previous

focus on understanding hierarchical brain communication through
multiplexing dendrites, we focus on the effectiveness of the proposed
model inspired by biological observations for solving complex tem-
poral computing tasks in practice with acceptable computational
complexity and effective learning algorithms.

Modeling synaptic heterogeneity with a variable timing factor for
each synapse can indeed offer valuable insights, but it comes with
certain drawbacks, notably increased computation and storage over-
heads due to the large number of synapses (see Supplementary
Table S4). As the number of dendritic branches increases, the dendritic
heterogeneity can provide a reasonable approximation of the synaptic
heterogeneity. However, the experimental results in Supplementary
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Fig. S6 imply that an overlarge number of dendritic branches may
saturate or even negatively impact the performance. Therefore, for
solving real-world temporal computing tasks, it is wiser to incorporate
the dendritic heterogeneity rather than the synaptic heterogeneity.
Doing so would create a better balance between computational effi-
ciency and the ability to model the expected multi-timescale dynamics.
Generally speaking, a DH-LIF neuron has both long-term memory of
the low-frequency input and fast response to the high-frequency input
with reasonable computation and storage overhead, which simulta-
neously reflects the rich temporal heterogeneity and promises prac-
tical use in solving real-world temporal computing tasks.

Spiking neural network with DH-LIF neurons (DH-SNN)

Based on the proposed DH-LIF neuron model, we further construct
SNNs with temporal dendritic heterogeneity, termed DH-SNN. Spe-
cially, the DH-SNN with only feedforward connections is denoted as
DH-SFNN while the one with recurrent connections is denoted as DH-
SRNN, as illustrated in Fig. 2c. In order to avoid the parameter
exploding as the number of dendritic branches grows, we add a sparse
restriction on the connection pattern between neurons (see Methods).
For each neuron, the pre-synaptic inputs are randomly distributed on
the dendritic branches. The sets of input indexes on different branches
are non-overlapped and the number of inputs keeps identical across
branches to the greatest extent. The connection restriction is valid for
both DH-SFNNs and DH-SRNNs, which guarantees a constant para-
meter volume when the number of dendritic branches grows and
makes the number of parameters comparable to SNNs constructed
with vanilla LIF neurons, termed as vanilla SNNs. This is important for
saving storage and computational costs when deploying the model on
hardware for efficient execution, and can also reflect the fact that our
performance improvements are indeed benefited from the introduced
temporal dendritic heterogeneity rather than using more parameters.
Our following experiments will provide explanations on the working
mechanism of DH-SFNNs and DH-SRNNs in performing multi-
timescale temporal computing tasks.

For a network with many timing factors, it is difficult to manually
configure their values for achieving optimal application performance.
In order to gain high performance in practical tasks, automatic learn-
ing of timing factors to shape the landscape of temporal heterogeneity
is highly expected. We adapt the emerging SNN-version BPTT learning
algorithm for DH-SNNs to explicitly calculate gradients (see Methods),
which also allows convenient comparison with state-of-the-art base-
lines using similar learning algorithms. In our framework, synaptic
weights, timing factors of membrane potentials, and timing factors of
dendritic currents are all learned automatically during the training
phase. When all dendritic timing factors are small enough, the den-
drites would lose the memorization capability thus degrading to
vanilla SNNs without dendritic heterogeneity. Therefore, it is intuitive
that DH-SNNs can perform better than vanilla SNNs since the latter is
just a special case of the former, which would be supported by the
following experimental results.

Long-term memory via dendritic dynamics

The temporal dynamics in each neuron endows SNNs with the cap-
ability to memorize historic information. In a vanilla LIF neuron, the
membrane potential, i.e., u, can be viewed as the memory of historic
information. Long-term memory can be achieved by configuring a
large timing factor on the membrane potential, i.e., S, for slowing the
membrane potential decaying. However, we argue that a vanilla LIF
neuron cannot truly memorize information for a long time even with a
large S value due to the reset mechanism of the membrane potential
every time the neuron fires a spike. Fortunately, the proposed DH-LIF
succeeds in preserving long-term information owing to the multi-
compartment modeling. Although the soma suffers the reset
mechanism, the dendritic current on each dendritic branch will never

be reset. In this way, the temporal dendritic dynamics enables long-
term memory.

To evidence our prediction, we design a delayed spiking XOR
problem for testing the capability of long-term memory of vanilla
SFNNs and DH-SFNNs. For simplicity, we assign only one dendritic
branch for each neuron in DH-SFNNs. As illustrated in Fig. 3a, the
delayed spiking XOR problem experiences three stages. In the first
stage, an initial spike pattern with a low or high firing rate is injected
into the network. In the second stage, the model goes through a long
delay duration with some noisy spikes. Last, the model receives
another input spike pattern and outputs the result of the XOR problem
(the ground truths are denoted as labels) by conducting an XOR
operation between the initial and final input spike patterns. Specifi-
cally, the output result considers the firing rates of the input spike
patterns at the beginning and the end, behaving like an XOR operation
as the right truth table shows. The network structures can be found in
Supplementary Fig. S1. With the delayed spiking XOR problem, we can
easily test the memory capability of the models by configuring dif-
ferent delay values. Notice that here the DH-LIF neuron with one
dendritic branch is similar to an existing model* in which the dendritic
current is called synaptic current. However, that work focused on
neural heterogeneity across neurons rather than the dendritic het-
erogeneity across both dendritic branches and neurons in our work.
Although similar experiments can be conducted with the existing
model, the role of dendritic dynamics was not explicitly analyzed.

The experimental results are depicted in Fig. 3b. Testing models
include vanilla SFNNs and one-dendritic-branch DH-SFNNs with dif-
ferent initial distributions of timing factors. Notice that unless other-
wise specified, the timing factors of membrane potentials, B, are
initialized following a medium distribution and are learnable in the
following experiments of Fig. 3. More analyses on the initialization and
learning of membrane potential timing factors can be found in Sup-
plementary Fig. S2. The dendritic timing factors, a, can be fixed or
learnable during training. It turns out that one-dendritic-branch DH-
SFNNs significantly outperform vanilla SFNNs in the delayed spiking
XOR problem, showing longer-term memory. This conclusion holds no
matter whether the dendritic timing factors in DH-SFNNs are fixed or
learnable, which reflects the good preservation of historic information
in dendritic currents without the reset mechanism. Figure 3c further
presents gradients of the loss with respect to membrane potentials of
the vanilla SFNN and to dendritic currents of the DH-SFNN through
time at the beginning of training under large initialized timing factors.
The gradients with respect to membrane potentials in the vanilla SFNN
quickly vanish after backpropagating a period of time even though
given large timing factors, while the gradients with respect to the
dendritic currents can hold for a long time. This difference is caused by
the reset mechanism of the membrane potential that cleans the
memorized historic information, which is further analyzed in Supple-
mentary Fig. S3 and discussed in Methods. Two more conclusions can
be observed: (1) Larger initialized timing factors produce longer-term
memory than smaller ones owing to the slow decaying of historic
information; (2) Learnable dendritic timing factors produce longer-
term memory than fixed ones. The accuracy can be greatly improved
especially when the initialized timing factors are inappropriate for the
task, i.e., smaller distributions here. From Fig. 3d, it can be seen that the
model training drives some small and medium initialized dendritic
timing factors to larger values for maintaining longer length of
memory.

Besides the delayed spiking XOR problem, we extend our com-
parison on speech benchmarks, i.e., SHD and SSC datasets. The spike
patterns of the two datasets are visualized in Fig. 3e and more temporal
characterizations are provided in Supplementary Fig. S5, which
demonstrate the rich timescales of the two datasets and implies the
need for temporal heterogeneity in the processing model. As
demonstrated in Fig. 3f, one-dendritic-branch DH-SFNNs with
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under the sampling time interval of dt =1 ms. g Comparing recognition accuracy of
vanilla SFNNs and one-dendritic-branch DH-SFNNs with learnable timing factors
under different sampling time intervals on SHD and SSC. A beneficial initialization
of timing factors is selected for each sampling time interval to demonstrate overall
better accuracy. In above experiments, unless otherwise specified, the timing fac-
tors of membrane potentials are initialized following a medium distribution and are
learnable during training. The standard deviations (presented as error bars)
represent 10 or 5 repeated trials for the spiking XOR problem or other tasks,
respectively.

learnable dendritic timing factors achieve much better accuracy than
vanilla SFNNs no matter the initialized distributions. Under the sam-
pling time interval dt=1ms, our one-dendritic-branch DH-SFNNs with
large initialized timing factors achieve 82.2% accuracy on SHD and
63.62% accuracy on SSC, which are 4.65% and 5.16% higher than vanilla
SFNNs on SHD and SSC, respectively. To further support our claims, we
change the timescale of the input spike patterns by tuning the sam-
pling time interval from dt=1ms to dt=8ms. A smaller dt implies better
sampling precision, a slower timescale, and a longer time window.
Notice that here we choose appropriate initialized timing factors for
each dt setting to show overall better accuracy, i.e., initializing larger
timing factors for smaller dt values. As presented in Fig. 3g, the

accuracy of vanilla SFNNs do not always improve and even degrades as
the sampling precision grows. The accuracy gap between DH-SFNNs
and vanilla SFNNs tends to increase as dt decreases because DH-SFNNs
do better in long-term memory.

Intra-neuron heterogeneous feature integration

via multi-branch dendrites. In the above section, we have demon-
strated the long-term memory of DH-SNNs benefited from the tem-
poral dynamics on the dendritic branch. We have predicted in Fig. 2
that DH-SFNNs with multiple branches in each neuron can perform
temporal computing tasks via temporal heterogeneity. In this section,
we upgrade the above delayed spiking XOR problem to a multi-
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Fig. 4 | Intra-neuron heterogeneous feature integration through multiple
dendritic branches. a lllustration of the multi-timescale spiking XOR problem for
testing the capability of processing temporally heterogeneous information of the
vanilla SFNN and DH-SFNNs with one or two dendritic branches in each DH-LIF
neuron. b Comparing accuracy of the vanilla SFNN and DH-SFNNs with different
numbers of dendritic branches and different initial distributions of timing factors.
The dendritic timing factors, &, can be fixed or learnable during training. The
beneficial initialization means that we initialize large dendritic timing factors for
Branch 1in each DH-LIF neuron while initializing small dendritic timing factors for
Branch 2. ¢ Distributions of dendritic timing factors of two dendritic branches
before and after training. KDE line, kernel density estimate line. d Visualization of
the output spike pattern and dendritic currents of two-dendritic-branch DH-LIF

SHD SsC

neurons with fixed timing factors during training under a beneficial initialization.
e Visualization of the output spike pattern and dendritic currents of one-dendritic-
branch DH-LIF neurons with fixed timing factors during training under a small or
large initialization. f Comparing recognition accuracy of vanilla SFNNs and DH-
SFNNs with variable numbers of dendritic branches and learnable timing factors
under a large distribution on SHD and SSC. The sampling time interval is set to
dt=1ms. In above experiments, unless otherwise specified, the timing factors of
membrane potentials are initialized following a medium distribution and are
learnable during training. The standard deviations (presented as error bars)
represent 10 or S repeated trials for the spiking XOR problem or other tasks,
respectively.

timescale spiking XOR problem for testing the model’s capability of
processing temporally heterogeneous information to further support
our prediction. As depicted in Fig. 4a, the multi-timescale spiking XOR
problem uses two types of input spike signals. At the first stage, a single
spike pattern (Signal 1) with a low (left) or high (right) firing rate is fed
into the model, representing a low-frequency component. Then, sev-
eral similar spike patterns with faster periods (Signal 2) are injected
into the model sequentially, representing a high-frequency compo-
nent. Each time the model receives a spike pattern in Signal 2, it also
outputs an XOR result between the beginning spike pattern in Signal 1
and the current spike pattern in Signal 2. The goal of the model is to
memorize the low-frequency Signal 1 and conduct an XOR operation

with the high-frequency Signal 2, which can substantially reflect its
potential capability of processing temporally heterogeneous
information.

In the multi-timescale spiking XOR problem, we compare the
vanilla SFNN and DH-SFNNs with one or two dendritic branches and
only one hidden layer. For the two-dendritic-branch DH-LIF neuron,
the input synapses carrying Signal 1 are connected to one branch
(Branch 1) while the synapses carrying Signal 2 are connected to the
other branch (Branch 2). The network structure can be found in Sup-
plementary Fig. S1. Figure 4b presents the accuracy results. The vanilla
SFNN fails in performing this task with an accuracy much lower than
75%. Although one-dendritic-branch DH-SFNNs have long-term
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memory as evidenced by Fig. 3, they cannot process information with
multiple timescales well. As the number of branches grows to two, DH-
SFNNs demonstrate much better performance owing to the temporal
dendritic heterogeneity especially when the dendritic timing factors
are initialized appropriately and learnable. Here the beneficial initi-
alization means that we initialize large dendritic timing factors for
Branch 1 in each DH-LIF neuron to enable long-term memory for low-
frequency Signal 1 while initializing small dendritic timing factors for
Branch 2 to enable fast response for high-frequency Signal 2. Figure 4c
visualizes the dendritic timing factors before and after training. As
expected, the dendritic timing factors of Branch 1 with a small initi-
alization tend to become larger while the dendritic timing factors of
Branch 2 with a large initialization tend to become smaller, which
evidences that the learning process makes the dendritic timing factors
match the multiple timescales of input signals better. Notice that
unless otherwise specified, the timing factors of membrane potentials
are initialized following a medium distribution and are learnable in the
experiments of Fig. 4.

In Fig. 4d, we further visualize the output spike pattern and
dendritic currents of two-dendritic-branch DH-LIF neurons with
fixed timing factors during training under a beneficial initialization.
The left and right results correspond to the left and right input cases
in Fig. 4a, respectively. With large dendritic timing factors on
Branch 1, the low-frequency Signal 1 can be memorized for a long
term by the dendritic currents on Branch 1; meanwhile, with small
dendritic timing factors on Branch 2, the high-frequency Signal 2
can be closely tracked by the dendritic currents on Branch 2. The
dendritic currents on two branches with different timescales are
integrated to synergistically determine the membrane potentials
and output spikes. Interestingly, after learning synaptic weights,
some neurons learn features that are sensitive to reflect a specific
combination of Signal 1 and Signal 2. For example, we highlight two
neurons in Fig. 4d, whose spikes are retained in black while the areas
with no spikes are marked in yellow. The first highlighted DH-LIF
neuron (i.e., with a smaller neuron ID) is sensitive to the case of
combining low-firing-rate Signal 1 and high-firing-rate Signal 2,
while the second highlighted DH-LIF neuron (i.e., with a larger
neuron ID) is sensitive to the case of combining high-firing-rate
Signal 1 and high-firing-rate Signal 2. Here ‘sensitive’ means firing
consecutive spikes corresponding to the learned combination fea-
ture between Signal 1 and Signal 2. These specific learned features of
DH-LIF neurons are critical for performing the multi-timescale
spiking XOR problem correctly in the following decision layer. For
comparison, we make the similar visualization for one-dendritic-
branch DH-LIF neurons in Fig. 4e. If we initialize small dendritic
timing factors, the dendritic currents cannot memorize the low-
frequency Signal 1 and are mainly controlled by the high-frequency
Signal 2. For large initialized dendritic timing factors, the dendritic
currents cannot tightly track the high-frequency Signal 2. There-
fore, the one-dendritic-branch DH-SFNN, as well as the SNNs with
synaptic current dynamics® equivalent to our one-dendritic-branch
DH-SNNs, cannot learn specific features combining Signal 1 and
Signal 2, failing in performing the multi-timescale spiking XOR
problem. In addition, we conduct extra experiments in which Signal
1 and Signal 2 are randomly connected to the two dendritic bran-
ches of DH-SFNNs without connection restriction. The two-
dendritic-branch DH-SFNNs succeed in handling the problem indi-
cating the connection restriction is unnecessary and DH-SNNs can
still acquire selectivity to multiple timescales of input signals during
the learning process (see Supplementary Fig. S4). Our experimental
results explain that multiple dendritic branches of a neuron are able
to simultaneously match different timescales, which allows DH-
SNNs to make complex decisions in the temporal domain via feature
integration thus enhancing the capability of performing multi-
timescale temporal computing tasks.

Besides the synthetic multi-timescale spiking XOR problem, we
also compare the performance of vanilla SFNNs, one-dendritic-branch
DH-SFNNs, and DH-SFNNs with two or more dendritic branches on
SHD and SSC datasets. We keep the same network architecture as that
used in Fig. 3f. Because the timescales of SHD and SSC are more
complicated than the two timescales in the above XOR problem, it is
hard to find the beneficial initialization. For simplicity, we initialize all
dendritic timing factors following a large initialization and make them
learnable to automatically match different timescales. As Fig. 4(f)
depicts, DH-SFNNs with more dendritic branches achieve better
recognition accuracy on both datasets. Although the improvement
tends to be saturated with redundant dendritic branches (see more
analyses in Supplementary Fig. S6), the results indeed prove that the
temporal dendritic heterogeneity of DH-LIF neurons can enhance the
representation power of DH-SFNNs for performing multi-timescale
temporal computing tasks.

Inter-neuron feature integration via synaptic connections

In the above experiments, we have revealed that the temporal features
with different timescales can be integrated by multiple dendritic
branches within DH-LIF neurons. In this subsection, we try to demon-
strate another route for integrating multi-timescale temporal features
through synaptic connections. Here synaptic connections include
feedforward connections between layers in SFNNs and recurrent
connections within layers in SRNNs.

To support our prediction, we test the one-layer DH-SFNN, the
two-layer DH-SFNN, and the one-layer DH-SRNN, all of which only have
one dendritic branch in each DH-LIF neuron to eliminate the influence
of intra-neuron feature integration. The task is the same multi-
timescale spiking XOR problem as above and the network structures
can be found in Supplementary Fig. S1. We find that the one-layer DH-
SFNN fails in performing this task, while both the two-layer DH-SFNN
and the one-layer DH-SRNN perform well with about 99% accuracy. In
Fig. 5a, we show the output spike pattern of each layer in the models.
Specially, we find three types of neurons. The Type 1 neuron represents
the neuron sensitive to Signal 2 with high frequency and the Type 2
neuron represents the neuron sensitive to Signal 1 with low frequency.
Notice that we identify Type 2 neurons by comparing the same neu-
rons’ responses in different input cases as the left and right panels
present. For example, looking at the first hidden layer of the two-layer
SFNNs, when Signal 1 with a low firing rate is inputted in the left panel,
Type 2 neurons exhibit sparse spiking activities. On the contrary, when
Signal 1 with a high firing rate is inputted in the right panel, Type 2
neurons display dense spiking activities. Furthermore, the responses
of Type 2 neurons are uniformly distributed, not influenced by the
periodically changing Signal 2. With these observations, we conclude
that Type 2 neurons are sensitive to Signal 1. The highlighted neuron
represents the neuron sensitive to a specific combination of Signal 1
and Signal 2 which is critical for the correct functionality of solving the
multi-timescale spiking XOR problem. For the two-layer DH-SFNN, we
find that there are only Type 1 and Type 2 neurons in the first hidden
layer because a DH-LIF neuron with only one dendritic branch can only
capture single-scale temporal features. In the second hidden layer,
highlighted neurons come out by integrating the output spike patterns
of Type 1 and Type 2 neurons. For example, the two highlighted neu-
rons here are sensitive to the case of combining low-firing-rate Signal 1
and high-firing-rate Signal 2. While for the one-layer DH-SRNN, Type 2
and highlighted neurons are observed in the first hidden layer. Simi-
larly, the two highlighted neurons here are sensitive to the case of
combining high-firing-rate Signal 1 and high-firing-rate Signal 2. In the
DH-SRNN, highlighted neurons can access features of Signal 1 mem-
orized by Type 2 neurons through the recurrent synaptic connections.
Particularly, the high-frequency Signal 2 features are received instan-
taneously and can be combined with the memorized Signal 1 features
to activate highlighted neurons. This experiment visually evidences
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Fig. 5 | Inter-neuron heterogeneous feature integration through synaptic
connections. a Visualization of output spike patterns of the two-layer DH-SFNN
(middle) and the one-layer DH-SRNN (bottom) with one dendritic branch in each
DH-LIF neuron when performing the multi-timescale spiking XOR problem (top).
b Comparing accuracy of one-layer or two-layer SFNNs and DH-SFNNs, and one-
layer SRNNs and DH-SRNNs on the SHD dataset. ¢ Comparing accuracy of one-layer
or two-layer SFNNs and DH-SFNNs, and one-layer SRNNs and DH-SRNNs on the SSC
dataset. d Illustration of the feedforward and recurrent synaptic connections for
performance analysis. e Accuracy results of multi-layer SFNNs and DH-SFNNs with

different numbers of dendritic branches on the SSC dataset. f Accuracy results of
multi-layer SRNNs and DH-SRNNs with different numbers of dendritic branches on
the SSC dataset. In the above experiments, unless otherwise specified, the number
of layers represents the number of hidden layers and the timing factors of mem-
brane potentials are initialized following a medium distribution and are learnable
during training. In the experiments on SHD and SSC datasets, we test learnable
dendritic timing factors under both medium and large initializations and present
the best results. The standard deviations represent 5 repeated trials.

the integration of multi-timescale temporal features via synaptic con-
nections in feedforward and recurrent networks, which helps perform
multi-timescale temporal computing tasks.

Given the above analyses, it looks clear that the inter-branch
feature integration in a neuron, the inter-neuron feature integration in
a recurrent layer, and the inter-layer feature integration in a network
have similar and synergetic effects in capturing the multi-timescale
temporal features, which are beneficial for performing multi-timescale
temporal computing tasks. To provide more evidence, we conduct
extra experiments with a variable number of dendritic branches on
SHD and SSC datasets. The results are presented in Fig. 5b, ¢, from
which several conclusions can be drawn. First, DH-LIF neurons improve

the capability of handling temporal heterogeneity with higher accu-
racy. Second, compared to one-layer SFNNs, two-layer SFNNs and one-
layer SRNNs demonstrate much better performance owing to the inter-
neuron integration of temporal features. Third, DH-SFNNs and DH-
SRNNs gradually produce higher accuracy as the number of dendritic
branches grows. In short, these results evidence the improved cap-
ability of performing multi-timescale temporal computing tasks
benefited from the temporal dendritic heterogeneity, and further
reveal the synergistic working mechanism of the neuron-level and
network-level feature integration.

Specifically, we observe that one-layer SRNNs tend to perform
better than two-layer SFNNs, especially on the SSC dataset with higher
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difficulty. For analysis, we illustrate the connection topology of a two-
layer SFNN and a one-layer SRNN in Fig. 5d as an example. Apparently,
a neuron in the second hidden layer of a two-layer SFNN can only
spatially integrate the learned features of the previous layer once to
form a slightly higher-level feature. In contrast, the recurrent con-
nections can help neurons in a one-layer SRNN integrate the learned
features multiple times to form much higher-level features. For
example, the low-level features x! and x5 are integrated together to
generate a slightly higher-level feature y¢, while y! is further integrated
with x} to generate a much higher-level feature z:. Furthermore, we
compare two-layer SFNNs and one-layer SRNNs with wider one-layer
SFNNs (see Supplementary Fig. S7). Here 'wider’ means more neurons
in the hidden layer, thus leading to more parameters. The results show
that the performance improvement of wider one-layer SFNNs is not as
significant as that by introducing inter-neuron feature integration in
two-layer SFNNs and one-layer SRNNs, which implies that the perfor-
mance improvement in performing multi-timescale temporal com-
puting tasks cannot be simply achieved by increasing the number of
parameters.

Beyond two-layer SFNNs and one-layer SRNNs for basic analysis,
we further design experiments with multi-layer SFNNs and SRNNs on
the SSC dataset. The reason for selecting SSC is because it is more
complicated than SHD, which can provide a wider exploration space of
model performance. The results are depicted in Fig. Se, f). Generally,
the accuracy scores of SFNNs and SRNNs tend to increase as the
number of layers grows. Similar trends are also observed as the num-
ber of dendritic branches grows. Meanwhile, we find that the accuracy
gap between SFNNs and SRNNs is narrowed as the number of layers or
dendritic branches increases, which indicates that the performance of
different models will become saturated when the integration extent of
temporal features is enough for the model to perform the task. Spe-
cifically, in deeper layers, the accuracy saturation appears when
increasing the number of dendritic branches, and this trend in SRNNs
with more comprehensive feature integration can be faster than thatin
SFNNs. Notice that the complexity introduced by the increasing
number of layers makes deeper models sometimes challenging to
train, which might also degrade the model performance.

Comprehensive performance benefits of DH-SNNs

Usually, a DH-LIF neuron has more parameters than a vanilla LIF neu-
ron. At the neuron level, there are additional timing factors on den-
dritic branches, whose volume is proportional to the number of
dendritic branches. At the network level, the number of synapses
would explode if each dendritic branch is connected to all synaptic
inputs. To reduce the parameter volume, we add a sparse restriction
on the synaptic connection pattern, i.e., each dendritic branch only
connects to a part of synaptic inputs and the number of synapses on
each dendritic branch is balanced to a great extent (see Methods). In
this way, DH-SNNs do not obviously increase storage and computa-
tional costs compared to vanilla SNNs. As given in Fig. 6a, the increase
of parameters of DH-SNNs over vanilla SNNs is neuron-wise and pro-
portional to the number of dendritic branches, which can be neglected
compared to the heavy synaptic weights. Furthermore, we quantita-
tively present the numbers of parameters and synaptic operations of
vanilla SNNs and DH-SNNs with different numbers of dendritic bran-
ches. We collect results from one-layer SFNNs and SRNNs on the SSC
dataset and show the results in Fig. 6b. As predicted, there is no
obvious increase of parameters and synaptic operations as the number
of dendritic branches grows. The occasional fluctuation of synaptic
operations is caused by the variable firing rate in different models. We
further test our models on extensive datasets, including two speech
datasets (GSC* and TIMIT*), two spiking speech datasets (SHD and
SSC)*, and two sequence datasets (S-MNIST and PS-MNIST). The
experimental settings can be found in Methods and results are pro-
vided in Table 1. On these datasets, we find that our proposed DH-SNNs

improve accuracy significantly over other SNNs and long short-term
memory (LSTM) models even using much fewer parameters. In parti-
cular, on SHD, compared to the best reported accuracy of SNNs*, our
models can improve accuracy from 90.4% to 92.1% with only 36%
parameters; on SSC, our models boost the best reported accuracy
from 74.2% to 82.46% with only 45% parameters. Supplementary
Table S5 also shows that our DH-SNNs enjoy much higher computa-
tional efficiency over LSTM models on these two datasets, as high as
hundreds to thousands of times. On the classic benchmarks commonly
used for speech recognition tasks, i.e., GSC and TIMIT with non-spiking
data, our DH-SNNs with much fewer parameters again obtain better
accuracy compared to previous SNN models. On datasets with less
temporal heterogeneity such as S-MNIST and PS-MNIST, DH-SNNs also
demonstrate competitive accuracy.

The robustness of SNNs can also be enhanced by temporal den-
dritic heterogeneity. We add random spike noises into the original data
for testing the robustness of vanilla SFNNs and DH-SFNNs in resisting
noises. The random spike noises follow a Poisson distribution with
variable rates. As depicted in Fig. 6¢, DH-SFNNs with multiple dendritic
branches suffer from slower accuracy degradation as the noise rate
increases, thus presenting better robustness. For vanilla SFNNs with-
out dendritic modeling or DH-SFNNs with only one dendritic branch,
all synaptic inputs are directly concentrated at the soma or on the only
dendritic branch. Therefore, each noisy input would influence the
entire dynamics of the neuron. When the timing factor of the mem-
brane potential or the dendritic current is large, the disturbance
caused by the noise decays slowly and accumulates gradually, finally
harming model performance. Fortunately, for DH-SFNNs with multiple
dendritic branches, synaptic inputs are distributed on different den-
dritic branches. Owing to the rich temporal dendritic heterogeneity,
there is usually a part of dendritic timing factors being small, which
would decay the disturbance caused by noises on those dendritic
branches fast, greatly reducing the influence on the entire dynamics of
the neuron. In this way, DH-SFNNs with multiple dendritic branches
enjoy better robustness than vanilla SFNNs. We also observe similar
results on vanilla SRNNs and DH-SRNNs (see Supplementary Fig. S8).
Besides robustness, we further test the generalization capability by
pre-training models under a sampling time interval and fine-tuning
them under a different time interval (see Supplementary Fig. S9). Again
owing to the natural temporal heterogeneity, DH-SNNs with multiple
dendritic branches demonstrate better generalization to input infor-
mation with variable timescales.

Efficient execution on neuromorphic hardware
In recent years, various neuromorphic platforms have been developed
for SNNs, which help achieve higher execution efficiency than general-
purpose platforms such as CPUs and GPUs. Compared to ordinary
SNNs with only soma dynamics, DH-SNNs additionally involve the
computation of dendritic dynamics, which make them difficult to
operate on conventional neuromorphic hardware. We have developed
several hybrid-paradigm neuromorphic chips during the past ten
years, Tianjic series®*°, which can support ANNs, SNNs, and hybrid
neural networks", thus providing the possibility of performing DH-
SNNs by configuring the spiking mode for soma dynamics and the non-
spiking mode for dendritic dynamics. In this subsection, we deploy
DH-SNNs on a recent Tianjic chip, TianjicX*°, to demonstrate the fea-
sibility of efficient execution of DH-SNNs on domain-specific hardware.
Fortunately, more and more neuromorphic chips such as Loihi
2(https://download.intel.com/newsroom/2021/new-technologies/
neuromorphic-computing-loihi-2-brief.pdf), SpiNNaker 2** and Brain-
Scale 2" have adopted hybrid-paradigm idea, which indicates DH-
SNNs have great potential in applying to practical neuromorphic
systems.

To better utilize the resources of TianjicX, we add an extra
restriction on the synaptic connection pattern as illustrated in Fig. 6d.
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Fig. 6 | Model compactness, robustness and efficient execution on neuro-
morphic hardware. a Theoretical number of parameters and synaptic operations
of vanilla SNNs, DH-SNNs, and LSTM. We assume that a layer has N neurons with M
inputs. r;, and r,,, represents the mean firing rates of spike inputs and outputs,
respectively. Synaptic multiplications and accumulations only include the com-
putation of weight matrices. b Comparing the number of synaptic accumulations
and parameters of vanilla SNNs and DH-SNNs with different numbers of dendritic
branches. ¢ Comparing robustness of vanilla SFNNs and DH-SFNNs in resisting
random spike noises on SHD (left) and SSC (right) datasets. d Illustration of the
synaptic connection pattern of DH-SNNs for deployment on neuromorphic

hardware, where neurons within each group share the same pattern for easier
mapping without degrading much accuracy. e The TianjicX development board
and the dataflow when performing DH-SNNs on SHD and SSC datasets. The model
on SHD uses four functional cores with three timing phase groups and the model on
SSC uses 26 functional cores with six timing phase groups. Multiple timing phase
groups are scheduled in a pipelined manner. f The execution performance
including throughput and dynamic power consumption when performing DH-
SNNs on the TianjicX neuromorphic chip at 400 MHz clock frequency. Notice that
processing one sample takes 1000 timesteps. The standard deviations (presented
as error bars) represent 5 repeated trials.

Specifically, the continuous neurons in a layer within a neuron group
share one synaptic connection pattern on the dendritic branches with
the same branch index. For example, in Fig. 6d, branch 0 of neuron O
and branch 0 of neuron 1are connected to the same synaptic inputs. In
this way, the synaptic operations of these two branches can be per-
formed together. In our implementation, the neuron group size is set
to 32, so here we modify the number of neurons in each hidden layer to
be integer multiples of 32. Two DH-SNN models with the above con-
nection pattern restriction are implemented on the TianjicX neuro-
morphic chip. One model is a single-layer DH-SFNN on the SHD
dataset, and the other is a four-layer DH-SFNN on the SSC dataset. We
have compared the two models with and without the connection
pattern restriction and found the restriction only induces negligible
accuracy degradation within 0.3%. The single-layer DH-SFNN only uses

four of a chip’s 160 functional cores, while the four-layer DH-SFNN uses
26 functional cores. We divide each model into several execution steps
and allocate different numbers of functional cores to them as pre-
sented in Fig. 6e. The flexible timing schedule of TianjicX enables a
pipelined execution of the steps for better performance. As summar-
ized in Fig. 6f, both DH-SNNs can be efficiently performed on TianjicX
with high throughput and low power consumption. More details of
hardware implementation are provided in Methods and Supplemen-
tary Fig. S11.

Application to EEG signal recognition and robot place
recognition

In the field of brain-computer interface, how to handle electro-
encephalogram (EEG) signals effectively is a significant problem.

Nature Communications | (2024)15:277

n



Article

https://doi.org/10.1038/s41467-023-44614-z

Table 1| Accuracy comparison between DH-SNNs and prior
methods

Dataset Model #Parameters Accuracy
SHD SFNN®® 0.09M 48.1%
SRNN?®* 1.79M 83.2%
SRNN® 0.177M 81.6%
SRNN®' 0.1MM 82.7%
SCNN®® 0.21M 84.8%
SRNN?®* 0.14M 90.4%
LSTM* 0.43M 89.2%
DH-SRNN (1-layer, 2-branch) 0.05M 91.34%
DH-SFNN (2-layer, 8-branch) 0.05M 92.1%
SSC SFNN®® 0.09M 32.5%
SRNN®' 0.11™M 60.1%
SRNN?®* 0.77M 74.2%
LSTM*® 0.43M 73.1%
DH-SFNN (4-layer, 4-branch) 0.27M 81.03%
DH-SRNN (3-layer, 4-branch) 0.35M 82.46%
S-MNIST LSNN®e 0.08M 96.4%
AHP-SNN®’ 0.08M 96.0%
SRNN?®* 0.16M 98.7%
LSTM®® 0.06M 98.2%
DH-SRNN (2-layer, 2-branch) 0.08M 98.9%
PS-MNIST LSTM®® 0.06M 88%
SRNN* (not standard inputs)* 0.16M 94.3%
DH-SRNN (2-layer, 1-branch) 0.08M 94.52%
GSC SRNN®® 0.04M 86.7%
LSNN™ 4.19M 91.2%
SRNN?®® 0.31M 92.1%
DH-SRNN (1-layer, 8-branch) 0.13M 93.86%
DH-SFNN (3-layer, 8-branch) 0.1M 94.05%
TIMIT LSNN®® 0.4M 66.8%
LSNN”"' 0.4M 65.4%
SRNN?® 0.63M 66.1%
DH-SRNN (1-layer, 8-branch) 0.18M 67.42%

*The bolded portion in the table represents the results of this study.

Existing approaches include conventional classification algorithms****
and emerging deep learning-based algorithms such as convolutional
neural networks (CNNs)** and RNNs*. Recently, SNN-based
methods*®** also show great potential in processing EEG signals with
high efficiency but have not achieved satisfactory performance yet.
Considering the intrinsic multi-timescale components in EEG signals,
we believe our proposed DN-SNNs can boost the performance of SNNs
in EEG signal recognition tasks.

We select an EEG-based emotion recognition task with the DEAP
dataset™ to evaluate DH-SNNs. As illustrated in Fig. 7a, the DEAP dataset
contains EEG signals recorded by electrodes from 32 participants sti-
mulated with music videos. Along with EEG signals, participants were
asked to report their emotions while watching music videos, using as
the label for emotion recognition. After pre-processing (see Methods),
EEG signals were fed to one-layer DH-SFNNs with different numbers of
dendritic branches. We use DH-SFNNs to recognize three levels (low,
medium and high) of valence and arousal which reflect emotion on the
DEAP dataset (see Methods for more details). The accuracy curves
during model training are provided in Fig. 7b, c. We find that DH-SFNNs
show much better performance than vanilla SFNNs in both tasks. Con-
sistently, the temporal dendritic heterogeneity under multiple dendritic
branches indeed helps boost performance, which evidences our

prediction that DH-SNNs have great potential in processing multi-
timescale EEG signals. As summarized in Supplementary Table S6, DH-
SNNs once more demonstrate the best recognition accuracy on the
DEAP dataset with much fewer parameters compared to existing
approaches including multi-layered perceptron (MLP)*, CNN*, and
spiking CNN (SCNN)*, In Supplementary Fig. S12, we additionally con-
duct similar experiments with SRNNs and two-class emotion recogni-
tion, where the above conclusions still hold. Compared to the results
with DH-SFNNs, we observe higher accuracy with DH-SRNNs but a
reduced accuracy gap when varying the number of dendritic branches.
This evidences again the faster performance saturation of SRNNs.

We then design a visual place recognition (VPR) task to demon-
strate the potential of our model in the field of robots. The robot visual
place recognition has become an increasingly important area in the
robotics community, as it enables robots to better comprehend the
spatial properties of the environment®™. Currently, there are two pri-
mary approaches being explored for visual place recognition. The
former uses temporally captured images for place recognition, such as
SeqSLAM®, FlyNet** and sequential place learning®, while the latter®®>’
uses neuromorphic sensors such as event cameras’® as an extra data
source for improving recognition accuracy. In our experiments, we
design a NeuroVPR task and use a mobile robot to collect the spike
event stream while moving in the indoor environment. The target is to
recognize where it is using the collected spike event stream. The
details of the dataset and the experiment setting can be found in
Methods. We compare the performance of our DH-SNN model to the
vanilla SNN model. The results in Supplementary Fig. S13 demonstrate
higher top-1, top-5, and top-10 accuracy scores of the DH-SNN model,
which shows great potential in performing robotic tasks with rich
temporal information. Notice that here SRNNs do not show better
performance than SFNNs, which might be due to the differences in
network architectures and the training difficulties of recurrent net-
works in image recognition tasks.

Discussion

We propose the DH-LIF neuron model which incorporates temporal
dendritic heterogeneity into the spiking neuron and then extend to the
network level for constructing DH-SFNNs and DH-SRNNSs. By learning
heterogeneous timing factors on different dendritic branches through
the adapted BPTT algorithm, DH-SNNs are able to extract, memorize,
and integrate temporal features at different timescales. This rich
temporal heterogeneity significantly improves the comprehensive
performance of SNNs in terms of accuracy, compactness, robustness,
and generalization when performing temporal computing bench-
marks we validated for speech recognition, visual recognition, EEG
signal recognition, and robot place recognition. Owing to the addi-
tional sparse restriction on the connection pattern, DH-SNNs do not
increase storage and computational costs, allowing efficient execution
on neuromorphic hardware. This work demonstrates a potential route
to exploit biological observations appropriately for moving neuro-
morphic computing a big step toward real-world applications.

The above metrics are easy options to select for measuring the
performance of DH-SNNs, however, they are not intuitive for under-
standing the underlying working mechanism. To this end, we elaborate
on a delayed spiking XOR problem as a simple but clear benchmark for
the proposed DH-SNNs. In the naive delayed spiking XOR problem, we
demonstrate the long-term memory of each dendritic branch without
state reset like the membrane potential. In the multi-timescale spiking
XOR problem, we reveal that different dendritic branches with variable
timing factors can capture multi-timescale temporal features, for
example simultaneously memorizing low-frequency signals and
tracking high-frequency signals, enabling combined decisions at the
soma through feature integration. Furthermore, we reveal that the
network-level connections including inter-layer feedforward connec-
tions and intra-layer recurrent connections can also integrate features
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on the DEAP dataset.

to produce high-level temporal features for making more complicated
decisions. Usually, appropriately more dendritic branches generate
richer dendritic temporal heterogeneity that enhances the repre-
sentation power of DH-SNNs. Due to the higher complexity of feature
integration given by recurrent connections, we observe faster perfor-
mance saturation in DH-SRNNs compared to DH-SFNNs when per-
forming the same task as the number of dendritic branches or layers
grows. Comprehensively considering the above experimental results,
we explain the working mechanism of temporal dendritic hetero-
geneity in DH-SNNs for performing multi-timescale temporal com-
puting tasks: the inter-branch feature integration in a neuron, the inter-
neuron feature integration in a recurrent layer, and the inter-layer
feature integration in a network have similar and synergetic effects in
capturing multi-timescale temporal features.

Overall, the proposed DH-SNN model is simple but quite effective
as evidenced by extensive experiments. An interesting topic in future
work is to improve the model itself. The current modeling is based on
the LIF neuron model, which is the simplest form of spiking neurons
even though it is widely used. A possible way for model improvement
is to build DH-SNNs based on more complicated spiking neuron
models rather than the LIF one. For example, neuron models with
more dendritic properties found in biological neurons seem promis-
ing. However, the naive imitation of biological neurons may not benefit
the performance of neural networks in practical tasks but even be
harmful under the current intelligence framework due to the compli-
cated equations with massive hyper-parameters needed for describing
dendritic behaviors®’. Therefore, an elaborate abstraction of dendritic
properties like nonlinearity and careful transformation is the key to the
success of neuron model exploration. Recent works®**’ proposed an
efficient spike-driven learning method based on dendritic computa-
tion serving as the adjustment to synaptic learning rules and further
implemented them on FPGA, demonstrating a positive example in this
regard. Another potential direction is to explore a learnable dendritic
connection pattern. In contrast to the fixed dendritic connection

pattern in our modeling, biological neural networks exhibit evolving
connections on dendrites. Drawing inspiration from this biological
phenomenon, we can investigate the potential for adapting the con-
nection pattern during the learning process. For instance, we can
leverage methods like DEEP R® to automatically modify the network’s
connection pattern by pruning and rewiring synapses according to
their significance. Moreover, well-designed optimization methods and
appropriate benchmarking tasks are also critical for mining the
potential of neuron models, which are left for future exploration. In
addition, because we focus on demonstrating the effectiveness of
temporal dendritic heterogeneity and revealing its working mechan-
ism in this work, we select the simple fully-connected rather than
convolutional layers as the backbone and do not pay much attention to
training optimization techniques. This is the reason that we exclude
the comparison with prior CNNs in most testing cases. It is quite
possible to further improve the model performance if we introduce
the convolutional topology and some optimization techniques such as
activity normalization®.

There are many inherent constraints in biological neurons. How-
ever, our research primarily centers on effectively integrating biolo-
gical observations into computational models to solve real-world
computing tasks, rather than strictly adhering to all biological princi-
ples. In fact, many works on bio-inspired algorithms did not follow
strict biological constraints. For example, they extend the range of the
timing factors of membrane potentials®®, and represent individual
neurons using abstract units that communicate through continuous
firing rates instead of discrete action potentials®’. These departures
from biological fidelity are often necessary to prevent the degradation
of model performance during training with complicated neural
dynamics and biological details. In our work, the timing factors are not
unbounded and we restrict them within (0, 1) through the sigmoid(-)
function (see Equation (6) in Methods), but this is not the result of
considering biological constraints. It is very hard to balance the per-
formance in practical tasks and the biological plausibility. Innovations
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in learning algorithms offer promising potential to realize this balance,
which is an interesting topic for future work.

Processing temporally heterogeneous information is an impor-
tant capability of not only the brain but also man-made machines. For
example, a robot embedded with multimodal sensors must sense and
process input signals with rich spectral components to make prompt
and correct decisions. Besides improving the proposed model as
aforementioned, applying the model to real-world complex scenarios
and deploying it on practical agents are promising future work, which
will bridge neuroscience and reality more clearly. At that time, visua-
lization and analysis of the interactions between different modalities
from the perspective of neural dynamics would be of interest and
helpful for understanding how the brain processes multimodal infor-
mation concurrently and efficiently.

Methods

Modeling dendritic memory

The dendrite structure of a spiking neuron can be regarded as a series
of small RC circuits where the current if;‘ and voltage uff‘ on adendritic
branch vary over time and location following complex differential
equations®, which is usually neglected in popular LIF neuron models.
In order to ease the implementation on computers, we simplify the
model for friendly programming. Specifically, we consider each den-
dritic branch as a whole RC circuit while removing the spatial dendritic
features and only keeping the temporal features. The dendritic current
i can behave as

ou, ut
Iy =Co2+ 2L +ify, uly =Ry 0))
d_ext ot Ry d d Ltd

where /4 ., is the external synaptic current injected into the dendritic
branch, C and Ry represent the equivalent capacitance and resistance,
respectively, and R, denotes the connecting resistance between the
dendrite and the soma. Then, we have

13
Ol iy, @

where t,=CR,R7/(R, + Ry) represents the time constant of the den-
dritic branch and I, =1, ,,.Ry/(R, + Ry) denotes the synaptic inputs. If
we discretize the above equation using the Euler method, we can have
two formats

Ty — i = — i+l orT (i =i = — i+ 14 3)
Thus, the discrete versions can be written as

i =agiy+ (1 - ag Iyt )

L. or ay=1-1 according to
the two discretization formats, respectlvely Although “there are two
different definitions of a; with respect to 7, they share a unified
representation if we only look at the a level, which is just the reason
that we learn a, rather than 7, in our experiments.

LIF-based spiking neuron with dendritic heterogeneity (DH-LIF)
With the modeling of the memory on each dendritic branch, we
redesign the classic LIF-based spiking neuron model. The classic LIF
neuron only has single-timescale memory on the soma’s membrane
potential, while the DH-LIF neuron further has multi-timescale mem-
ories on the dendrite. The behaviors of a DH-LIF neuron can be

governed by

ut*l=put +(1 - IE)Zth+1 —o'uy,
i =agif+1 - ad)lf;l ©)
o =HW"™! — uy,)

where u is the soma’s membrane potential, 8 is the timing factor of the
membrane potential, R is the soma’s membrane resistance which is set
to R =1for simplification, d is the index of dendritic branches, and u, is
the firing threshold of the membrane potential. H(-) is the Heaviside
function that follows H(x) =1 when x>0 and H(x) = 0 otherwise. When
the neuron fires a spike, the membrane potential decreases by u,. To
avoid negative timing factors in Equation (5), ay and S should be
restricted within [0, 1], which is realized by adding a sigmoid function
for soft clamping:

a,=sigmoid(ay), B=sigmoid( B). (6)
The synaptic input on the d-th dendritic branch is the sum of the
feedforward input and the recurrent input:

157 = (W X+ (Uy,0%) )

where W, and U, represent feedforward and recurrent synapse vec-
tors, respectively, which are two sparse vectors since only the synapses
connected to the d-th dendritic branch are valid.

SNN with DH-LIF neurons (DH-SNN)

Extending the DH-LIF neuron model to an SNN model (DH-SNN), we
first add the layer information into Equation (5) and get the dynamics
of an SNN layer as follows

utli=gloul+1-pHo RY" iffl'l —o"lu,,
d
t+ll_al @ifil+(1—a£1)®lf,+1'l . ®)

ot+11 =H(u”1" _ uth)

where [ denotes the layer index and @ represents the element-wise
multiplication. Then, the synaptic current on the d-th dendritic branch
can be

lf; Ll _ Wfiotﬂ'l_l + Ufiot'l )

where W, and U, denote the matrix forms of feedforward and recur-
rent synaptic weights, respectively, which are again sparse since only
the synapses connected to the d-th dendritic branches of neurons in
the [+1 layer are valid.

Sparse connection restriction
Usually, the topology at the network level has two cases: with or
without recurrent connections. We term the DH-SNN with only feed-
forward connections as DH-SFNN and the one with recurrent con-
nections as DH-SRNN. We assume that a layer with N neurons has M
inputs, then we have W, € N x M and U, € N x N. From the perspective
of the n-th neuron, its synaptic weight matrix connected to feedfor-
ward and recurrent inputs can be denoted as W,€DxM and
U, € D x N, respectively. Briefly, W, and U,, are respectively assembled
by the n-th row of Wy;and Uy, d=0,1,2,...,D-1.

In a layer of the DH-SFNN, there are only feedforward connec-
tions, i.e., Equation (9) becomes I} =W,o/*1-1. we restrict the
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connections of each neuron as follows

M
led\:M’ UgsP;={01,....M -1}, |Pd‘z|:5:| (10)
d

where P, denotes the index set of feedforward synapses connected to
the d-th dendritic branch, i.e., the set of non-zero elements in the d-th
row in W,.. |P,| denotes the set size. Similarly, for a layer of the DH-SRNN,
we restrict both feedforward and recurrent connections as follows

%lpdle, Ude:{O,l,.‘.,M_l}l |Pd|z[%:|

1
> 1Qql=N, U,Q;={01,....N-1}, )
d

where Qg applies similar definitions with P; on recurrent synapses.
From the above equations, it can be seen that our solution would not
increase connection and computational costs as the number of den-
dritic branches grows. The number of synapses on each dendritic
branch is balanced to a great extent by limiting the connections to a
sparse pattern. In this way, the DH-SNN maintains the lightweight
computational advantage of ordinary SNNs.

Learning of DH-SNN

In order to achieve high performance, we adopt the emerging SNN-
version BPTT learning algorithm™® and extend it from ordinary SNNs to
our DH-SNNs. The model parameters including synaptic weights, W, U,
and timing factors, a, [3 are automatically learned during training.
Assuming the loss function is L and applying the chain rule of the
gradient descent, the BPTT for the DH-SNN can follow

sutl=p' o sut* M +H o Sot!
8ig' =(1- BHR o su! +al, © 6if ™

o't = —uydut iy YWY A —ahosigtt (12)
d

> v, (- al)o6ig

where 6 denotes the gradient of the loss function L with respect to
specific variables. Note that H" actually does not exist due to the non-
differentiable spiking activities. To address this issue, we adopt the
widely used surrogate gradient but replace the hard rectangle
approximate curve with a soft multi-Gaussion curve®:

= 0% 1+ WA W, 0%) — RN @10,(50)P) — PR @t — ,50)

out
13)
where y, h affect the magnitude and o, s affect the width of the gra-
dient. The peak of the surrogate gradient function is at the firing

threshold u,, where the neuron fires a spike. Finally, the gradients of
parameters can be achieved by

oWy = (1~ ) © giflort’, U4 = Sa-apo si Mot
B =5 68" = 68" 01— 68", 8B =ul o su! —RY I © utl
t t d
b6, = )Y e = Soaio0-sag), saf = i o6y — 1 o 6iff
(14)
Datasets and tasks
The self-designed spiking XOR problem has two types of input spike

patterns with high or low firing rates. We set the high-firing-rate pat-
tern with a firing probability of 0.6 and the low-firing-rate pattern with

a firing probability of 0.2. Each spike pattern lasts 10ms and the length
of each timestep in the simulation is 1ms in both the delayed spiking
XOR problem and the multi-timescale spiking XOR problem. Specifi-
cally, in the multi-timescale spiking XOR problem, we set the time
interval between two input spike patterns to 5ms for Signal 2 with
faster periods. In addition, we added spike noises with a firing prob-
ability of 0.01 in the duration of experiments. For the spiking XOR
problems, we run the experiments with 10 repeated trials.

Besides the self-designed spiking XOR problems, we also test our
models on standard benchmarks. Spiking Heidelberg digits (SHD) and
spiking speech command (SSC) datasets convert the original audio
data into the spike format through a bionic inner ear model. SHD
contains about 10,000 high-quality recordings of English and German
speech for digits ranging from O to 9. A total of 12 speakers are
included in the dataset, in which 6 are female and 6 are male. The
speakers range in age from 21 to 56, with an average of 29 years old.
Each speaker records about 40 sequences for each language and each
digit, producing a total of 10,420 sequences. Each recording is clipped
by a threshold associated with each speaker, which is optimized by a
black-box optimizer. Further processing applies a fast Fourier trans-
form and a 30ms Hanning window. The SSC dataset is derived from the
Google speech command dataset (GSC 0.02 version). Each sample
consists of a 1s audio file of a spoken English word with a sampling rate
of 16 KHz. The whole dataset contains 105,829 audio files with 35
classes. Likewise, a 30ms Hanning window is applied at the beginning
and the end of each audio recording before the spike conversion. We
further pre-processed the raw spike data before feeding it into
downstream networks. Specifically, we sampled the original spike
trains with the time interval of dt, and truncated the original data
according to the maximum time 7,,,4,. Each recording is converted into
a 700 x T matrix, where T =T, /dt is the number of total timesteps.
The ith column of the matrix is a vector with a length of 700,
recording whether the channel emits spikes during [(i —1)dt, idt). If
there is a spike or more in the duration, the corresponding value of the
channel is 1, otherwise is 0. The above datasets are divided into several
sets such as training, testing, and validation sets. In particular, the SHD
training and testing sets contain 8,156 and 2,264 pieces of data,
respectively; the SSC training, testing, and validation sets contain
75,466, 9,981, and 20,382 pieces of data. For the SHD and SSC datasets,
we run the experiments with 5 repeated trials.

S-MNIST and PS-MNIST datasets are based on the handwritten
digit dataset, MNIST, for image recognition tasks. In S-MNIST, each
28 x 28 image in the original MNIST dataset is converted into a pixel
sequence of length 784. Each time a pixel comes to the model, the
neural network needs to memorize a time series of length 784 and then
finally classify the input handwritten digit. In PS-MNIST, all pixel
sequences are shuffled before being injected into the model, which
increases the memorization and classification difficulty compared to
S-MNIST. In essence, S-MNIST and PS-MNIST datasets are two impor-
tant standard benchmarks for sequence learning and are mainly used
to evaluate the long-term memory capability of spatiotemporal net-
works. For these datasets, the real-value inputs are directly fed into DH-
SNNs. The first layer of DH-SNNs receives real-value inputs rather than
spiking inputs, but still performs the spiking neural dynamics as a
normal DH-SNN layer except for the different input format. In this way,

. the first layer actually acts as an encoding layer that converts non-

spiking inputs to spiking outputs and then sends to post-synaptic
layers. This encoding scheme also works for all following non-spiking
datasets.

The GSC dataset v.1 contains 64,727 utterances from 1881 speak-
ers saying 35 different speech commands. In our experiments, we
followed the dataset setting as other SNN methods that transform the
30 classes of the dataset into 12 classes including ten words: “Yes”,
“No”, “Up”, “Down”, “Left”, “Right”, “On”, “Off”, “Stop”, “Go”, and an
additional special class named “Unknown” covering the left 25 classes
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with an extra class “Silence” extracted randomly from the background
noise audio files. We used an existing feature extraction method®, i.e.,
adopting log Mel filters and extracting their first three derivative
orders from the raw audio files by calculating the logarithm of 40 Mel
filters coefficients using the Mel scale between 20 Hz and 4 KHz for
pre-processing. Each frame of the inputs has 40 x3 channels. The
spectrograms are normalized and the length of each timestep in the
simulation is 10ms. Thus, each audio sample is transformed into a
sequence of 101 frames with 120 channels. The TIMIT dataset contains
acoustic speech signals of sentences spoken by 630 speakers from
8 major dialect regions of the United States. The goal of the tasks is to
recognize the phonemes of every 10ms frame in each sentence.
We follow the experimental settings of a prior work® The
training, validation, and testing sets contain 3,696, 400, and
192 sequences, respectively. The performance is evaluated on the core
testing set. The raw audio data are pre-processed into 13 Mel Fre-
quency Cepstral Coefficients (MFCCs) and then converted into 39
input channels including the first- and second-order derivatives and
their combinations. Each frame belongs to 61 classes of phonemes.
We set the simulation time interval of DH-SNNs to 1ms, so every frame
of a 10ms input signal is fed into the model for 10 consecutive
timesteps.

The DEAP dataset contains 32-channel EEG data and 8-channel
peripheral physiological signals recorded by the electrode arrays
from 32 participants when watching 40 pieces of one-minute music
videos. Before watching the music video, each participant experi-
enced a 3s period of baseline recording time during which a fixation
cross is presented on the screen. The EEG signals were sampled at
512 Hz and then downsampled to 128 Hz while removing electro-
oculography (EOG) artifacts for pre-processing. In our experiments,
only the 32-channel EEG data was used for classification. Therefore,
the dimension of total EEG data is 32 x40 x 32 x 8064 (#partici-
pants x #trials x #channels x temporal length). After watching the
music video, each participant was asked to report their emotion in
levels of arousal, valence, liking, and dominance from1to 9. Among
them, arousal ranges from inactive (e.g., uninterested, bored) to
active (e.g., alert, excited), while valence ranges from unpleasant
(e.g., sad, stressed) to pleasant (e.g., happy, elated). In our experi-
ments, we use two emotion description dimensions, arousal and
valence, and then map the score of 1 to 9 to three labels: low (score
lower than 4), medium (score between 4 and 6), and high (score
higher than 6), or to two labels: low (score lower than 5) and high
(score higher than 5). In this way, each trial has its label of valence
and arousal for recognition. The total EEG data were pre-possessed
again before feeding to models. We follow the pre-possessing
method used by Tao et al.*’. The first 3s data of each trial is used for
producing the average 1s baseline signal by averaging the 3s data
per second. The following 60s data was normalized by subtracting
the average 1s baseline signal every second and then divided into
20 segments of 3s for each. Finally, the dimension of total EEG
data is transferred to 25600 x 32 x 384 (#samples x #channels x
temporal length). We choose 90% of the data as the training set and
the remaining 10% as the testing set.

The NeuroVPR dataset for the robot visual place recognition task
was collected by a Clearpath Jackal robot in the laboratory environ-
ment. A DAVIS 346 event camera is deployed on the robot platform,
collecting frame-based images and spike event streams in real-time
while the robot moves a 300m trajectory in the laboratory room. The
visual resolution is 240 x346. The dataset consists of a total 10
repeated trajectories recorded at night. In each trajectory, the robot
starts and stops at the same position and follows the same route. The
dataset consists of a total 1475 x 10 RGB frames and about 1.7 billion
spike events. The goal of the task is to make the robot recognize its
position through a period of visual signals on the running track.
Notice that we only use the spike events in this task. In our

experiments, we divide each trajectory into 100 segments with uni-
form length and mark the corresponding events in each segment
with the same label. The spike events in the duration of 21ms were fed
into the SNN models and generated the prediction which indicates
the robot’s position. We randomly chose six trajectories as the
training set, three trajectories as the validation set, and one trajec-
tory as the test set.

Experimental setting

For all experiments, networks have two parts including stacked SNN
layers and a following readout layer. For the self-designed spiking
XOR problems and the NeuroVPR dataset, the readout layer is a
simple linear layer that decodes the spike output of the last SNN
layer into the possibility j/f of the i-th class at the ¢-th timestep. On
SHD, SSC, GSC, TIMIT, and DEAP datasets, the readout layer is anon-
spiking SNN layer with leaky membrane potentials and generates
the possibility y; of the i-th class by decoding the membrane
potentials as J;=>,softmax(u;,,[t)) on SHD and GSC, and
Yi=softmax(}_u; ,,[t]) on SSC, TIMIT, and DEAP. In the above tasks,
we used a multi-Gaussian curve® following y, h, g, s = 0.5, 0.15, 0.5, 6
to approximate the gradient of the non-differentiable spike activity.
On S-MNIST and PS-MNIST datasets, the readout layer is a vanilla
SNN layer that decodes the spike output by counting spikes of each
class, i.e., y;=sof tmax(3_,0; 5, [t]). On these two datasets, the hyper-
parameters of the multi-Gaussian approximation curve are y, h, o,
§=0.5,0,0.5, 0. For the non-spiking datasets such as GSC, S-MNIST,
and PS-MNIST, note that the input of the first SNN layer is non-
spiking values. For all the above tasks, the loss function adopted is
the Cross-Entropy loss following L= — Y",y;logy;, where y; repre-
sents the predicted possibility of the i-th class and y; is the ground
truth. We used the Adam optimizer with an initial learning rate 1072
and a step learning rate scheduler. The code is built with the Pytorch
framework and executed on 8 NVIDIA RTX 3090 GPUs.

For DH-SNNs, there are many hyper-parameters to initialize,
such as firing thresholds, membrane potential timing factors, and
dendritic timing factors. For the detailed settings of hyper-para-
meters, network structures, and batch sizes please refer to Supple-
mentary Information. Specifically, Supplementary Table S1shows the
model configuration details for the tasks used in ablation studies. In
these tasks, since the network structure varies alot, e.g., a single layer
or multiple layers in SFNNs or SRNNs, we only offer the number of
neurons per layer in the table while presenting details in Supple-
mentary Fig. S1. Supplementary Table S2 shows the model config-
uration details for other tasks on standard temporal computing
datasets. In these tasks, we do not implement comprehensive abla-
tion but only show the best results with the network structures that
can balance performance and efficiency. Therefore, we directly
provide specific network structures in the table. Note that we use the
DH-SRNN with a bidirectional structure, which consists of two par-
allel layers and receives inputs from both forward and backward
directions. The spiking outputs of the two layers are then con-
catenated and fed to the decoding layer. Supplementary Table S3
presents the initialization configurations of the timing factors we
used. Notice that the timing factors of each dendritic branch and the
membrane potential, ay and B, actually equal sigmoid(a,) and
sigmoid([}), respectively, wherein & and 8 are the truly optimized
parameters during training.

Influence of the membrane potential reset mechanism

We analyze the influence of the membrane potential reset mechanism
on the capability of long-term memory using several tasks. The tested
neuron models include the vanilla LIF neuron with different reset
mechanisms and the DH-LIF neuron. Three membrane potential reset
mechanisms are selected: hard reset, soft reset, and without reset. The
vanilla LIF neuron with the hard reset mechanism is widely used, which
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is governed by

ut*1=p1 - oHut +@1 — B)it L. (15)
The one with the soft reset mechanism can be described as
ut*l=put — o‘u,, +1— Pt (16)
Last, the one without the reset mechanism follows
ut "l =put +(1— Pt (17)

In above equations, u is the membrane potential, § is the timing factor
of the membrane potential, / is the synaptic input, o is the spike output,
and uy, is the firing threshold.

First, we test the long-term memorization capability of SFNNs
based on the above LIF neuron models using the delayed spiking
XOR problem. Results of vanilla SFNNs with different membrane
potential reset mechanisms and DH-SFNNs are compared. As
depicted in Supplementary Fig. S3a, the vanilla SFNNs with reset
mechanisms perform the worst in this task. This is because reset
mechanisms would periodically clear some temporal information
stored in the soma’s membrane potential. Especially, the hard
reset mechanism would clear the information completely, making
it fail to memorize information for the long term. The soft reset
mechanism slightly alleviates this problem. Apparently, the
removal of reset mechanisms or using the proposed DH-LIF neuron
with dendritic memory can avoid this problem, thus significantly
improving the long-term memorization capability. Next, we fur-
ther test above models on SHD and SSC datasets under different
sampling time intervals from dt=8ms to dt=1ms. As presented in
Supplementary Fig. S3b, c, vanilla SFNNs without the reset
mechanism and DH-SFNNs still show better long-term memoriza-
tion capability especially when processing slow-timescale data
with dt=1ms. However, as the sampling time interval increases, the
performance of vanilla SFNNs without the reset mechanism
degrades quickly, which implies that it cannot handle fast-
timescale information without any reset mechanism to clear the
historic memory. Among these models, DH-SFNNs can generalize
the best when processing information from the fast timescale to
the slow timescale. This is owing to both the long-term memory of
dendritic branches and the periodical clearing of historic infor-
mation on the membrane potential. When the dendritic timing
factors are small, the DH-SFNN would behave like the vanilla SFNN
with the soft reset mechanism, performing well at the fast time-
scale, e.g., dt=8ms here. By contrast, When the dendritic timing
factors are large, the dendritic currents decay slowly with a long-
term memory behaving like the membrane potentials of vanilla
SFNNs without the reset mechanism, performing well at the slow
timescale, e.g., dt=1ms here.

Influence of the dendritic connection pattern

To maintain the volume of parameters to a low level, we add a sparse
restriction on the dendritic connections of DH-SNNs. In detail, we
make each dendritic branch in a DH-LIF neuron only connect to a part
of synaptic inputs. In this experiment, we vary the connection sparsity
ratio (s) in a one-layer DH-SFNN with eight dendritic branches in each
neuron and evaluate its performance on SHD and SSC datasets. Here
the sparsity ratio represents the ratio of synaptic inputs connected to
each dendritic branch over total synaptic inputs. Given an s setting, we
have

> IPg=M-D-s, |Pyl=[M-s]

~ 18)

where P, denotes the index set of synaptic inputs connected to the d-th
dendritic branch and |P,| denotes the set size. Here P, is determined by

M
Py=Llky: (kg +|PgD), kq= {5} xd 19)

where D represents the number of dendritic branches in each neuron
and L is a random sequence from 1 to M which is different for each
neuron. Therefore, when we set s < %, there is no overlapped synaptic
input between dendritic branches in each neuron. While when we set
s>1, some synaptic inputs can connect to multiple dendritic branches
in the meantime. In this case, the last P, will circularly read indexes
from scratch for avoiding overflow.

The experimental results are shown in Supplementary Fig. S10.
When the sparsity ratio is close to% (% here), the models perform well.
On the contrary, when the sparsity ratio is too small or too large, the
performance degrades to accuracy scores lower than 88% on SHD and
lower than 69% on SSC. Generally speaking, on one hand, the synapse
inputs connected to each neuron should better cover all synaptic
inputs to get information as much as possible. On the other hand, the
excessive overlap of synapse inputs connected to different dendritic
branches would cause overfitting and performance degradation.

Details of implementation on neuromorphic hardware
The TianjicX neuromorphic chip supports a hybrid-paradigm primitive
instruction set that covers a wide range of operations. To implement
DH-SNNs on the chip, only five operations listed in Supplementary
Fig. Slla are necessary. Unlike ordinary SNNs, DH-SNNs require two
types of LIF operations, one outputting binary spikes for soma
dynamics and one outputting continuous currents for dendritic
dynamics. In TianjicX, the spikes are represented by 2-bit ternary
numbers while the membrane potentials are represented by 8-bit
integers. The detailed configuration of LIF operation parameters can
be found in Supplementary Table S2 of a recent reference*°.

The logical mapping of DH-SNNs onto functional cores in TianjicX
is illustrated in Supplementary Fig. S11b. Each dashed box represents a
functional core with operations and the dataflow. Taking the single-
layer DH-SFNN on the SHD dataset using four functional cores (left) as
an example, the functional core in the first timing phase group (Group
1), receives spikes from the host and multicasts them to the two
functional cores in Group 2. Each functional core in Group 2 first
divides the inputs into four parts corresponding to four dendritic
branches, then every time performs an FC operation and a non-spiking
LIF operation to simultaneously generate the dendritic currents with
the same branch index of 32 neurons in a neuron group and finally
executes a sum operation followed by a spiking LIF operation to gen-
erate the output spikes of the final 32 neurons. The last timing phase
group contains only one functional core, which performs an FC
operation and a non-spiking LIF operation based on the spikes col-
lected from the previous group and sends the outputs to the host. For
the four-layer DH-SFNN on the SSC dataset using 26 functional cores
(right), the model mapping is quite similar to that of the single-layer
DH-SFNN except for the different numbers of layers and neurons.

The operations in each functional core are executed in series,
while the functional cores in the same timing phase group work in
parallel. For inter-group execution, the timing phase groups are
scheduled in a pipelined manner as illustrated in Supplementary
Fig. Slic. In this way, the throughput can be improved, which depends
on the timing phase group with the longest latency. For both models,
the first timing phase group, i.e., Group 2, which processes the largest
number of spike inputs, consumes the longest latency and determines
the overall throughput. Notice that the specific clock cycle numbers in
Supplementary Fig. Slic are acquired from the cycle-accurate chip
simulator instead of real chip testing, so there exist certain errors
compared to the physically measured results in Fig. 6f.
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Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability

All data used in this paper are publicly available and can be accessed at
http://yann.lecun.com/exdb/mnist/ for S-MNIST and PS-MNIST data-
sets, https://zenkelab.org/resources/spiking-heidelberg-datasets-shd/
for SHD and SSC datasets, https://tensorflow.google.cn/datasets/
catalog/speech_commands/for the GSC dataset. The TIMIT dataset is
available on request via https://doi.org/10.35111/17gk-bn40. The DEAP
dataset is available on request via https://www.eecs.qmul.ac.uk/mmv/
datasets/deap/. The NeuroVPR dataset is available on Zenodo: https://
doi.org/10.5281/zenodo.7825811.

Code availability
The source code is publicly available at https://github.com/eval801/
DH-SNN.
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