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Abstract. The problem of information integration and resistance to the invasion of parasitic mutants
in prebiotic replicator systems is a notorious issue of research on the origin of life. Almost all theor-
etical studies published so far have demonstrated that some kind of spatial structure is indispensable
for the persistence and/or the parasite resistance of any feasible replicator system. Based on a detailed
critical survey of spatial models on prebiotic information integration, we suggest a possible scenario
for replicator system evolution leading to the emergence of the first protocells capable of independent
life. We show that even the spatial versions of the hypercycle model are vulnerable to selfish parasites
in heterogeneous habitats. Contrary, the metabolic system remains persistent and coexistent with
its parasites both on heterogeneous surfaces and in chaotically mixing flowing media. Persistent
metabolic parasites can be converted to metabolic cooperators, or they can gradually obtain replicase
activity. Our simulations show that, once replicase activity emerged, a gradual and simultaneous
evolutionary improvement of replicase functionality (speed and fidelity) and template efficiency is
possible only on a surface that constrains the mobility of macromolecule replicators. Based on the
results of the models reviewed, we suggest that open chaotic flows (‘soup’) and surface dynamics
(‘pizza’) both played key roles in the sequence of evolutionary events ultimately concluding in the
appearance of the first living cell on Earth.

Keywords: coexistence, early evolution, Eigen’s paradox, prebiotic soup, open chaotic flow, prebi-
otic pizza, parasites, RNA-world

1. Introduction

Origin of life is a comprehensive research subject with many unsolved problems
ranging from the prebiotic synthesis of biologically important organic molecules
(like ribose and pyrimidine bases etc.) to the emergence of the first proto-cells
including autocatalytic metabolic cycles and replicating information carrier mac-
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romolecules (Maynard Smith and Szathmáry, 1995). It seems highly probable that
these proto-cells were preceded by ‘naked’ self-replicating macromolecules (May-
nard Smith and Szathmáry, 1995) living in the ‘primordial soup’ or on the surface
of ‘prebiotic pizza’. Since recent RNAs are capable of replication (with some cata-
lytic help), and they are also shown to have catalytic activity themselves (Zaug
and Cech, 1986; Doudna and Cech, 2002), the assumption that this intermediate
stage of prebiotic evolution might have been dominated by self-replicating, RNA-
like nucleic acid oligomers seems to be a plausible one (Gilbert, 1986; Joyce and
Orgel, 1999), but there are other opinions (Shapiro, 1984; Kauffman, 1986; Segré
et al., 2001). In the ancient RNA world RNA-like oligomers must have been able
to replicate without the aid of specific peptide enzymes, and they must have com-
peted for a few limiting resources such as mononucleotids and other energy rich
compounds.

Replication has a small chance of being perfect: due to mononucleotide pair-
ing mismatches the copy is rarely identical to the original template. Replication
is even less accurate without specific replicase and proofreading enzymes, which
were definitely not present in the ancient RNA world. In his keystone paper Eigen
(1971) suggested a mathematical model describing the mutation-selection process
of these ancient replicating macromolecules. The most important result of his study
was that the maximum amount of selectively maintained information, i.e., the max-
imum length of the fittest replicator molecule, is limited by copying fidelity. More
precisely, he showed that N < ln(s)/(1 − q), where N is the maximum num-
ber of nucleic acid monomers in the replicator molecule containing biologically
meaningful information, s is the selective superiority of the fittest replicator (i.e.,
the replication rate of the fastest replicator divided by that of the average of all
the rest) and q stands for the per nucleotide per replication copying fidelity. If
the fittest macromolecule is longer than this limit, its concentration will be very
low, and it can easily disappear from the system by stochastic drift (Szathmáry,
1989). Estimating the selective superiority s of the best replicator to be roughly
between 10 and 100, and the copying accuracy q per nucleotide without replicase
enzymes between 0.8 and 0.9 (Ekland and Bartel, 1996; Johnston et al., 2001), it
is concluded that the maximum length of persistent molecules ranges from 10 to
100 nucleotides (Eigen, 1971; Maynard Smith and Szathmáry, 1995; Scheuring,
2000). This means that the winner of the mutation-selection process is the fittest
macromolecule consisting of some dozens of nucleotides, and the system (so called
quasispecies) also maintains a distribution of the closest mutants of the winner
type (Eigen, 1971; Eigen and Schuster, 1979). Given that even the simplest RNA
viruses – incapable of independent self-replication – carry a genome longer than
4K monomers, there is a considerable gap between the first – hypothetical – replic-
ators and the genomes of the first protocells. Surmounting this gap requires specific
replicase enzymes which could increase copying fidelity and thus the length of per-
sistent replicators. Non-enzymatic replication can maintain short replicators only,
but these are insufficient for coding replicases. This is ‘Eigen’s paradox’ or the
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‘Catch 22’ of prebiotic evolution (Maynard Smith, 1983; Szathmáry, 1989): no
genome without enzymes, and no enzyme without genomes.

One way out of this trap is through maintaining the coexistence of several differ-
ent replicator molecules, so that the information necessary for coding a replicase
enzyme can be stored and transmitted by a ‘community’ of smaller information
carriers. Since the coexistence of different species is a typical ecological problem,
we call these approaches of Eigen’s paradox the ecological solution.

There is an alternative resolution to the problem which assumes that the tem-
plate and the enzymatic functions have coevolved: the length of the replicators and
their replicase activity, copying fidelity have increased in parallel (Poole et al.,
1999; Scheuring, 2000; Szabó et al., 2002).

Naturally, all these scenarios are feasible only if these replicator systems are res-
istant against invasion by any possible mutant replicators. Unfortunately, neither of
the suggested model systems are resistant against such parasitic selfish replicators,
if the replicating molecules are supposed to be point-like objects in a perfectly
mixed medium. (That is, ordinary differential equation models are vulnerable to
parasite invasion.) Therefore, the common feature of the different models we con-
sider below is that they suppose macromolecules to be discrete entities interacting
with each other in a local manner, and moving by diffusion on a surface or advected
in a flow of aquatic medium. Spatially extended modeling is undoubtedly a more
adequate description of reality than most of the classical analytical models, and,
interestingly, it concludes in resistance against selfish parasitic replicators as well.

Below the most important spatially extended models are discussed in which
Eigen’s paradox is resolved either by the coexistence of different replicators or
by their coevolution. After focusing on the advantages and drawbacks of different
scenarios, a coherent mosaic from the existing tiles is constructed. In Section 2,
coexistence of replicators is shown to be ultimately related to non-trivial spatial
distribution and to the discrete size of the competing replicators. First the meta-
bolic network and hypercycle model are reviewed when individuals are adsorbed
on a prebiotic surface. Then it is shown that replicators being purely competing for
limiting resources or being in metabolic coupling can coexist in open chaotic flows.
In Section 3, the coevolutionary scenario of information integration is presented.
Finally, in the Discussion we suggest possible elementary transitions leading from
naked RNA-like replicators to the first proto-cells.

2. Coexistence of Replicators

2.1. HYPERCYCLES ON A SURFACE

The first ecological solution to Eigen’s paradox was the hypercycle: a system of
autocatalytic replicators helping each other’s replication in a cyclical topology: I1

supports the copying of I2, which helps the replication of I3, etc; the last member of
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Figure 1. Hypercyclic coupling of autocatalytic replicators I1,. . . ,I4.

the cycle assists the replication of I1 (Eigen and Schuster, 1979) (Fig. 1). The chem-
ical nature of the help given to the next member of the hypercycle can be direct
catalysis. Each member carries two genes: one for the replication, the other for the
catalytic help. There is coexistence in the non-spatial model of hypercycle: all the
replicators persist in the system and, given an unlimited supply of monomers, the
total concentration of the macromolecules admits hyperbolic growth. The problem
with this model is its vulnerability to the invasion of two kinds of parasitic mutants:
selfish and shortcut-parasites (Maynard Smith, 1979; Maynard Smith and Szath-
máry, 1995). A selfish parasite receives specific help from the previous member
of the hypercycle, but it does not help the next one. As a consequence, the mutant
sucks off all resources from the cycle, and ultimately only the parasite remains.
Shortcut parasites receive help like any other member of the hypercycle, but they
support the replication of a farther member instead of the next one, thus reducing
the number of coexistent replicators. A series of shortcut parasites, again, reduces
the size of the hypercycle to a single autocatalytic member; most of the information
carried by the system as a whole is lost (Fig. 2).

There are two known ways of keeping parasitic mutants off the hypercycle: 1)
by wrapping it in a membrane vesicle and letting vesicle-level selection elimin-
ate those ‘micro-spheres’ carrying deleterious mutants (Eigen et al., 1981; May-
nard Smith and Szathmáry, 1995), or 2) by having the hypercycle work on a two-
dimensional surface, with the assumption of limited replicator mobility and local
interactions among the macromolecules (Boerlijst and Hogeweg, 1991; Cronhjort
and Blomberg, 1995). The wrapped hypercycle solution would necessitate a still
missing, feasible explanation for the appearance of membrane units. Hence the
surface dynamics of hypercycles seems more realistic. Here we assume (Boerlijst
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Figure 2. Parasites of the hypercycle. P1: selfish parasite; P2: shortcut parasite.

and Hogeweg, 1991) that the macromolecules can help each other’s replication
if they happen to be neighbours on a square lattice representing a mineral sur-
face. Diffusion has a limited potential of rearranging the replicator pattern: even
rather strong diffusion cannot confuse the conspicuous rotating spiral waves emer-
ging as spatial manifestations of cyclic mutualism. The most interesting feature
of the spatial hypercycle is its resistance to selfish parasites: the rotating waves
drive the parasite out of the spiral, at the margin of which the parasite gets lost.
The same conclusion has been drawn with only quantitative differences using a
reaction-diffusion model of the hypercycle (Cronhjort and Blomberg, 1995), but
the effect of shortcut parasites has not been studied in spatial models yet: it is
expected that shorter hypercycles select out the longer ones, leading to only four
members remaining, hence the spiral waves and the resistance against parasites
would disappear.

2.2. METABOLIC COOPERATION ON A SURFACE

Another class of ecological solutions has been built on the trait group model of
Wilson (1980), assuming that replication requires the obligatory metabolic co-
operation of the replicators, each of which contributes to the production of the
monomers they are all built of. The replicators act as metabolic enzymes cata-
lysing essential reactions in the metabolic network, thus the lack of any one of
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Figure 3. Metabolic coupling of autocatalytic replicators. Replicators I1, . . . , I4 contribute to the
common metabolism M , and metabolism produces monomers for the replication.

them immediately stops the monomer supply and thus also replication (Szathmáry
and Demeter, 1987; Czárán and Szathmáry, 2000). In the metabolic model each
replicator aspecifically contributes to the replication of all macromolecules in the
system, including itself (Fig. 3).

This is a striking difference compared to the hypercycle in which each member
specifically helps the replication of just another one (Fig. 1). Since metabolic help
is aspecific, the fastest (of highest replication constant ki) macromolecule excludes
all other replicators from the system, and, metabolism thus having broken down,
eventually all of them die out in a non-structured model. This is easy to see from
the non-spatial (mean-field) representation of the metabolic system:

dxi

dt
= xi[kiM(x) − φ(x)], (1)

where xi is the concentration and ki is the replication rate of replicator type i,

M(x) =
[

n∏
i=1

xi

]1/n

, (2)

is the metabolic function of x, the vector of replicator concentrations, and φ(x) is
an outflow function keeping the total concentration of the replicators at a constant
value. The metabolic function has its maximum at the most even distribution of
x. M(x) is changing in time as x changes, but it is the same for each replicator at
any given instance, therefore the fastest replicator never gets slower than the others
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– hence the competitive exclusion and the consequent collapse of the mean-field
model.

Spatial structure introduced as replicator compartmentalisation into dividing
membrane vesicles saves the metabolic system through the stochastic correction
principle (Szathmáry and Demeter, 1987; Grey et al., 1995; Zintzaras et al., 2002).
If each vesicle contains a finite (small) number of macromolecules which are then
divided at random into two daughter vesicles through simple vesicle fission, then
stochastic drift will re-create metabolically optimal or nearly optimal replicator
distributions in some of the vesicles. These will be selected for, thus their offspring
will shift the overall replicator distribution towards the metabolic optimum in the
next generation. The stochastic corrector mechanism can maintain a viable equi-
librium of the replicator types, and, given the metabolic system in the vesicles, it
is easier to imagine where the membrane units might come from than it is in the
hypercycle model.

Two-dimensional spatial structures have also been shown to keep the metabolic
system coexistent (Czárán and Szathmáry, 2000). The ‘prebiotic pizza’ version
of the model is a cellular automaton on an arena of a square lattice. We assume
that the macromolecules are reversibly bound to a mineral surface. Each cell of the
automaton represents a binding site. The criterion of replication for a bound macro-
molecule is to be complemented by at least one copy of each of the other replicator
types within a certain distance called the metabolic neighbourhood (Fig. 4a), so
that monomers be supplied at sufficient concentrations locally. Any replicator that
has a complete metabolic neighbourhood around can attempt replication into an ad-
jacent empty site. The attempts from within the replication neighbourhood (Fig. 4b)
of an empty site are weighted by the product of the replication constant of the
corresponding macromolecules and the local value of the metabolic function.

Specifically, the claim Cs of replicator s within the replication neighbourhood
of an empty site is

Cs = ks

[
n∏

i=1

fs(i)

]1/n

, (3)

where fs(i) is the copy number of replicator type i within the metabolic neigh-
bourhood of s. The probability that s will actually occupy the focal empty site of
the replication neighbourhood is

Ps = Cs

Ce + ∑
�

C�

, (4)

in which Ce is the (constant) claim of the empty site to remain empty. Here � runs
through the replication neighbourhood of the empty site.

The cellular automaton is updated randomly; each hit of an occupied site results
in the elimination of the resident macromolecule with a probability d, or in no



326 I. SCHEURING ET AL.

Figure 4. The metabolic (a) and the replication (b) neighbourhoods. Black sites are empty, grey sites
constitute the neighbourhood, X labels potential ‘mothers’.

change with probability 1 − d. If updating hits an empty site, it can be occupied by
a copy of one of its 4 orthogonal neighbours according to the probability scheme
described above.

Each replication step is followed by δ diffusion steps according to the algorithm
of Toffoli and Margolus (1987). In other words, δ scales the speed of macromolec-
ule diffusion on the lattice.

Some typical simulation results are shown in Fig. 5. The conclusions of the
simulations are the following:
1. the spatially explicit metabolic model warrants the coexistence of the replicat-

ors in a wide range of its parameter space;
2. given a fixed number of coexistent, metabolically cooperating replicators (sys-

tem size), increasing the size of the metabolic neighbourhood is either deleter-
ious or it is beneficial to replicator coexistence;

3. likewise, given a fixed size of the metabolic neighbourhood, increasing the size
of the system is either deleterious or it is beneficial for its persistence;

4. more intensive mixing (faster diffusion) is always good for coexistence.
The possibility of coexistence in the spatial model may seem surprising at

first glance, knowing that the mean-field version of the model is never persist-
ent. The explanation can be based on a peculiar type of spatial group selection
principle. Replicators with small replication constants ki are rare, and they take
a metabolic advantage of their rarity. The metabolic neighbourhoods of the rare
type replicators are often complete, because they only need the presence of the
more common types nearby for that. Thus the rare type has a disproportionally
increased likelihood of being replicated. More common types have little chance to
be complemented by the rare type, so they have worse prospects of replication. This
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Figure 5. Typical outcomes of the simulations of discrete metabolic networks. Labelled arrows
between the panels indicate changes in the parameter values. NR: number of replicators (i.e., system
size); NHS: metabolic neighbourhood size (i.e., length of the side of the metabolic neighbourhood);
DIFF: number of diffusion steps per generation.

means that the relative chance of replication increases for the rare types and de-
creases for the common ones, thereby promoting the persistence of the system as a
whole. The situation is similar to that of the wrapped metabolic model: members of
the metabolically efficient neighbourhoods replicate more, therefore they become
over-represented in the overall replicator population due to group selection.

The disadvantage of commonness decreases with larger metabolic neighbour-
hoods, because larger neighbourhoods are more likely to contain a metabolically
complete replicator set including the rare types, so increasing metabolic neighbour-
hoods are disadvantageous for a persistent system. On the other hand, if the system
was too big to fit into a metabolic neighbourhood, then increasing the size of the
latter promotes coexistence.

The positive effect of diffusion seems to contradict the expectation suggested
by the mean-field model that assumes complete mixing. However, it is not perfect
mixing that kills the mean-field system, but the assumption of global interactions:
all macromolecules interact with all others, so the competitive advantage of the
faster replicators does not vanish until the last copy of the rare type disappears.
At that point, the mean-field system collapses. It is in fact the more realistic as-
sumption of local interactions among discrete macromolecule objects that keeps
the spatial model coexistent. In this sense, the mean-field system is approached
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in the limit by increasing the size of the metabolic neighbourhood, not by more
intensive diffusion. Diffusion helps the rare types disperse far apart in the lattice,
thus avoiding competition among themselves for empty sites - hence its positive
effect on coexistence. If the density of replicators is low within the lattice, diffusion
quickly kills off the system, however. This can be regarded as a spatial manifesta-
tion of the Allee-effect (Allee, 1938), that is, the decreased reproduction capability
of sexual species at low population density. We have summarized these results in
Table I.

TABLE I

Summary of the effects of parameter changes on persistence

Parameter Direct effect Effect on

change persistence

NR ↑ ↓ Chance that metabolic neighbourhood ↓
contains a complete set of replicators

↑ Chance that a metabolic neighbourhood ↑
NHS ↑ contains a complete set of replicators

↓ Advantage of rarity ↓

DIFF ↑ ↑ Spatial mixing (high replicator density) ↑ �

↑ Spatial mixing (low replicator density) ↓ ��

� The system approaches a trait group mechanism (group selection on the
neighbourhood configurations) (Wilson, 1980).
�� Replicators are dispersed apart (quickly exterminates hopeless sys-
tems).

Given the possibility of persistence for the spatial metabolic system, the ques-
tion of its resistance to possible parasitic mutants naturally arises. The only con-
ceivable parasite of the metabolic system is a replicator that consumes the monomers
produced by cooperating members, but itself does not contribute to metabolism at
all (Fig. 6).

Introducing such a mutant does not harm system persistence even if the replic-
ation rate kp of the metabolic parasite is much larger than that of the fastest co-
operator, but it coexists with the cooperators at a density well below than expected
from its replication constant (Fig. 7).

The reason for the modest behaviour of the parasite is that it needs the presence
of all the cooperators within its metabolic neighbourhood for replication, but the
cooperating members do not need the parasite around for that. That is, the para-
site suffers all the disadvantages of rarity and of commonness, without actually
enjoying any of the advantages that cooperators can rely on.
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Figure 6. The parasite of the metabolic replicator system: it uses the monomers supplied by
metabolism, to which it does not contribute at all.

Figure 7. Coexistence of cooperators and the metabolic parasite. Replication constants:
k1 = 2, k2 = 4, k3 = 6, kp = 8. Solid lines are cooperating members, dashed line shows the
parasite’s performance.
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Since parasites can be persistent in the system indefinitely, they might have
ample possibilities to mutate. Such mutant parasites might have played a central
role in prebiotic evolution as suggested in the Discussion.

2.3. HYPERCYCLE AND METABOLIC COOPERATION IN A HETEROGENEOUS

SURFACE

Real mineral surfaces are not homogeneous, so it is of fundamental importance to
study whether the hypercycle and metabolic models are viable in spatially hetero-
geneous environments, that is, whether coexistence and resistance against parasites
remain valid.

First let us investigate the spatial hypercycle model from this point of view.
As we have seen earlier, the coexistence of replicators manifests itself as spiral
structures consisting of waves of subsequent members of the cycle. This peculiar
spatial structure enables the hypercycle to resist invasion by selfish parasites.

The two important parameters of this model, determining the scale of the emer-
gent spatial patterns, are diffusion and death rates. Spatial heterogeneity of any
of these parameters is expected to influence the persistence of the spiral waves
required to drive back the parasites. We modified the original model by including
spatially heterogeneous decay rate. Spatial heterogeneity appears as a patchy distri-
bution of sites with high and low decay rates. Higher decay rate can be interpreted
as a higher desorption rate from the surface. The hypercycle persists on such a het-
erogeneous surface as well, but parasite resistance is lost. Due to the varying width
of the spiral arms, inoculated parasites are able to travel between waves consisting
of molecules providing catalytic support separated by waves of unsupporting types
(Fig. 8). Consequently, some time after an invasion event only the parasites remain
in the system (Fig. 9). In a homogeneous environment made of only sites with low
or high decay rates the hypercycle resisted parasites.

In the surface metabolism model there is no emergent mesoscopic pattern like
the spiral waves, since a relatively homogeneous spatial distribution of the rep-
licator types is necessary for many neighbourhoods to contain a metabolically
sufficient set of macromolecules. Consequently, there is no sound reason to expect
that spatial heterogeneity of any of the parameters would destroy coexistence or
deprive parasite resistance. This view is supported also by computer simulations,
we observed qualitatively the same results for the heterogeneous system as in the
homogeneous one (see Fig. 5).

2.4. PREBIOTIC SOUP: OPEN CHAOTIC FLOW

The usual model of chemical or biological activity in fluids implies a well-mixed
environment, where the chemical constituents or distribution of biological entit-
ies can be modeled with their averaged concentration (e.g. Eigen and Schuster,
1979). Recent studies (Aref et al., 1989; Rom-Kedar et al., 1990; Shariff et al.,
1991; Jung et al., 1993; Ziemniak et al., 1994; Péntek et al., 1995a; Péntek et al.,
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Figure 8. Invasion of the spatial hypercycle by parasites in a heterogeneous environment. The rep-
lication surface consisted of 400x400 sites with high and low death probability as 100 blocks of
size 20x20 with Pd = 0.05 scattered in the see of unfavorable sites with Pd = 0.2. All the other
parameters are the same as those used by Boerlijst and Hogeweg (1991). (a) The spatial pattern of
a nine membered hypercycle without parasites after 800 steps. Members of the cycle are coloured
different shades of gray. (b) The system was inoculated by 1000 parasites in the upper left quarter of
the lattice after 1000 steps. Invasion of parasites (black) 1200 steps after inoculation is shown. Later
the hypercycle completely annihilated. In a homogenous environment consisting of only sites with
Pd = 0.05 or Pd = 0.2, respectively, the hypercycle drove back the parasites which remained present
only as small cysts.
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Figure 9. Time evolution of hypercyle in the inhomogeneous environment. Selfish parasites are
injected into the system at the 1000th Monte Carlo cycle. Its density increases rapidly (scattered
line) while densities of cooperators decrease continously (solid line). The system collapses after
some thousand Monte Carlo cycles.

1995b; Sommerer et al., 1996; Toroczkai et al., 1997; Károlyi and Tél, 1997; Rom-
Kedar and Poje, 1999) in the field of open hydrodynamical flows shed light on
systems where imperfect mixing is an inherent property of the advected substances.
Flows are considered open when there is a certain region of observation where the
hydrodynamical flow can transport the advected entities in and out, but the recircu-
lation time between two subsequent entries is significantly longer than the lifetime
of the advected entities. Examples for open flows are rivers, certain limited regions
of the ocean, deep sea hot springs, etc. When the flow in the region of observation
depends on time, even if this time-dependence is simple (non-turbulent), the advec-
ted entities typically show very complicated, chaotic motion (Ottino, 1989; Péntek
et al., 1995a; Károlyi and Tél, 1997). As the open flow will sooner or later wash
them out of the region of observation, this chaotic behaviour is necessarily transient
(Tél, 1990), as opposed to the permanent chaos observed in flows restricted to
closed containers (Aref, 1984; Chaiken et al., 1986; Ottino, 1989; Sommerer and
Ott, 1993; Giona et al., 1999). Such transient chaotic behaviour, leading e.g. to
patchy distribution of phytoplankton, can be observed in the wake of bridge pillars
in rivers, in strong sea currents downstream islands (Arístegui et al., 1997; Barton
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et al., 1998), and also in laboratory experiments (Sommerer et al., 1996). Tran-
sient chaos is always associated with strong, but imperfect mixing; in flows it
means that the advected entities cannot be satisfactorily modeled by their averaged
concentrations.

For simplicity, we deal with two-dimensional flows only, but the results can
be generalized for three dimensional flows. When an ensemble of advected entities
reaches the observation region, it typically gets ‘trapped’ there for a long time while
following chaotic orbits, then they trace out a complicated filamentous fractal pat-
tern (Péntek et al., 1995a; Péntek et al., 1995b; Sommerer et al., 1996; Toroczkai et
al., 1997; Károlyi and Tél, 1997) (see Fig. 10). Mixing is very efficient close to the
fractal filaments, but weak elsewhere, resulting in an interesting pattern (Toroczkai
et al., 1997) where the chemical or biological activity takes place (c.f. Fig. 11).
(In three dimensional flows the fractals form sheets instead of filaments, but the
essential findings remain unaltered.) The fact that the activity takes place on a
fractal structure, and the advected entities spend an anomalously long time there,
modifies the chemical reaction (Toroczkai et al., 1998; Károlyi et al., 1999; Péntek
et al., 1999; Tél et al., 2000; Toroczkai et al., 2001) and, correspondingly, the
population dynamical equations (Scheuring et al., 2003).

The simplest possible model of replication is the autocatalytic reproduction,
when the competing entities, in the presence of the necessary constituents, make
copies of themselves. In fact, this was probably the most ancient form of reproduc-
tion (Maynard Smith and Szathmáry, 1995). In case of autocatalytic reproduction
in open flows, fattened-up fractal filaments will be covered by the self-replicating
macromolecules. There they reproduce themselves, which leads to a further fat-
tening up of the fractal filaments. This effect is in competition with the outflow
from the region of observation. Thus the width ε of the filaments occupied by the
macromolecules changes in time according to the equation ε̇ = cvR − λε, where
c is a geometrical constant, vR is the velocity by which the width would increase
due to self-replication, and λ is the exponential rate of narrowing due to outflow
and convergence to fractal filaments. In dynamical systems jargon, λ is the average
Lyapunov exponent (Tél et al., 2000). The competition between the reproduction
and the outflow typically results in balance, that is, there is an equilibrium filament
width traced out by the macromolecules: ε∗ = cvR/λ. The fact that the covered
filaments form a fractal implies that the area A covered by the accumulated macro-
molecules scales non-trivially with the filament width: A ∼ ε2−D, where D is the
fractal dimension of the filamentous fractal. Accordingly, the rate of change of the
covered area can be described by the equation (Toroczkai et al., 1998; Károlyi et
al., 1999; Tél et al., 2000)

dA

dt
= −κA + cvRA−β, (5)
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Figure 10. Fractal pattern traced out by passively advected entities, which are trapped in the
time-dependent region of the blinking vortex-sink flow. The flow consists of two sinking vortex apart
from each other and functioning in an alternating manner: during the first half time period of the flow,
a sinking vortex drains the fluid at (x = −1, y = 0), then, during the next half time period, another
one works at (x = 1, y = 0) (Aref et al., 1989; Károlyi and Tél, 1997). The black dots indicate the
position of the ‘trapped’ tracers at the time instant when the left sinking vortex closes and the right
sinking vortex is about to open. Note the filamentous fractal structure of the black dots, this pattern
changes shape periodically in time, it is synchronized to the flow.

where κ = (2 − D)λ is the escape rate describing the exponential rate of outflow
along the filaments, and c is, again, a geometrical constant, while

β = D − 1

2 − D
> 0 (6)

is a non-trivial exponent. Exponent β, which depends uniquely on the fractal di-
mension, characterizes the enhancement of reproduction due to the fractality pro-
duced by the advection in open flows. This novel type of ‘reaction equation’ de-
scribing the effects of chaotic advection on autocatalytic processes can be gener-
alized for more complicated reactions or biological activities, with the non-trivial
scaling exponent β remaining intact (Károlyi et al., 1999; Scheuring et al., 2003).

One therefore observes that even a simple growth process, such as the autocata-
lytic reaction subjected to imperfect mixing, follows a nonlinear reaction kinetics.
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Figure 11. SEAWIFS image of a phytoplankton bloom at Shetland Islands, May 12, 2000, from the
NASA archive. Plankton individuals (light grey) move along a fractal set.

The reason for this nonlinear behaviour can intuitively be explained as follows. On
one hand, chemical processes are nonlinear processes with spatial character: the
reacting molecules have to come in close contact with each other in order for the
reactions to take place, which obviously is a spatial constraint. On the other hand
the position of the molecules is changing in a nonlinear fashion due to the imperfect
mixing dynamics dominating the flow itself. The two spatial nonlinearities thus
couple on a local level, giving rise to a strong nonlinearity of the reaction kinetics.
It is important to repeat the fact that imperfect mixing is a necessary condition for
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the existence of nonlinear kinetics: for homogeneously mixed components, or pure
surface reactions (no mixing at all) the exponent β in Eq. (5) becomes a trivial
number, namely, zero for surface reactions (D = 1) and infinity for perfect mixing
D = 2. In both cases the reaction kinetics becomes a linear equation.

An important feature of the nonlinear equation (5) is that it involves the ad-
vantage of rarity principle: since −β is a negative exponent, competitors with
less abundance (small overall area) will cover the fractal filaments at an enhanced
resolution, leading to an increased activity. In other words, covering a fractal with
increased resolution implies that smaller amount of material will contribute with
an increased second term in Eq. (5). This then competes with the first term, i.e.,
the decay term (the decay term may contain, besides the loss due to outflow from
the mixing region, the spontaneous decay of the species, which only leads to a
renormalization of the decay rate κ , leaving the equation unchanged). It is easy
to see that this competition will lead to a steady state situation where the decay
balances the growth term.

In population dynamics terms it is more natural to talk about the number of
individuals, instead of the spatial area occupied by them. Equation (5) can easily
be translated into this language by observing that N = ε−2

0 A, where ε0 denotes the
linear spatial extent of a single individual. Then Eq. (5) becomes:

dN

dt
= −κN + qvRN−β (7)

where q is just a factor given by q = cε
−2(β+1)

0 .
The lifetime of the self-replicating macromolecules in the prebiotic ocean was

certainly much smaller than the recirculating time to, e.g., a deep-sea hot spring.
Hence the prebiotic soup can be assumed to behave as an open flow. This means
that the classical studies attempting to describe the prebiotic competitors with their
averaged concentrations have to be replaced by the new theory including the effects
of the fractality, i.e., the nontrivial spatial distribution of the competitors. This
results in the singular scaling exponent β appearing in the equations describing
reproduction. Note that when there is only a small amount of self-replicating mac-
romolecules present in the region of observation, the production term in Eq. (5)
will largely increase due to the positivity of β. Due to the discrete number of
individuals, however, N cannot be arbitrarily close to zero, thus (7) is valid only
for positive N . This is the result of the fractal being covered with very fine fila-
ments providing enhanced access to resources, and this might effectively prevent
the macromolecules from extinction. This is examined in more details in the next
subsection, where the effects of competition are discussed.

2.5. PURE COMPETITORS IN OPEN CHAOTIC FLOW

The previous section studied the case of a single replicator type occupying a niche
amidst imperfectly mixing flow conditions. Since we are interested in informa-
tion integration, our basic questions are whether two or more types of replicators
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competing for the same limiting resource in an imperfectly mixing chaotic flow
can coexist, and whether this coexistence is robust. In the following we answer
these questions, presenting a spatially explicit model of this phenomenon and us-
ing mostly heuristic mathematical arguments. For the more detailed, accurate, and
technical analysis see Károlyi et al. (2000), and Scheuring et al. (2003).

Before discussing the consequences of imperfect mixing on competition, it is
worth briefly giving the traditional equations governing autocatalytic processes in
a well-mixed environment. In a fixed region of observation they are:

dNi

dt
= γiRNi − µiNi, (8)

where Ni denotes the number of individuals of replicator Ii , and R is the in-
stantaneous amount of the resource material in the same region. If the dynamics
of resource is much faster than the dynamics of the competing replicators, then
the former can be considered to be in a quasi-stationary state: dR/dt = 0. The
equation for resource R is then

dR

dt
= 0 = J − R

∑
i

γiNi, (9)

and J is the constant inflow of resource R into the region of observation. After
analyzing (8) and (9), one can easily see that replicator with lower γi/µi ratio of
replication and death rates would be outcompeted, and thus stable coexistence is
impossible.

As in the traditional model we consider a simple kinetic model of replication
and competition with passively advected point like replicators of type I1 and I2,
multiplying themselves instantaneously after certain replication times. This kinetic
model is similar in spirit to the one used by Metcalfe and Ottino (1994) for model-
ing chemical reactions in closed flows. In our open flow, there is a constant inflow
of the resource material A into the system, for which the different replicators I1 and
I2 compete. In addition, there is a spontaneous mortality of individuals. Therefore
two autocatalytic processes R + I1 → 2I1, I1 → R and R + I2 → 2I2, I2 → R

represent the replication and competition process in our model in an imperfectly
mixed environment. The kinetic coefficients γi (µi) give the birth (mortality) rate
as before, i.e., number of individuals being born (dying) in unit time in a ho-
mogeneous environment. As we emphasized above, according to the traditional
theory, the replicator with lower γ /µ ratio would be outcompeted in a well mixed,
homogeneous environment, there is no way for the information to be stored in
different types of replicators.

An important feature of the advection dynamics is its purely deterministic nature.
This implies that we work in the limit of weak diffusion and assume that the mutual
diffusion coefficient between any pair of the constituents is small.

The competitive dynamics starts with the full surface occupied by the back-
ground material R. Initially, we place two droplets of individuals from replicators
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Figure 12. The portion of replicators is shown in the region of observation. The flow considered
was a model of the von Kármán vortex street. In this case, there is a time-periodic detachment of
vortices in the wake of a cylindrical obstacle placed into a uniform flow. This open, time-periodic
(with period T ) flow traps the advected competitors in the wake of the obstacle along a fractal curve.
Time is measured in units of T . Replicator I1 make copies at time lags 0.6T , I2 at time lags 0.8T .
Both replicators decompose with the same probability 1/10.

I1 and I2 into the flow in the inflow region with I2 being the weaker competitor.
We monitor the number of individuals present in the region of observation during
the competition process. The iteration consists of two steps. The first step models
the advection of the replicators on the chosen grid, while the second one is the
instantaneous replication occurring on the same grid. A molecule can replicate
only if at least one of its neighbours contains resource R. The faster replicator
creates more copies of itself into the neighbouring cells than the slower one within
unit time. The advection phase also includes the random death of individuals with
a probability specific to its type I1 or I2. There is thus a loss of the individuals due
to the advection and the finite life-time, but also a gain due to the reproductions.

After an initial rapid increase, the numbers of I1 and I2 replicators become
synchronized with the flow, and the system settles into a dynamic steady state. We
emphasize that replicators coexist in spite of their very different γ /µ ratio, see
Fig. 12, even if more than two different type of replicators are present (Károlyi
et al., 2000). The magnified picture demonstrates the filamentous structure where
competitors accumulate, and also the imperfect mixing in this open chaotic flow,
see Fig. 13.

Results of numerical simulations are reinforced by the analytical description
based on the observation that replicators I1 and I2 will occupy the filaments of
a fractal, and along one such filament they become organized along more or less
parallel stripes (Scheuring et al., 2003). This results in two types of reactive inter-
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Figure 13. (a) Spatial distribution of replicators I1 (black) and I2 (gray) after 24 periods of the flow.
The flow is a model of the von Kármán vortex street: the circular region is the cylindrical obstacle,
the flow is directed from left to right. The model flow corresponds to a Reynolds number of about
250. The parameters are such that γ1/µ1 = 3/4 = 3γ2/4µ2, and thus I1 is the weaker species. (b)
The magnified rectangular region of (a). Replicators I1 (black) and I2 (gray) are distributed along
filaments of a fractal.

faces, namely, the R-I1 and R-I2 interfaces. To characterize the distribution of each
replicator within the filaments of this fractal, the probability distributions pi are
introduced, which express the probability that one finds an active R-Ii interface on
the border of a randomly chosen filament. Naturally these probabilities will depend
on the average filament width for each replicator and their replication rates. Simple
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dimensional reasoning, and symmetry arguments suggest that a family of solutions
can be obtained in the form of a generalized power-law:

p1 = zα

zα + ω
, p2 = 1 − p1, (10)

where z = ε1/ε2 is the ratio of the average total stripe widths of the replicators
covering the fractal filaments, ω > 0 depends on the replication rates, and α > 0
depends on the details of the flow (Scheuring et al., 2003). In the range of 0 < α <

1 the smaller population is less probable on the boundary but yet with a weight
which is weaker than linear in the widths. For α = 0 there is no width-dependence
at all, the probabilities pi are constant. The case α = 1 and ω = 1 corresponds to
a homogeneous mixing within the stripe of width ε. For α > 1 a superdominance
is described.

It follows that for 0 < α < 1 coexistence is stable, and for α > 1 it becomes
unstable. The detailed examination of the population dynamical equations and of
the stability of the coexistence fixed points is to be found in the Appendix, see also
Scheuring et al. (2003).

The case α = 1 is special. For α = 1, and ω �= v1/v2, the non-coexistence point
is the only fixed point, and it is stable. Having α = 1 with ω = v1/v2 implies that
there is an infinity of fixed points with marginal stability. Thus, stable coexistence
is found in the

0 < α < 1 (11)

regime. These results were found to be in complete agreement with the numerical
calculations presented by Scheuring et al. (2003), namely that a measurement of
p1 gave indeed the generalized power law shown in (10), and whenever coexist-
ence was observed numerically, it was indeed consistent with condition (11), and
when coexistence was not found, we had α ≥ 1. Interestingly, α < 1 is formally
analogous to the parabolic replication (Szathmáry and Gladkih, 1989; Sievert and
von Kiedrowski, 1994; Wills et al., 1998), however this sub-exponential law of
concentration increase followed from the peculiar mixing structure of the flow not
the self-inhibition of replicators.

2.6. METABOLIC COOPERATION IN OPEN CHAOTIC FLOW

In the previous subsection we have shown that coexistence of competing autocata-
lytic macromolecules is possible in open flows. To promote this finding, it is ne-
cessary to check whether coexistence is possible for more complex interactions of
advected replicators, e.g., when macromolecules are linked by metabolic coopera-
tion. Intuitively one would expect that including some sort of cooperation among
purely competing autocatalytic macromolecules can only increase the chance of
coexistence. This is, however, not entirely true; in fact, we have seen that in a well-
mixed, homogeneous environment the addition of metabolic cooperation does not
imply coexistence (see Section 2.2).
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When metabolically coupled processes take place in open chaotic flows, the
inherent properties of the activity are not changed. The details – and the model – of
the activity remain the same as in Section 2.2. The macromolecules are distributed
on a grid, each grid-cell occupied by at most one macromolecule. The size of
the grid-cell models the finite size of the macromolecules. When one such grid-
cell happens to be empty, then its neighbours might have the chance to put an
offspring into it, but only if the common metabolism in the local neighbourhood
supports reproduction. In other words, the macromolecule has the chance to put an
offspring into a neighbouring empty grid-cell if in the metabolic neighbourhood of
the macromolecule there is at least one copy of each macromolecule types contrib-
uting to the common metabolism. The chance of reproduction is proportional to
the geometric mean of the number of all types of macromolecules in the metabolic
neighbourhood, and to its type-specific replication constant.

The effect of the flow is modeled by moving the existing macromolecules into
new grid-cells. The macromolecule in a certain grid-cell is considered to be located
in its middle, and is advected passively as an inertia-less particle into a new location
during a certain discrete time-step. Then it is replaced to the center of the grid-cell
in which it has arrived. These replacements together with the finite grid-size model
also a small diffusion.

Thus one step of the advection-reaction-diffusion process consists of the fol-
lowing sub-steps:
1. advection of the macromolecules into new grid-cells during a short discrete

time-step. Then they are replaced into the center of the new grid-cell, modeling
the effect of diffusion.

2. spontaneous decay of the macromolecules with a type-specific decay constant.
This is not an essential part of the simulation, because the outflow already
takes the role of decay, nevertheless, it is included for biological reality. De-
cay is modeled by eliminating all macromolecules with a small type-specific
probability.

3. the content of each grid-cell is updated simultaneously according to the meta-
bolic scheme.

The most important factors that determine the actual outcome are community
size (number of competitor types), metabolic neighbourhood size (what is the
maximum distance across which the common metabolism can give support to a
macromolecule), and the parameters of the flow (Károlyi et al., 2002).

We found coexistence (see Fig. 14) in a wide range of the parameter values.
The reason for coexistence is twofold. On one hand, the discreteness of the model
inherently does not allow a perfect mixing, unlike in models with point-like mac-
romolecules. On the other hand, open flow provides imperfect mixing leading
to empty spaces that can be occupied by offsprings, and provides the necessary
mixing to avoid large areas lacking any of the macromolecule types.

It was also found that the introduction of parasitic competitors (using the re-
sources provided by the common metabolism, but not contributing to it) does
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Figure 14. Metabolic network dynamics in the blinking vortex-sink system (the same flow as in
Fig. 10). Three different, metabolically coupled competitors are placed into the flow as shown in
(a). In the course of time, all of them accumulate on a fractal changing shape time periodically. The
snapshots were taken at (a) t = 0, (b) t = 0.5T , (c) t = 0.6T ,(d) t = 0.8T ,(e) t = T , (f) t = 1.5T ,
(g) t = 10T , while (h) shows how the number of different competitors varies with time (measured in
T , the period of the flow). The metabolic neighbourhood size was NHS=10, the replication constants
were k1 = 3 (red), k2 = 4 (green), k3 = 5 (blue). Empty sites remained empty with weight Ce = 2,
decay rate was δ = 0.02.
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not toss an otherwise viable system into extinction. This is also explained by the
fact that the openness of the flow, through imperfect mixing, provides sufficient
amounts of empty spaces for reproduction. Also, when the number of parasitic
macromolecules were to increase beyond a certain threshold, this spreading has to
slow down as the common metabolism slows down in lack of other, contributing
macromolecules. In a well-mixed environment this is connected to the total extinc-
tion of the competitors. In case of an imperfectly mixed environment, however,
there will always remain localities where the deviation from the average is large
enough to serve as a core for recovering.

3. Coevolution of Replicators

Although, as we emphasized earlier, the hypercycle hypothesis is problematic from
many different points of view, the catalytic role of ribozymes in replication might
have been important in the early evolution of replicases. The basic idea (which is
not incorporated in Eigen’s original model) is that the longer the RNAs are, the
better could be their catalytic activity, fidelity, and template efficiency as well. So,
according to the iterative scenario for longer and longer molecules with better and
better replicase functions, prebiotic evolution might have escaped the Catch 22
(James and Ellington, 1999; Joyce and Orgel, 1999; Poole et al., 1999). While the
possibility of this scenario was analyzed and supported earlier by a simple math-
ematical model (Scheuring, 2000), the main question remains whether parasites
(efficient and fast templates, but ineffective replicases) can ruin the system.

We turn to the the mineral surface again to study the coevolution of a replicator-
replicase system. The dynamics on a prebiotic surface are modeled by a cellular
automaton with rectangular grid as before. Hypothetical nucleic-acid like macro-
molecules are built up by different monomers A, B, C, and D. The molecules
are adsorbed to the surface, and can interact with each other if they are located
on neighbouring sites. They might play one of two roles in an interaction: a mo-
lecule is either a template for replication or it acts as a replicase, that is, it helps
the copying of the potential template molecule. There is no replication without
catalytic aid. The replication process has two important characteristics: speed and
fidelity. Naturally, replication speed is proportional to the product of the replicase
activity, template efficiency, and monomer supply; and inversely related to template
length. For simplicity, it is assumed that template efficiency, replicase activity,
and fidelity of molecules are determined by the length of longest blocks of A,
B, and C sequences, respectively. It is assumed that all these properties are some
increasing sigmoid functions of the length of the corresponding X blocks (X =
A,B,C) (Fig. 15). The role of monomer D is to mimic neutral mutations, it
has no direct effect on replication. The available monomer supply is a linearly
decreasing function of total polymer mass on the surface with rate of 1/µ. These
obviously oversimplified assumptions preserve the most important characteristics
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Figure 15. Template efficiency (X = A), replicase activity (X = B), or fidelity (X = C) as a function

of the length of the longest monomer block consisting of X. We use the αX+(1−αX)n
βX

X
/(γX+n

βX

X
)

function in the simulations, where nX is the the length of the longest X sequence (X = A,B, C) in
the molecule, αX , βX and γX are positive parameters.

of real macromolecules, namely, that at a given replicator length all these properties
of the molecules are in negative trade-offs: a molecule could not be a fast and pre-
cise replicase and a good template at the same time. Beside replication, molecules
disintegrate spontaneously with a given Pd rate. Replication is not perfect, so there
could be point mutations determined by the replicase copying fidelity, and additions
or deletions of monomers might occur at a given constant probability (Pad) during
replication. Each local site contains only one replicator, so the newborn copies are
placed to neighbouring empty sites.

The simulation experiment starts with half of the sites occupied by molecules
distributed at random. The replicators were five monomers long with random se-
quences. The evolution of replicators is followed through many generations. The
first observation is that starting from short and diverse branches of oligomers, a
complex effective replication machinery emerges (Fig. 16) (Szabó et al., 2002).
All the important properties, including replicase activity, fidelity, and template
efficiency improved significantly. At the same time the average length of replic-
ators increased as well (Fig. 16). The benefit of increasing template efficiency is
obvious. The selective advantage of increased replicase activity and fidelity seems
to be surprising. Because of local interactions and low level diffusion present in
prebiotic pizza (and in this model, too) an accurate and effective replicase molecule
finds similar type of molecules around itself. Thus they form patches of altruistic
molecules. These altruistic molecules can be parasitised by selfish or even short
parasitic templates. But parasites could take advantage from the altruistic replicase
molecule only if this selfish type is locally rare. Increasing the number of selfish
templates in a local aggregated patch decreases their replication success. This is
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why parasitic replicators live together with the long altruistic replicators, but they
can’t destroy the system (Fig. 17). This view is supported by the observation that
increasing the diffusion rate decreases the aggregated patterns on the surface and
increases the density of parasites. In the mean field counterpart of the model, where
each template is copied by the aid of an ‘average’ replicase, ultimately the whole
population dies out (Szabó et al., 2002). Increasing copying accuracy permits the
lengthening of replicators, but replication is slower at increased template length.
The average equilibrium length is determined by the parameters involved in the
sigmoid functions in Fig. 15.

In the light of the results presented here, coevolution of template and replicator
function can effectively increase the amount of information potentially carried and
can enhance resistance against the template parasites. Replicase evolution and tem-
plate parasite resistance both require highly constrained mixing, i.e., limited spatial
distribution of the replicators.

4. Discussion

According to the theoretical models presented, we can conclude that both the
‘prebiotic pizza’ and the ‘prebiotic soup’ could be reasonable habitats for the first
replicators. Given the possible mechanisms that might have kept early replicators
coexistent, we are now in a position to attempt to construct a feasible scenario of
prebiotic evolution starting from the first modular replicators, and leading to the
rise of the first proto-cells.

We start with discussing the advantages and the disadvantages of the ‘pizza’ and
the ‘soup’ concept in general terms. On one hand, an obvious benefit of the ‘pizza’
scenario is that surface adherence constrains the movement of the macromolecules,
which in turn means that the synthesis of long modular molecules implies smaller
entropy decrease than it would in fluid medium (Wächtershäuser, 1988). The other
benefit of surface reactions is sterical: the macromolecules are fixed and oriented
to a certain extent, which enables them being involved in specific reactions that
would not be possible in a solution. These effects together make the prebiotic pizza
a ‘surface catalyst’. Of course, for these benefits to be exploited, surface adherence
should be neither too weak nor too strong, which can be true if many different
molecules can use the same types of residues for binding. On pyrite surfaces these
could be −PO2−

3 or −COO− residues (Wächtershäuser, 1988; Maynard Smith
and Szathmáry, 1995).

On the other hand, chaotic flows constrain the molecules on a fractal set where
local concentrations can be very high even at low average concentrations. This
might have been necessary in the earliest phases of replicator evolution, when the
dilute resources of replication were supplied by the chemical environment. Tran-
sient chaos typically emerges in any time-dependent open flow, so the physical
phenomenon is indeed widespread and robust against external perturbations. Rel-
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Figure 16. The result of evolution after some millions of Monte Carlo cycles (MCS). (a) Time
series of average length of replicators (closed circles), the average numbers of monomer A (open
diamonds), monomer B (open triangles), monomer C (pluses) and monomer D (open squares).
(b) Evolution of template (open diamonds) and replicase (open triangles) activities and fidelity of
replication (pluses). Parameters: αA = 0.1, βA = 3, γA = 200, αB = 0.1, βB = 3, γB = 200, αC = 0.9,
βC = 2, γC = 2, µ = 6, Pd = 0.001, Pad = 0.02, diffusion is zero.
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Figure 17. Distribution of replicators at the stationary state. (a) Density distribution of replicators in
function of length. (b) Average ratio of template and replicase function within replicators of different
lengths. The smaller peak around length of 13 on figure (a) refers to the parasites. Figure (b) supports
this, showing that these polymers have very weak replicase function while long replicators can act as
replicase too. (Parameters are the same as in Fig. 16.)
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Figure 18. Autocatalytic replicators I1, I2, I3 compete for the same limiting resource R.

evantly, ‘black smokers’ (deep-sea hydrothermal vents, see Holm (1992)) existed
and provided an open flow generating the nontrivial, imperfectly mixed environ-
ment.

We suggest that both the ‘pizza’ and the ‘soup’ concept might have played a
decisive role in prebiotic evolution, either in a parallel or in a sequential manner.
One of the possible specific scenarios is the following.

1. Purely competitive autocatalytic replicators used resources supplied by chem-
ical reactions in the environment. The supply of energy and materials for mo-
nomer synthesis were external to the replicator system, and they were purely
chemical. Chaotic flows may have lead to increased local monomer concentra-
tions, thereby promoting replication on fractal sets. Chaotic flows also enabled
the coexistence of otherwise competitively exclusive replicator populations,
thus maintaining an initial diversity of the ‘genetic information’ carried by the
primitive community of replicators. At the same time, selection for the better
replicators might have taken place either in the turbulent regions of the chaotic
flows or on the mineral surface (Fig. 18). We note here that self-association
of replicators can lead the coexistence (because of the so-called parabolic
replication) whenever the replicators are in competitive situation in a well-
mixed medium (Szathmáry and Gladkih, 1989; Sievert and von Kiedrowski,
1994). Depending on the kinetic parameters this system can display Darwinian
selection as well: either if decomposition is taken into account (Lifson and
Lifson, 1999; von Kiedrowski and Szathmáry, 2000; Scheuring and Szathmáry,
2001), or if molecules replicating by enzyme-free autocatalytic ligation (Wills
et al., 1998; Stadler et al., 2002). However, the role of spatial processes and
constraints for the parabolic replicators have not been studied intensively till
yet.

2. The coexisting members of the replicator community were free to mutate. Any
mutation improving the cooperation between the replicators was beneficial for
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the system, so these cooperative mutants are selected for. There were basic-
ally two ways of possible cooperation between replicators: those which helped
the production of monomers for replication (metabolic cooperation) and those
directly helping replication (replicase cooperation). Ribozymes could catalyze
virtually any metabolically important biochemical reaction (Landweber, 1999),
but no efficient RNA replicase activity has been found among RNA molecule
clones yet. Therefore it seems reasonable to assume that metabolic cooper-
ation might have been more probable to precede the emergence of specific
replicase cooperation – metabolism might have been more ancient than spe-
cifically catalyzed replication. Our model simulations, not including the effect
of the dynamics of small metabolites, suggest that metabolic cooperation might
have evolved either in chaotic flows or on a surface: the metabolic replicator
system was coexistent in both cases. Metabolic cooperators had two obvious
advantages in monomer supply compared to non-cooperating replicators: they
were much less dependent on hazardous external factors, and they locally pro-
duced monomers directly for their own replication. Since the local manner of
monomer production was an important aspect of the cooperation, it might have
been more profitable for the cooperators to be fixed to a surface, because it
enabled successful ‘teams’ to prolong their fitness advantage for many gener-
ations. The metabolic system could have been indefinitely coexistent with any
number of different metabolic parasites which were therefore free to mutate.
Deleterious mutations died out, neutral ones persisted, and beneficial ones
spreaded. Beneficial mutants could be metabolic cooperators (facultative or
obligate) enhancing the performance of the metabolic network, or they could
evolve replicase activity. Metabolic cooperators increased system size, and
thus the information content of the community of replicators (Fig. 19). (The
selection process in this model has remained for future work.)

3. A series of beneficial mutations could lead to a gradual development of rep-
licase activity in one of the metabolic parasites. The new trait thus obtained
was good for the (converted) parasite and for the metabolic system alike: it
increased the replication rates of all the members of the replicator community.
Thus the information content and the efficiency of the system, again, increased
in parallel (Fig. 20). Our simulations suggest that this might have occurred on
the ‘prebiotic pizza’, and we conjecture that chaotic flows might have suppor-
ted such mutants as well, but this latter statement needs theoretical verification.

4. Finally, metabolic parasites could become enzymes that produce membrane
units from some intermediate or by-products of metabolism. Once the mem-
brane units were produced, the stage was ready for protocell evolution (Fig. 21).
The membrane unit molecules might have formed spherical segments on the
surface spontaneously, and the microscopic spheres escaped the surface by ab-
striction (Wächtershäuser, 1988). Those microspheres containing the complete
metabolism-replication-membrane machinery could have started a new way of
life in the prebiotic soup, provided that the inflow of nutrients and the outflow
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Figure 19. Metabolic parasite converted to metabolic cooperator.

.
Figure 20. Mutant metabolic parasite R serves as a replicase (open dashed arrows)
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Figure 21. Metabolic system with a replicase and a membrane unit synthesizing ribozyme: the
catalytic chemoton.

of waste materials was ensured. This entity was called the chemoton by Gánti
(1979). Since membrane units were continuously produced by the metabol-
ism, and they built themselves into the membrane surface spontaneously, the
chemoton is capable of autonomous division (Gánti, 1979; Koch, 1985).

Eigen’s pioneering work on the paradoxical problem of information integration
has provoked intensive theoretical work, and it has ultimately led to a sufficiently
coherent picture of prebiotic evolution. Our primary suggestion is that the notorious
‘pizza’ or ‘soup’ controversy could in fact be settled at a ‘pizza’ and ‘soup’ con-
sensus. Of course the scenario we suggested above is only one of several feasible
alternatives, but we believe that surface metabolism and chaotic flow dynamics
were key factors in the early stages of replicator evolution.
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Appendix – Population Dynamics in Open Flows

On the level of stripe dynamics, the equations for the evolution of the partial widths
can simply be written as:

dεi

dt
= −λεi + cvipi, i = 1, 2. (12)

The differential equation for the total number of individuals N = N1 + N2 now
becomes (Scheuring et al., 2003):

dN

dt
= −κN + q(2 − D0)vN−β. (13)

where

v ≡ p1v1 + p2v2 (14)

is an average velocity, but note that it is not constant since pi depend on the pop-
ulation numbers. (Since ε1/ε2 = N1/N2 = z, this relation is identical to (10). In
Eq. 13 q is, again, a geometric constant. Using (12) and the fact that, due to the
fractality, εi = ε

2(β+1)

0 NiN
β , i = 1, 2, (Scheuring et al., 2003) the set of coupled

population dynamical equations for the two competing replicators can be derived
as

dNi

dt
= −κNi − q(D0 − 1)vN−β−1Ni + qvipi (N1/N2)N−β, (15)

i = 1, 2, with N = N1 + N2, and pi depending on N1/N2. By summing over
i in (15) one recovers (13). Expression (15) represents a strongly coupled set
of nonlinear equations with a novel type of power-law behaviour (with negative
exponent −β). This set of equations can be considered as a population dynamics
describing the coupling of two populations mixing on a fractal, and as we show
below, opens up the possibility to have a nontrivial coexistence.

The steady-state coexistence analysis boils down to the study of the existence
and stability of the fixed points for the population dynamics equations above.
A straightforward linear stability analysis for this system around the coexistence
(non-trivial) fixed points shows that the linear stability matrix has two eigenvalues
(Scheuring et al., 2003):


+ = −λ(1 − α), 
− = −λ. (16)

One eigenvalue of the width dynamics is always the negative of the chaotic advec-
tion’s positive Lyapunov exponent. As long as the parameter α is less than unity,
the other eigenvalue is also negative. Thus it follows that for 0 < α < 1 coexistence
is stable, and for α > 1 it becomes unstable.

The presented mathematical forms and the conditions for coexistence remain
valid if more than two species live in open chaotic flow, a numerical evidence for
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which has been reported by Károlyi et al. (2000). It is natural to expect that the
probabilities pi , i = 1, ..., m appear in the generalized form of
pi = (ωiε

α
i )/(

∑m
i=1 ωiε

α
i ), where εi are the partial width of the species and ωi are

phenomenological constants.
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