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Abstract. LetΓbe a distance-regular graph with diameterd ≥ 3and heighth = 2, whereh =max{i : pdd,i 6= 0}.
Suppose that for everyα in Γ and everyβ in Γd(α), the induced subgraph onΓd(α)∩ Γ2(β) is isomorphic to a
complete multipartite graphKt×2 with t ≥ 2. Thend = 4 andΓ is isomorphic to the Johnson graphJ(10, 4).
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1. Introduction

Let Γ be a connected finite undirected graph without loops or multiple edges. We identify
Γ with the set of vertices. For verticesu andv, let ∂(u, v) denote the distance betweenu
andv, i.e., the length of a shortest path connectingu andv in Γ. Let d = d(Γ) denote the
diameterof Γ, i.e., the maximal distance of two vertices inΓ. We set

Γi(u) = {v ∈ Γ : ∂(u, v) = i} (0 ≤ i ≤ d).

Γ is said to bedistance-regularif the cardinality of the setΓi(x) ∩ Γj(y) depends only on
i, j and the distance betweenx andy. In this case we write

pli,j = pli,j(Γ) = |Γi(x) ∩ Γj(y)| (0 ≤ i, j, l ≤ d),

wherel = ∂(x, y). Let

ki = ki(Γ) = p0
i,i = |Γi(u)| (0 ≤ i ≤ d).

In particulark = k1 is thevalencyof Γ. Let

ci = ci(Γ) = pi1,i−1, ai = ai(Γ) = pi1,i, bi = bi(Γ) = pi1,i+1 (0 ≤ i ≤ d).

They are called theintersection numbersof Γ, and

ι(Γ) =

 ∗ c1 c2 · · · ci · · · cd−1 cd
a0 a1 a2 · · · ai · · · ad−1 ad
b0 b1 b2 · · · bi · · · bd−1 ∗


is called theintersection arrayof Γ.
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The following are basic properties of intersection numbers, which we use implicitly in
this paper.
(1) ci + ai + bi = k (0 ≤ i ≤ d),
(2) 1 = c1 ≤ c2 ≤ c3 ≤ · · · ≤ cd−1 ≤ cd ≤ k,
(3) k = b0 > b1 ≥ b2 ≥ · · · ≥ bd−2 ≥ bd−1 ≥ 1,
(4) pli,j = plj,i (0 ≤ i, j, l ≤ d),
(5) pli,j = 0 if l > i+ j or l < |i− j|,
(6) pli,j 6= 0 if l = i+ j or l = |i− j|,
(7) pli,0 + pli,1 + · · ·+ pli,d = ki (0 ≤ i, l ≤ d),
(8) klpli,j = kip

i
l,j = kjp

j
l,i (0 ≤ i, j, l ≤ d),

(9) kibi = ki+1ci+1 (0 ≤ i ≤ d− 1),
(10) ci ≤ bj if i+ j ≤ d.

A graph is said to bestrongly regularif it is distance-regular with diameter 2.

A graph is called acliquewhen any two of its vertices are adjacent. Acocliqueis a graph
in which no two vertices are adjacent.

Information about the general theory of distance-regular graphs is given in [1], [2] and
[3].

For some positive integersn ande with n ≥ 2e, letX be a finite set of cardinalityn and
V = {T ⊂ X : |T | = e}. TheJohnson graphJ(n, e) is a graph whose vertex set isV
and two verticesx andy are adjacent if and only if|x ∩ y| = e− 1. It is well known that
J(n, e) is a distance-regular graph with diametere.

Thecomplete multipartite graphKm1,m2,···,mt is a graph whose vertex set is partitioned
into t partsM1,M2, · · · ,Mt, where|Mi| = mi (1 ≤ i ≤ t), and two vertices are adjacent
if and only if they belong to different parts. We writeKt×m if m1 = m2 = · · · = mt = m.

In this paper we identify a subsetA of Γ with the induced subgraph onA and define the
following terminology.

A subgraphA of Γ is calledµ-closedif for every pair of verticesx andy in A with
∂(x, y) = 2 in Γ, Γ1(x) ∩ Γ1(y) ⊆ A, andλ-closedif for all adjacent verticesx andy in
A, Γ1(x) ∩ Γ1(y) ⊆ A.

Let h = max{i : pdd,i 6= 0} be theheightof Γ. By definition, it is easy to see thath ≤ d.
Most known distance-regular graphs satisfyh = d. The Johnson graphsJ(n, d) (n < 3d)
are examples which satisfyh < d. A distance-regular graphΓ is of height 0 if and only
if Γ is an antipodal 2-cover, and is of height 1 if and only ifΓd(α) is a nontrivial clique
for everyα in Γ. So if the height ofΓ is 1,Γ is the distance-2 graph of a generalized odd
graph. (See Proposition 4.2.10 of [3] and Theorem III.4.2 of [1].) The next question is
what kind of distance-regular graphs are of height 2. This question is not easy in general,
but it is very interesting, because there are several intersection arrays for which no graphs
are known. (See Chapter 14 of [3].) Also, K. Nomura conjectured that there is no bipartite
distance-regular graph with diameterd ≥ 4 and heighth = 2. (Conjecture 1.2 of [5].)

In [13] the author showed the following partial result on distance-regular graphs of height
2.
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Theorem 1.1 Let Γ be a distance-regular graph with diameterd ≥ 3 and heighth = 2.
Suppose that for everyα in Γ and everyβ in Γd(α), Γd(α) ∩ Γ2(β) is isomorphic to a
clique. Thend = 3 andΓ is isomorphic to the Johnson graphJ(8, 3).

In this theorem, we give a condition thatΓd(α)∩Γ2(β) is isomorphic to a clique for every
α, β ∈ Γ with ∂(α, β) = d. A clique is one of the natural graphs, because each vertex is
adjacent to all the other vertices. Instead of a clique, we consider a graph in which each
vertex is adjacent to all the other vertices but except one. That is a complete multipartite
graphKt×2. In this paper, we show the following theorem.

Theorem 1.2 Let Γ be a distance-regular graph with diameterd ≥ 3 and heighth = 2.
Suppose that for everyα in Γ and everyβ in Γd(α), Γd(α) ∩ Γ2(β) is isomorphic to a
complete multipartite graphKt×2 with t ≥ 2. Thend = 4 and Γ is isomorphic to the
Johnson graphJ(10, 4).

Let Γ be a distance-regular graph with height 2 and supposeΓd(α) is connected for every
α ∈ Γ. The diameter ofΓd(α) may be greater than 2. We consider the case the diameter of
Γd(α) is 2. For example, ifΓ is isomorphic to the Hamming graphsH(2, q) (q ≥ 3), the
Johnson graphsJ(n, 2) (n ≥ 6) or J(2d + 2, d) (d ≥ 2), thenΓd(α) becomes strongly
regular. The known examples in which the diameterd ≥ 3 and the diameter ofΓd(α) is
2 areJ(2d + 2, d). For a given graph∆ whose diameter is 2, is it possible to classify the
distance-regular graphsΓ whose antipodal structuresΓd(α) are∆? It is known that there
are finitely many distance-regular graphs in whichΓd(α) ' ∆ for everyα ∈ Γ. (See [6]
and [7].)

Let ∆ be a graph with diameter 2. SupposeΓd(α) ' ∆ for everyα ∈ Γ. Then the height
of Γ becomes 2. In this situation, it is easy to see that∆ is distance-degree regular, i.e.,
|∆1(β)| = pdd,1, |∆2(β)| = pdd,2 do not depend on the choice ofβ in ∆. So we have the
following corollary of Theorem 1.2.

Corollary 1.3 Let Γ be a distance-regular graph with diameterd ≥ 3, and∆ a distance-
degree regular graph with diameter2 such that∆2(β) is isomorphic toKt×2 with t ≥ 2
for everyβ in ∆. SupposeΓd(α) is isomorphic to∆ for everyα in Γ. Thend = 4, Γ is
isomorphic toJ(10, 4) and∆ is isomorphic toJ(6, 2).

We note that there are many distance-degree regular graphs∆ such thatd(∆) = 2 and
∆2(β) ' Kt×2 for everyβ ∈ ∆. The complements of strongly regular graphs witha1 = 1
are in this class. It is not hard to construct graphs in this class which are not strongly regular.
For example, let a graphΛ be in this class, then we can construct a new graph∆ in this class
from Λ. The construction can be done as follows. Take a positive integers and consider
thes copies of each vertex inΛ. LetKu = {u1, u2, · · · , us} (u ∈ Λ). ∆ is a graph whose
vertex set is∪u∈ΛK

u and two distinct verticesui ∈ Ku andvj ∈ Kv are adjacent if and
only if u = v, or u andv are adjacent inΛ, or u andv are not adjacent inΛ andi 6= j.
(In general, letΛ be a graph with diameter 2 and∆ the graph constructed fromΛ as above.
ThenΛ2(α) ' ∆2(αi) for everyα ∈ Λ andαi ∈ ∆.)
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Though there are infinitly many graphs in this class, onlyJ(6, 2) can be the antipodal
structrue of a distance-regular graph, and onlyJ(10, 4) has the antipodal structure in this
class.

2. Preliminaries

We shall introduce the intersection diagrams of rankl which we use as our main tool.
Let u, v ∈ Γ with ∂(u, v) = l. Set

Di
j = Di

j(u, v) = Γi(u) ∩ Γj(v) (0 ≤ i, j ≤ d).

It is easy to see the following.
(1) Di

j = φ if l > i+ j or l < |i− j|,
(2) Di

l−i 6= φ if 0 ≤ i ≤ l,
Di
l+i 6= φ if 0 ≤ i ≤ d− l,

(3) There is no edge betweenDi
j andDf

g if |i− f | > 1 or |j − g| > 1.
An intersection diagram of rankl with respect to(u, v) is the collection{Di

j}i,j with
lines betweenDi

j ’s andDf
g ’s. We draw a line

Di
j———Df

g

if there is the possibility of existence of edges betweenDi
j andDf

g , and we erase the line
when we know there is no edge betweenDi

j andDf
g . We also eraseDi

j when we know
Di
j = φ. We say rankl diagram instead of intersection diagram of rankl.
For subsetsA andB of Γ, lete(A,B) denote the number of edges betweenA andB, and

∂(A,B) = min{∂(x, y) : x ∈ A, y ∈ B}. Let e(γ,B) = e({γ}, B). We writeα ∼ β,
whenβ ∈ Γ1(α), andα 6∼ β, otherwise.

The following are straightforward and useful for determining the form of the intersection
diagrams.

For eachγ ∈ Di
j , we have the following.

(4) ci = e(γ,Di−1
j+1) + e(γ,Di−1

j ) + e(γ,Di−1
j−1),

cj = e(γ,Di+1
j−1) + e(γ,Di

j−1) + e(γ,Di−1
j−1),

(5) ai = e(γ,Di
j+1) + e(γ,Di

j) + e(γ,Di
j−1),

aj = e(γ,Di+1
j ) + e(γ,Di

j) + e(γ,Di−1
j ),

(6) bi = e(γ,Di+1
j+1) + e(γ,Di+1

j ) + e(γ,Di+1
j−1),

bj = e(γ,Di+1
j+1) + e(γ,Di

j+1) + e(γ,Di−1
j+1).

For the properties and applications of intersection diagrams, see for example [5], [6], [8],
[9] and [13].

Let α, β ∈ Γ with ∂(α, β) = d. We mainly use intersection diagrams of rankd with
respect to(α, β). So in this paper rankd diagram means rankd diagram with respect to
(α, β).

Let Γ be a distance-regular graph with heighth = 2. We determine the shapes of some
diagrams ofΓ and prove some lemmas.
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First we consider the rankd diagram. Suppose there is a vertexx ∈ Di
j , for somei, j with

i + j ≥ d + 3. Then we can takey ∈ Γd(α) ∩ Γd−i(x). Sinceβ, y ∈ Γd(α) andh = 2,
∂(β, y) ≤ 2. On the other hand,∂(β, y) ≥ ∂(β, x) − ∂(x, y) ≥ 3, which is impossible.
So we getDi

j = φ for i, j with i+ j ≥ d+ 3. Therefore the rankd diagram becomes as in
Figure 1.

| | | |
{α} {β}

D2
d D3

d−1 Dd−2
4 Dd−1

3 Dd
2

D1
d D2

d−1 · · · Dd−2
3 Dd−1

2 Dd
1

D0
d D1

d−1 D2
d−2 Dd−3

3 Dd−2
2 Dd−1

1 Dd
0· · ·

· · ·

�� �� �� �� ��

�� �� �� �� �� ��

@@ @@ @@ @@ @@

@@ @@ @@ @@ @@ @@

Figure 1.

Take anyγ ∈ D2
d, thenΓj(α) ∩ Γj−2(γ) ⊆ Dj

d−j+2 for 2 ≤ j ≤ d. As p2
j,j−2 6= 0, we

get
Dj
d−j+2 6= φ and pdj,d−j+2 6= 0 for 2 ≤ j ≤ d.

Sincekjp
j
d,d−j+2 = kdp

d
j,d−j+2 6= 0, we have

pjd,d−j+2 6= 0 for 2 ≤ j ≤ d.

Next take anyu, v ∈ Γ with ∂(u, v) = i for 2 ≤ i ≤ d, and consider the ranki diagram
with respect to(u, v). Suppose there isx ∈ Df

g for somef + g ≥ 2d − i + 3. Take
y ∈ Γd(u)∩Γd−f (x). Theny ∈ Dd

j , wherej = ∂(v, y) ≥ ∂(v, x)− ∂(x, y) ≥ d− i+ 3.
We takew ∈ Dd

d−i, sincepid,d−i 6= 0. So∂(y, w) ≥ 3. This contradictsy, w ∈ Γd(u) and
h = 2. So we haveDf

g = φ for f + g ≥ 2d− i+ 3. Hence the ranki diagram with respect

to (u, v) becomes as in Figure 2. Aspid−i+2,d 6= 0, takez ∈ Dd−i+2
d . Then

Γj(z) ∩ Γd−i+2+j(u) ⊆ Dd−i+2+j
d−j for 0 ≤ j ≤ i− 2.

Sincepd−i+2
j,d−i+2+j 6= 0, we have

Dd−i+2+j
d−j 6= φ and pid−i+2+j,d−j 6= 0 for 0 ≤ j ≤ i− 2.
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| | | |
{u} {v}

Dd−i+2
d Dd−i+3

d−1 Dd−1
d−i+3 Dd

d−i+2

Dd−i+1
d Dd−i+2

d−1 · · · Dd−1
d−i+2 Dd

d−i+1

Dd−i
d Dd−i+1

d−1 Dd−i+2
d−2 Dd−2

d−i+2 Dd−1
d−i+1 Dd

d−i

Dd−i
d−1 Dd−i+1

d−2 · · · Dd−2
d−i+1 Dd−1

d−i

Dd−i−1
d−1 Dd−i

d−2 Dd−i+1
d−3 Dd−3

d−i+1 Dd−2
d−i Dd−1

d−i−1

...
...

...
...

...
...

...
...

...
...

D1
i+1 D2

i D3
i−1 Di−1

3 Di
2 Di+1

1

D1
i D2

i−1 · · · Di−1
2 Di

1

D0
i D1

i−1 D2
i−2 Di−2

2 Di−1
1 Di

0· · ·

· · ·

· · ·

· · ·

· · ·
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�� �� �� �� ��

�� �� �� �� ��
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�� �� �� �� ��

�� �� �� �� ��

�� �� �� �� ��
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@@ @@ @@ @@

@@ @@ @@ @@ @@

@@ @@ @@ @@ @@

@@ @@ @@ @@ @@

@@ @@ @@ @@ @@

@@ @@ @@ @@ @@
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Figure 2.

Lemma 2.1 The following hold.
(1) For 0 ≤ i ≤ d − 1, we havepi+1

d,d−i−1 ≤ pid,d−i, and equality holds if and only if
bi = cd−i.
(2) For 2 ≤ i ≤ d, we havepd−i+2

d,i−2 ≤ pid,d−i+2.

(3) For 2 ≤ i ≤ d − 1, we havepid,d−i+2 ≤ pi+1
d,d−i+1 and bd−i+1 ≤ ci+1. Moreover

pid,d−i+2 = pi+1
d,d−i+1 if and only if bd−i+1 = ci+1 if and only if e(Dd−i+1

i+1 , Dd−i+1
i ) +

e(Dd−i+1
i+1 , Dd−i

i ) = 0 in the rankd diagram.
(4) For 0 ≤ j ≤ i − 2 ≤ d − 2, takeu, v ∈ Γ with ∂(u, v) = i. Then there is
z ∈ Γd−i+2+j(u) such thatΓd(u) ∩ Γd−i(v) ⊆ Γd(u) ∩ Γi−j(z).

Proof: (1) By Lemma 4.1.7 of [3]

pid,d−i =
bibi+1bi+2 · · · bd−1

c1c2 · · · cd−i−1cd−i
=

bi
cd−i

pi+1
d,d−i−1.
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Sincebi ≥ cd−i, we get (1).
Letu, v ∈ Γ such that∂(u, v) = i, and consider the ranki diagram with respect to(u, v).

(2) For anyx ∈ Dd−i+2
d ,

Γd(u) ∩ Γi−2(x) ⊆ Dd
d−i+2.

Since∂(u, x) = d− i+ 2, we getpd−i+2
d,i−2 ≤ pid,d−i+2.

(3) Takey ∈ Di+1
1 . For eachz ∈ Dd

d−i+2, ∂(z, y) ≥ ∂(v, z)− ∂(v, y) = d− i+ 1. Since
pi+1
d,j = 0 if j ≥ d− i+ 2, we have∂(z, y) = d− i+ 1. So

Dd
d−i+2 ⊆ Γd(u) ∩ Γd−i+1(y),

and we havepid,d−i+2 ≤ pi+1
d,d−i+1.

Next we use the rankd diagram. For anyw ∈ Dd−i+1
i+1 , we get

bd−i+1 = e(w,Dd−i+2
i ),

ci+1 = e(w,Dd−i+2
i ) + e(w,Dd−i+1

i ) + e(w,Dd−i
i ).

So we havebd−i+1 ≤ ci+1, and equality holds if and only if
e(Dd−i+1

i+1 , Dd−i+1
i ) + e(Dd−i+1

i+1 , Dd−i
i ) = 0

Since
bikip

i
d,d−i+2 = bikdp

d
d−i+2,i,

bikip
i+1
d,d−i+1 = ci+1ki+1p

i+1
d,d−i+1 = ci+1kdp

d
d−i+1,i+1,

pid,d−i+2 = pi+1
d,d−i+1 if and only if bipdd−i+2,i = ci+1p

d
d−i+1,i+1.

In the rankd diagram,

e(Dd−i+1
i+1 , Dd−i+2

i ) + e(Dd−i+1
i+1 , Dd−i+1

i ) + e(Dd−i+1
i+1 , Dd−i

i ) = ci+1p
d
d−i+1,i+1.

e(Dd−i+1
i+1 , Dd−i+2

i ) = bip
d
d−i+2,i.

Sobipdd−i+2,i = ci+1p
d
d−i+1,i+1 if and only ife(Dd−i+1

i+1 , Dd−i+1
i )+e(Dd−i+1

i+1 , Dd−i
i ) = 0

if and only if bd−i+1 = ci+1.
(4) Sincepid−i+2+j,d−j 6= 0, takez ∈ Γd−i+2+j(u) ∩ Γd−j(v). In the rankd− i+ 2 + j

diagram with respect to(u, z),v ∈ Di
d−j . SoΓd(u)∩Γd−i(v) ⊆ Dd

i−j = Γd(u)∩Γi−j(z).

Lemma 2.2 Supposep2
d,d = 1. Then for every pair of adjacent verticesu andv, Γd(u) ∩

Γd(v) is a clique.

Proof: Suppose there are distinct verticesx, y ∈ Γd(u) ∩ Γd(v) such thatx 6∼ y.
Then ∂(x, y) = 2 as h = 2. We havep2

d,d ≥ 2 becauseu, v ∈ Γd(x) ∩ Γd(y).
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Lemma 2.3 Supposebd−1 = 1. Then for everyα ∈ Γ, Γd(α) is µ-closed andλ-closed.
MoreoverΓd(α) becomes strongly regular with the intersection array

ι(Γd(α)) =

 ∗ 1 c2
0 a1 ad − c2
ad ad − a1 − 1 ∗

 .

Proof: Take anyα ∈ Γ, and anyβ, γ ∈ Γd(α). Consider the rankd diagram. Since
bd−1 = 1, we knowe(Dd−1

1 , Dd
2) + e(Dd−1

1 , Dd
1) = 0.

If ∂(β, γ) = 1, thenγ ∈ Dd
1 and we getΓ1(β) ∩ Γ1(γ) ⊆ Dd

1 ⊆ Γd(α). So we have
Γd(α) isλ-closed. If∂(β, γ) = 2, thenγ ∈ Dd

2 andΓ1(β)∩Γ1(γ) ⊆ Dd
1 ⊆ Γd(α).Hence

Γd(α) is µ-closed. ThereforeΓd(α) becomes strongly regular withc2(Γd(α)) = c2 and
a1(Γd(α)) = a1.

Lemma 2.4 For somei with 1 ≤ i ≤ d− 1 and everyu, v ∈ Γ with ∂(u, v) = i, suppose
Γd(u) ∩ Γd−i(v) is a clique. Then the following hold.
(1) In the rankd diagram,e(Dj

d−j , D
j+1
d−j+1) = 0 for i ≤ j ≤ d− 1.

(2) Γd(α) is µ-closed andd(Γd(α)) = 2 for everyα ∈ Γ.

Proof: Supposee(Dj
d−j , D

j+1
d−j+1) 6= 0 for somej with i ≤ j ≤ d− 1. Then there is an

edgex ∼ y such thatx ∈ Dj
d−j , y ∈ D

j+1
d−j+1. Takez ∈ Γd(α)∩Γd−j−1(y). Thenz ∈ Dd

2 .
Soz 6∼ β. Takew ∈ Γi(α) ∩ Γj−i(x). Thenz, β ∈ Γd(α) ∩ Γd−i(w). This contradicts
Γd(α) ∩ Γd−i(w) being a clique. So we have (1). (2) follows frome(Dd−1

1 , Dd
2) = 0.

Lemma 2.3 Supposed ≥ 3. And supposeΓd(x) ∩ Γd−l+2(y) is a clique for somel with
3 ≤ l ≤ d and everyx, y ∈ Γ with ∂(x, y) = l. ThenΓd(u) ∩ Γ1(v) is a clique for every
u, v ∈ Γ with ∂(u, v) = d− 1.

Proof: By Lemma 2.1(4) withi = d − 1 and j = l − 3, for everyu, v ∈ Γ with
∂(u, v) = d− 1, there isz ∈ Γl(u) such thatΓd(u) ∩ Γ1(v) ⊆ Γd(u) ∩ Γd−l+2(z). Since
Γd(u) ∩ Γd−l+2(z) is a clique, we get the assertion.

Lemma 2.6 Supposed ≥ 3. Then we havec3 > 1.

Proof: Supposec3 = 1. We use the rankd diagram. Then by Lemma 2.1(3) with
i = 2, bd−1 = c3 = c2 = 1 ande(Dd−1

3 , Dd−1
2 ) + e(Dd−1

3 , Dd−2
2 ) = 0. By Lemma 2.3,

e(Dd−1
1 , Dd

2) + e(Dd−1
1 , Dd

1) = 0 andΓd(α) isµ-closed. The rankd diagram becomes as
in Figure 3.

Takeγ ∈ D1
d−1 and let∆ = Γd(γ).

Claim. ∆ ⊆ Dd−1
3 ∪Dd−1

2 ∪Dd
2 ∪Dd

1 , ∆ ∩Dd−1
3 6= φ and|∆ ∩Dd

1 | = 1.
Take x ∈ ∆. We have∂(x, α) ≥ ∂(x, γ) − ∂(γ, α) = d − 1. So we get∆ ⊆

Dd−1
3 ∪Dd−1

2 ∪Dd−1
1 ∪Dd

2 ∪Dd
1 . Sincepd−1

d,3 6= 0, ∆ ∩Dd−1
3 = Γd(γ) ∩ Γ3(β) 6= φ.
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| | | |
{α} {β}

D2
d D3

d−1 Dd−2
4 Dd−1

3 Dd
2

D1
d D2

d−1 · · · Dd−2
3 Dd−1

2 Dd
1

D0
d D1
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Figure 3.

Takey ∈ ∆ ∩ Dd−1
3 . Suppose there is some vertexz ∈ ∆ ∩ Dd−1

1 . Then∂(y, z) ≥ 3,
which contradictsy, z ∈ Γd(γ) andh = 2. So we have∆ ∩ Dd−1

1 = φ. |∆ ∩ Dd
1 | =

|Γd(γ) ∩ Γ1(β)| = bd−1 = 1. Hence we have the claim.
Let{u} = ∆∩Dd

1 . Since|∆1(u)| = ad > e(u,Dd
1∪Dd

2), there existsv ∈ Dd−1
2 ∩∆1(u).

Then∂(v, y) = 2 ash = 2. By Lemma 2.3,∆ isµ-closed. By Claim,Γ1(v)∩Γ1(y) ⊆ Dd
2 .

Hence{u}∪(Γ1(v) ∩ Γ1(y)) ⊆ Γd(α) ∩ Γ1(v). This contradictsbd−1 = 1.

Lemma 2.7 Supposed ≥ 3 and Γd(x) ∩ Γd−1(y) is a clique for everyx, y ∈ Γ with
∂(x, y) = 3. Then for everyu ∈ Γd−1(x) ∩ Γd(y) and everyv ∈ Γd(x) ∩ Γd−1(y), we
haveu ∼ v. Moreover we havebd−1 = p3

d,d−1.

Proof: Use the rank 3 diagram with respect to(x, y).
Thenu ∈ Dd−1

d andv ∈ Dd
d−1. By way of contradiction, we assumeu 6∼ v. SinceDd

d−1

is a clique, we get∂(u, v) = 2.
As p2

d,d 6= 0, we takez ∈ Γd(u) ∩ Γd(v). Sincex, z ∈ Γd(v) andh = 2, ∂(x, z) ≤ 2.
Similarly ∂(y, z) ≤ 2. Soz ∈ D1

2 ∪D2
2 ∪D2

1. We may assume∂(x, z) = 2.
SinceDd

d−1 is a clique,Γ1(v) ⊇ Γd(x) ∩ Γ1(u). By Lemma 2.5 withl = 3 and 2.4(2)
with i = d− 1, Γd(z) is µ-closed. Sinceu, v ∈ Γd(z) with ∂(u, v) = 2, we get

Γd(z) ⊇ (Γ1(u) ∩ Γ1(v)) ∪ {v} ∪ {u}
⊇ (Γd(x) ∩ Γ1(u)) ∪ {v}.

Hence

Γd(x) ∩ Γd(z) ⊇ (Γd(x) ∩ Γ1(u)) ∪ {v}.

Claim 1. bd−1 = c3.



206 TOMIYAMA

Suppose there isγ ∈ Dd
d−1 such thatγ 6∈ Γd(x)∩Γd(z). Then∂(z, γ) = d− 1 because

Dd
d−1 is a clique and∂(z, v) = d. So

Γd(z) ∩ Γ1(γ) ⊇ ((Γd(x) ∩ Γ1(u)) ∪ {v}) ∩ Γ1(γ)
= (Γd(x) ∩ Γ1(u)) ∪ {v}

In this casebd−1 ≥ bd−1 + 1, which is impossible. HenceΓd(x) ∩ Γd(z) ⊇ Dd
d−1, i.e.,

p2
d,d ≥ p3

d,d−1. By Lemma 2.1(3) withi = 2, we havep2
d,d = p3

d,d−1 andbd−1 = c3.
Claim 2. For anyα, δ ∈ Γ such that∂(α, δ) = 3, Γ2(α) ∩ Γ1(δ) is a clique.

For anyα, δ ∈ Γ such that∂(α, δ) = 3, takeβ ∈ Γd(α) ∩ Γd−1(δ) and consider the
rank d diagram. Thenδ ∈ D3

d−1. By Claim 1 and Lemma 2.1(3) withi = 2, we get
e(D3

d−1, D
2
d−1) + e(D3

d−1, D
2
d−2) = 0. SoΓ2(α) ∩ Γ1(δ) = Γd(β) ∩ Γ1(δ). By Lemma

2.5 with l = 3, Γd(β) ∩ Γ1(δ) is a clique. So we getΓ2(α) ∩ Γ1(δ) is a clique.
By Claim 2 and Lemma 5.5.2 of [3], we getc3 = c2 = 1. This contradicts Lemma

2.6. So we haveu ∼ v. Thereforebd−1 = |Γd(x) ∩ Γ1(u)| = |Dd
d−1| = p3

d,d−1.

Lemma 2.8 Supposed ≥ 3 and d(Γd(α)) = 2 for everyα ∈ Γ. Then, in the rankd
diagram, e(Di

d−i+1, D
i+1
d−i) 6= 0 for 1 ≤ i ≤ d − 1. In particular, Di

d−i+1 6= φ for
1 ≤ i ≤ d.

Proof: Supposee(Di
d−i+1, D

i+1
d−i) = 0 for somei with 2 ≤ i ≤ d− 1. Take anyx ∈ Dd

1 .
ThenΓi(α) ∩ Γd−i(x) ⊆ Di

d−i. Since both sizes arepdi,d−i, we have

Γi(α) ∩ Γd−i(x) = Di
d−i.

Hence for anyy ∈ Di
d−i,

Γd(α) ∩ Γd−i(y) ⊇ Dd
1 ∪ {β}.

Sinced(Γd(α)) = 2, for everyz ∈ Dd
2 there isw ∈ Dd

1 such thatz ∼ w. So∂(y, z) ≤
d − i + 1, andΓd(α) ∩ Γd−i+2(y) = φ. This contradictspid,d−i+2 6= 0. Hence we have

e(Di
d−i+1, D

i+1
d−i) 6= 0 for 2 ≤ i ≤ d − 1. By symmetry we havee(D1

d, D
2
d−1) 6= 0.

3. Some lemmas

In the rest of this paper, we assume the hypothesis of Theorem 1.2. In the rankd diagram,
we haveDd

2 ' Kt×2.
Letκ1 = pdd,1 = ad andκ2 = pdd,2 = 2t. Thenkd = 1+κ1 +κ2. Take anyγ ∈ Dd

2 , then

we havee(γ,Dd
2) = κ2−2, e(γ,Dd

1) = κ1−κ2 +2 ande(γ,Dd−1
1 ) = c2− (κ1−κ2 +2)

by our assumption.

Lemma 3.1 For everyα ∈ Γ and everyβ, γ ∈ Γd(α) with ∂(β, γ) = 2, we have
|{δ ∈ Γd(α) : ∂(δ, β) = ∂(δ, γ) = 2}| = 1.
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Proof: Consider the rankd diagram. Thenγ ∈ Dd
2 . As Dd

2 ' Kt×2, we get|{δ ∈
Γd(α) : ∂(δ, β) = ∂(δ, γ) = 2}| = |{δ ∈ Dd

2 : δ 6∼ γ}| = 1.

Lemma 3.2 We havebd−1 ≥ 2.

To prove Lemma 3.2, we need the following lemma.

Lemma 3.3 Let∆ be a strongly regular graph withp2
2,2(∆) = 1. Then we havec2(∆) ≥ 2

andk1(∆) ≥ k2(∆). Moreover one of the following holds.
(1) ∆ is isomorphic to the complete multipartite graphK3,3.
(2) ∆ is isomorphic to the Hamming graphH(2, 3).
(3) ∆1(α) is connected for everyα ∈ ∆, i.e.,∆ is locally connected.

Proof: Let κ1 = k1(∆), κ2 = k2(∆) andλ = a1(∆). As p2
2,2(∆) = 1, we have

a2(∆) = κ2 − 2 andc2(∆) = κ1 − κ2 + 2.
If c2(∆) = 1, thenκ1 + 1 = κ2 = κ1b1(∆), which is a contradiction. Soc2(∆) ≥ 2

andκ1 ≥ κ2.
Take anyα ∈ ∆ andx, y ∈ ∆1(α) with x 6∼ y. LetX = ∆1(α)∩∆1(x), Y = ∆1(α)∩

∆1(y) and{z} = ∆2(x) ∩∆2(y). Then byp2
2,2(∆) = 1, ∆1(α) ⊆ {x, y, z} ∪X ∪ Y .

So we haveκ1 ≤ 2λ+ 3.
Supposeκ1 = 2λ+3. ThenX∩Y = φ and{z} ⊆ ∆1(α). Since{x} = ∆2(y)∩∆2(z),

X ⊆ ∆1(z). Similarly Y ⊆ ∆1(z). So we haveX ∪ Y ⊆ ∆1(α) ∩∆1(z) and2λ ≤ λ.
Henceλ = 0 andκ1 = 3. So we have∆ ' K3,3

Supposeκ1 = 2λ+ 2. Then since

λ+ 1 = κ1 − λ− 1 = b1(∆) =
κ2c2(∆)
κ1

=
κ2(2(λ+ 1)− κ2 + 2)

2(λ+ 1)

we get
(κ2 − (λ+ 2))2 + (λ2 − 2) = 0.

Henceλ = 1, κ2 = 4 and we easily get∆ ' H(2, 3).
Supposeκ1 ≤ 2λ+ 1, thenX ∩ Y 6= φ. So∆ is locally connected.

Proof of Lemma 3.2: Supposebd−1 = 1. Takex ∈ Γ. Then by Lemma 2.3,Γd(x)
becomes strongly regular. Let∆ = Γd(x), then by Lemma 3.1,∆ has the property that
p2

2,2(∆) = 1. Hence by Lemma 3.3,∆ ' K3,3 or ∆ ' H(2, 3) or ∆ is locally connected.
A. Hiraki and H. Suzuki showed that there is no distance-regular graphΓ with diameter
d ≥ 3 such thatΓd(α) ' Kt×s(t ≥ 2, s ≥ 2). (See [13].) So the case∆ ' K3,3 does not
occur.
Case 1. ∆ ' H(2, 3).

Sincea1 = 1 andc2 = 2, we havek2 = k(k − 2)/2. Sincekp1
d,d = kdp

d
1,d = 36,

k2p
2
d,d = kdp

d
2,d = 36 and4 = ad < k, we getk = 6 andk2 = 12. Therefore we get

cd = 2. This is a contradiction becausec2 ≥ 2 impliescd > c2 (see Theorem 5.4.1 of [3]).
Case 2. ∆ is locally connected.
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Takey ∈ Γ with ∂(x, y) = i (i = 1, 2). SupposeΓd(x) ∩ Γd(y) contains at least two
vertices, then it contains an edgeu ∼ v since it isµ-closed. So∆1(u) ⊆ Γd(x) ∩ Γd(y)
becauseΓd(x) ∩ Γd(y) is λ-closed. Sincec2 > 1 andΓd(x) ∩ Γd(y) is λ-closed and
µ- closed,∆ ⊆ Γd(x) ∩ Γd(y). Hencepid,d = kd andpid,d−i = 0, which is impossible.
Therefore we getp1

d,d = p2
d,d = 1 andk = kdκ1, k2 = kdκ2. By Lemma 3.3,k ≥ k2.

This also contradicts Lemma 5.1.2 of [3].

Lemma 3.4 Supposed ≥ 4. For 3 ≤ i ≤ d − 1, take everyu, v ∈ Γ with ∂(u, v) = i.
ThenΓd(u) ∩ Γd−i(v) andΓd(u) ∩ Γd−i+2(v) are cliques of size at least 2.

Proof: By Lemmas 2.1 and 3.2,pid,d−i ≥ pd−1
d,1 = bd−1 ≥ 2 andpid,d−i+2 ≥ p3

d,d−1 ≥
pd−1
d,1 ≥ 2.
For someu, v ∈ Γ with ∂(u, v) = i, suppose there arex, y ∈ Γd(u)∩Γd−i(v) such that

x 6∼ y. Use the ranki diagram with respect to(u, v). Thenx, y ∈ Dd
d−i with ∂(x, y) = 2.

Sincepid,d−i+2 ≥ 2, there arez, w ∈ Dd
d−i+2. Clearly∂(z, x) = ∂(z, y) = ∂(w, x) =

∂(w, y) = 2. So inΓd(u) there are at least two vertices at distance 2 fromx andy, which
contradicts Lemma 3.1. SoΓd(u) ∩ Γd−i(v) is a clique.

Similarly Γd(u) ∩ Γd−i+2(v) is a clique.

Lemma 3.5 Supposed ≥ 4. Then we have the following.
(1) In the rankd diagram,e(Di

d−i, D
i+1
d−i+1) = 0 for 1 ≤ i ≤ d− 1.

(2) Γd(α) is µ-closed andd(Γd(α)) = 2 for everyα ∈ Γ.
(3) Di

d−i+1 6= φ for 1 ≤ i ≤ d.

Proof: (1) From Lemmas 3.4 and 2.4,e(Di
d−i, D

i+1
d−i+1) = 0 for 3 ≤ i ≤ d− 1. Suppose

e(D2
d−2, D

3
d−1) 6= 0. Then there arex ∈ D2

d−2, y ∈ D3
d−1 such thatx ∼ y. By Lemma

3.4, we takez, w ∈ Γd(α) ∩ Γd−3(y) ⊆ Dd
2 . By our assumption, (i.e., thatDd

2 ' Kt×2,)
for any γ ∈ Γd(α), ∂(γ, β) ≤ 1 or ∂(γ, z) ≤ 1 or ∂(γ,w) ≤ 1. Therefore we get
Γd(α)∩Γd(x) = φ. This is impossible becausep2

d,d 6= 0. So we gete(D2
d−2, D

3
d−1) = 0.

By symmetry,e(D1
d−1, D

2
d) = 0.

(2)(3) It is clear from Lemmas 2.4(2), 2.8 and 3.4.

Lemma 3.6 Supposed ≥ 4. Then we havebd−1 ≤ κ2
2 .

Proof: Consider the rankd diagram. For anyγ ∈ Dd−1
3 ,

Γd(α) ∩ Γ1(γ) ⊆ Dd
2 .

By Lemma 3.4 withi = d− 1, Γd(α) ∩ Γ1(γ) is a clique. On the other hand,Dd
2 ' Kt×2

by our assumption. Since the maximal cliques ofKt×2 are sizet, we have

bd−1 ≤ t =
κ2

2
.
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4. The cased≥ 5

In this section we assumed ≥ 5 and show this case does not occur.

Proposition 4.1 Let Γ be a distance-regular graph with diameterd and heighth = 2.
Suppose that for everyα in Γ and everyβ in Γd(α), Γd(α)∩ Γ2(β) is isomorphic toKt×2

with t ≥ 2. Thend ≤ 4.

By Lemma 3.5, the rankd diagram becomes as in Figure 4.

| | | |
{α} {β}

D2
d D3

d−1 Dd−2
4 Dd−1

3 Dd
2

D1
d D2

d−1 · · · Dd−2
3 Dd−1

2 Dd
1

D0
d D1

d−1 D2
d−2 Dd−3

3 Dd−2
2 Dd−1

1 Dd
0· · ·

· · ·

�� �� �� �� ��
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@@ @@ @@ @@ @@ @@

Figure 4.

Lemma 4.2 We have the following.
(1) b2 ≥ cd−1.
(2) bd−2 = c3.

Proof: First we showb2 ≥ cd−1 andbd−2 ≥ c3. From Lemma 2.1(3), we havebi ≤
cd−i+2 for i = 2, d− 2. If bi = cd−i+2, then we get

bi = cd−i+2 ≥ cd−i+1.

So we may assumebi < cd−i+2. Then, in the rankd diagram, there is an edgex ∼ y such
thatx ∈ Dd−i+2

i andy ∈ Dd−i+1
i .

Claim 1. e(y,Dd−i
i ) = 0 for i = 2, d− 2.

Suppose there isz ∈ Dd−i
i such thaty ∼ z. If i = 2, thenβ, x ∈ Γd(α) ∩ Γ2(z) with

β 6∼ x. This contradicts Lemma 3.4 withi = d − 2. If i = d − 2, then from Lemma 3.4
with i = 4, we can takeu, v ∈ Γd(α) ∩ Γd−4(x). Thenu, v ∈ Dd

2 andu, v ∈ Γd−2(z).
Take anyγ ∈ Γd(α). If γ ∈ Dd

1 , then∂(z, γ) ≤ d− 1. If γ ∈ Dd
2 , then by our assumption,

γ ∼ u of γ ∼ v. So we have∂(z, γ) ≤ d − 1. Hence we have∂(z, γ) ≤ d − 1 for any
γ ∈ Γd(α). ∂(z, γ) ≤ d − 1. SoΓd(α) ∩ Γd(z) = φ. This contradictsp2

d,d 6= 0. So we
have the claim.



210 TOMIYAMA

By Claim 1, fori = 2 andd− 2, we get

cd−i+1 = e(y,Dd−i
i+1) ≤ e(y,Dd−i+1

i+1 ) + e(y,Dd−i
i+1) = bi.

So we have (1) andc3 ≤ bd−2.
We knowbd−3 ≥ c3. If bd−3 = c3, then we get

bd−2 ≤ bd−3 = c3.

So we may assumebd−3 > c3, then there is an edgex ∼ y such thatx ∈ Dd−3
3 and

y ∈ Dd−2
3 .

Claim 2. e(y,Dd−1
3 ) = 0.

Suppose there isz ∈ Dd−1
3 such thaty ∼ z. Then by Lemma 3.2, takeu, v ∈ Γd(α) ∩

Γ1(z) ⊆ Dd
2 . By our assumption, for anyγ ∈ Γd(α), ∂(x, γ) ≤ 4. SoΓd(α)∩Γ5(x) = φ.

This contradictspd−3
d,5 6= 0. Hence we have the claim.

By Claim 2, we have

bd−2 = e(y,Dd−1
2 ) ≤ e(y,Dd−1

2 ) + e(y,Dd−2
2 ) = c3.

Lemma 4.3 In the rankd diagram, we have the following.
(1) For everyx ∈ D3

d−1, Γd(x) ⊆ Dd−3
3 ∪Dd−2

3 ∪Dd−2
2 ∪Dd−1

3 ∪Dd−1
2 ∪Dd−1

1 .

(2) For everyy ∈ D2
d−2, Γd(y) ⊆ Dd−2

4 ∪ Dd−2
3 ∪ Dd−1

3 ∪ Dd−1
2 ∪ Dd

2 . In particular

Γd(y) ∩ (Dd−1
2 ∪Dd

2) is a clique,Γd(y) ∩Dd
2 6= φ and|Γd(y) ∩Dd−2

4 | ≥ 2.

Proof: (1) Take anyz ∈ Γd(x). Since∂(α, x) = 3 andp3
i,d = 0 if i ≤ d− 4 or i = d, we

knowd− 3 ≤ ∂(α, z) ≤ d− 1. Similarly 1 ≤ ∂(β, z) ≤ 3. So we get (1).
(2) Take anyw ∈ Γd(y). Since∂(α, y) = 2 and∂(β, y) = d − 2, ∂(α,w) ≥ d − 2 and
∂(β,w) ≥ 2. So we get

Γd(y) ⊆ Dd−2
4 ∪Dd−2

3 ∪Dd−2
2 ∪Dd−1

3 ∪Dd−1
2 ∪Dd

2 .

Claim. Γd(y) ∩Dd
2 6= φ, Γd(y) ∩Dd−2

2 = φ andΓd(y) ∩ (Dd−1
2 ∪Dd

2) is a clique.
Takeu ∈ Γd(y) ∩ Γd(α), thenu ∈ Γd(y) ∩ Dd

2 . SoΓd(y) ∩ Dd
2 6= φ. SinceΓd(y) ∩

(Dd−2
2 ∪Dd−1

2 ∪Dd
2) = Γd(y) ∩ Γ2(β) is a clique by Lemma 3.4 withi = d− 2, we get

the claim.
By Lemma 3.4 withi = d− 2 we get

|Γd(y) ∩Dd−2
4 | = |Γd(y) ∩ Γ4(β)| ≥ 2.

Lemma 4.4 In the rankd diagram, we have∂(D2
d−2, D

3
d−1) ≥ 3.
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Proof: By way of contradiction, assume that there arex ∈ D3
d−1 andy ∈ D2

d−2 such that
∂(x, y) = 2. Then we can takeu ∈ Γd(x) ∩ Γd(y). By Lemma 4.3,u ∈ Dd−1

2 ∪Dd−1
3 ∪

Dd−2
3 .

Case 1. u ∈ Dd−1
2 .

SinceΓd(y) ∩ (Dd−1
2 ∪Dd

2) is a clique andΓd(y) ∩Dd
2 6= φ, there isv ∈ Dd

2 such that
u ∼ v. By Lemma 3.4 withi = 3, we take an edgeγ ∼ δ in Γd(α) ∩ Γd−3(x). Thenγ,
δ ∈ Dd

2 . By our assumption,v ∼ γ or v ∼ δ. Therefore we get∂(u, x) ≤ d − 1, which
contradictsu ∈ Γd(x).
Case 2. u ∈ Dd−1

3 .
We can takev ∈ Γd(α) ∩ Γ1(u). Thenv ∈ Dd

2 . Similar to Case 1, this case does not
occur.
Case 3. u ∈ Dd−2

3 .
SinceΓd(y) ∩ Dd

2 6= φ and |Γd(y) ∩ Dd−2
4 | ≥ 2, takez ∈ Γd(y) ∩ Dd

2 andε, ζ ∈
Γd(y) ∩ Dd−2

4 . Then∂(z, ε) = ∂(z, ζ) = ∂(z, u) = 2 andz, ε, ζ, u ∈ Γd(y). Hence
by Lemma 3.1u ∼ ε or u ∼ ζ. We may assumeu ∼ ε. Then we take an edgeη ∼ θ in
Γd(β) ∩ Γd−4(ε) andξ ∈ Γd(β) ∩ Γ1(x). Thenξ, η, θ ∈ D2

d, soξ ∼ η or ξ ∼ θ and
∂(x, u) ≤ d− 1. We get a contradiction.

Hence we have the assertion.

Proof of Proposition 4.1: Supposebd−2 > c2, then there is anx ∼ y such thatx ∈ D2
d−2

andy ∈ D2
d−1. By Lemma 4.2(1),

b2 = e(y,D3
d−1) + e(y,D3

d−2)
≥ cd−1 = e(y,D3

d−2) + e(y,D2
d−2) ≥ e(y,D3

d−2) + e(y, x).

So there isz ∈ D3
d−1 such thaty ∼ z, which contradicts Lemma 4.4. Therefore we get

bd−2 = c2. By Lemma 4.2(2), we get

c3 = bd−2 = c2.

c3 = c2 implies c3 = 1. (See Theorem 5.4.1 of [3].) This contradicts Lemma 2.6.

5. The cased = 3

In this section we assumed = 3 and prove the following proposition.

Proposition 5.1 Let Γ be a distance-regular graph with heighth = 2. For everyα in Γ
and everyβ in Γd(α), Γd(α) ∩ Γ2(β) is isomorphic toKt×2 with t ≥ 2. Thend 6= 3.

Lemma 5.2 For everyu, v ∈ Γ with ∂(u, v) = 2, Γ3(u) ∩ Γ3(v) is a clique.

Proof: Suppose there arex, y ∈ Γ3(u)∩Γ3(v) such thatx 6∼ y. Then∂(x, y) = 2. Since
b2 ≥ 2, there arez,w ∈ Γ3(u)∩Γ1(v). Thenx, y, z,w ∈ Γ3(u) and∂(z, x) = ∂(z, y) =
∂(w, x) = ∂(w, y) = 2. This contradicts Lemma 3.1.
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Lemma 5.3 We have the following.
(1) p2

3,3 = 1, k2 = κ2(1 + κ1 + κ2) andc3 = κ2b2.
(2) For every edgeu ∼ v, Γ3(u) ∩ Γ3(v) is a clique.

Proof: (1) By way of contradiction, we assumep2
3,3 ≥ 2.

Similar to Lemma 5.2, we haveΓ3(u) ∩ Γ1(v) is a clique for everyu, v ∈ Γ with
∂(u, v) = 2.

Consider the rank 3 diagram. By Lemma 2.4 withi = 2, e(D1
2, D

2
3) = e(D2

1, D
3
2) = 0

andΓ3(α) is µ-closed for everyα ∈ Γ.
Takex, y ∈ D3

2 such that∂(x, y) = 2. Sincep2
3,3 ≥ 2, we takeγ ∈ Γ3(x) ∩ Γ3(y) with

γ 6= α. Thenγ ∈ D1
3 or γ ∈ D1

2 becauseΓ3(x) ∩ Γ3(y) is a clique by Lemma 5.2.
Case 1. γ ∈ D1

3.
Sincex, y ∈ Γ3(γ),D3

2 ' Kt×2 andΓ3(γ) is µ-closed, we getD3
2 ⊆ Γ3(γ). Since

p3
3,2 = |Γ3(γ) ∩ Γ2(β)| = |Γ3(γ) ∩ (D1

2 ∪D2
2 ∪D3

2)|
≥ |Γ3(γ) ∩D3

2| = |D3
2| = p3

3,2,

we haveΓ3(γ) ∩ (D2
2 ∪D1

2) = φ.
Takez ∈ Γ3(γ) ∩ Γ2(α). Thenz ∈ D2

1 becauseΓ3(γ) ∩ D2
2 = φ. Since∂(x, z) = 2

andΓ3(γ) is µ-closed,

Γ1(x) ∩ Γ1(z) ⊆ D3
1 ∩ Γ1(z) ⊆ Γ3(α) ∩ Γ1(z) \ {β}.

So
c2 = |Γ1(x) ∩ Γ1(z)| ≤ |Γ3(α) ∩ Γ1(z) \ {β}| = b2 − 1.

If there isδ ∈ D2
3 such thatγ ∼ δ, then we takeε ∈ D3

2 such thatδ ∼ ε. So∂(γ,D3
2) = 2,

which contradictsΓ3(γ) ⊇ D3
2. Hencee(γ,D2

3) = 0. So we can takeζ ∈ D2
2 such that

γ ∼ ζ. SinceΓ3(γ) ⊇ D3
2,we gete(ζ,D3

2) = 0 andb2 ≤ c2. This contradictsc2 ≤ b2−1.
Therefore this case does not occur.
Case 2. γ ∈ D1

2.
Similar to Case 1, we getD3

2 ⊆ Γ3(γ).
Clearly we haveΓ3(γ)∩Γ3(β) ⊆ D2

3. SinceΓ3(γ)∩Γ3(β) is a clique andD2
3 ' Kt×2,

we takew ∈ D2
3 such thatw 6∈ Γ3(γ). Then∂(w, γ) = 2 becausee(D1

2, D
2
3) = 0. By

p2
3,3 ≥ 2, there areη, θ in Γ3(γ) ∩ Γ3(β). Thenη, θ ∈ D2

3. SinceD2
3 ' Kt×2, we have

w ∼ η orw ∼ θ. We may assumew ∼ η. Then

Γ3(α) ∩ Γ1(w) ⊆ D3
2 ∩ Γ1(w) ⊆ Γ3(γ) ∩ Γ1(w).

So
b2 + 1 = |(Γ3(α) ∩ Γ1(w)) ∪ {η}| ≤ |Γ3(γ) ∩ Γ1(w)| = b2.

This is a contradiction. Hence this case is also impossible.
Therefore we getp2

3,3 = 1. So we havek2 = k2p
2
3,3 = k3p

3
3,2 = κ2(1 + κ1 + κ2).

c3 = κ2b2 follows fromk2b2 = k3c3.
(2) It is clear from (1) and Lemma 2.2.
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Lemma 5.4 For everyu, v ∈ Γ with ∂(u, v) = 2, Γ3(u) ∩ Γ1(v) ' Ks×2 for somes ≤ t.
Proof: By Lemma 2.1(4) withd = 3, i = 2, j = 0 and our assumptionΓ3(u) ∩ Γ1(v) is
a subgraph ofKt×2. So we may assumeb2 < κ2.
Claim 1. In the rank 3 diagram,e(γ,D3

2) ≤ 1 for everyγ ∈ D2
1.

If e(γ,D3
2) ≥ 2 for someγ ∈ D2

1, thenΓ3(α) ∩ Γ3(γ) = φ becauseD3
2 ' Kt×2. This

contradictsp2
3,3 6= 0. So we get the claim.

Supposee(γ,D3
2) = 1 for everyα, β ∈ Γ with ∂(α, β) = 3 andγ ∈ D2

1. Then sinceα
andβ are arbitary, we getΓ3(α) ∩ Γ1(γ) ' Ks×2 for everyα, γ with ∂(α, γ) = 2. So by
way of contradiction, we assumee(γ,D3

2) = 0 for someα, β ∈ Γ with ∂(α, β) = 3 and
γ ∈ D2

1. Then by Claim 1,

p3
3,2(c2 − (κ1 − κ2 + 2)) = e(D2

1, D
3
2) < p3

2,1.

So
κ2(c2 − (κ1 − κ2 + 2)) < c3 = κ2b2.

So we have
c2 − (κ1 − κ2 + 2) ≤ b2 − 1.

Claim 2. c2 = (κ1 − κ2 + 2) + (b2 − 1).
In the rank 3 diagram, we can takex ∈ D2

3, y ∈ D3
2 such that∂(x, y) = 2 because

b2 < κ2. Let {z} = Γ3(x) ∩ Γ3(y), thenz ∈ D1
2 ∪ D2

2 ∪ D2
1. So we may assume

∂(α, z) = 2. We knowΓ3(y) ⊆ {α} ∪ D1
2 ∪ D2

2 ∪ D2
1 becauseΓ3(β) ∩ Γ3(y) = {α}.

Sincez ∈ Γ3(y) ∩ Γ2(α) = Γ3(y) ∩ (D2
2 ∪D2

1) ' Kt×2, e(x,Γ3(y) ∩D2
2) ≤ 1. Hence

e(x,D1
2) ≥ e(x,Γ3(y) ∩D1

2) ≥ b2 − 1. Therefore we getc2 − (κ1 − κ2 + 2) = b2 − 1.
Claim 3. For everyα ∈ Γ andβ, γ ∈ Γ3(α) with ∂(β, γ) = 2, b2 − 1 vertices of
Γ1(β) ∩ Γ1(γ) are at distance 2 fromα andκ1 − κ2 + 2 vertices ofΓ1(β) ∩ Γ1(γ) are at
distance 3 fromα

Consider the rank 3 diagram. Thenγ ∈ D3
2. Sincee(γ,D2

1) = b2 − 1, by Claim 2, and
e(γ,D3

1) = κ1 − κ2 + 2, we get the claim.
Claim 4. There areα, x ∈ Γ with ∂(α, x) = 2 such thatΓ3(α) ∩ Γ1(x) is not a clique.

Takeα ∈ Γ andβ, γ ∈ Γ3(α) with ∂(β, γ) = 2. By Claim 3 andb2 ≥ 2, we can take
x ∈ Γ2(α) such thatx ∼ γ, x ∼ β.
Claim 5. b2 ≤ t.

In the rank 3 diagram, takex ∈ D2
3, y ∈ D3

2 such that∂(x, y) = 2. Let {z} =
Γ3(x) ∩ Γ3(y). We may assume∂(α, z) = 2. Let

A = {u ∈ Γ3(α) ∩ Γ1(x) : u ∼ y},

B = {u ∈ Γ3(β) ∩ Γ1(y) : u ∼ x}.
SinceΓ3(α)∩Γ1(x) ⊆ D3

2 ' Kt×2 andy ∈ D3
2, we have|A| = b2 or b2 − 1. Similarly

|B| = b2 or b2 − 1. As {y} = Γ3(α) ∩ Γ3(z), no vertex inΓ3(α) ∩ Γ1(x) is at distance 3
from z. So all vertices inA are at distance 2 fromz. By Claim 3 withα = z, β = x and
γ = y, all vertices inB are at distance 3 fromz. Hence

Γ3(β) ∩ Γ3(z) ⊇ B ∪ {x}.
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By Lemma 5.3, we get∂(β, z) = 1 andB ∪ {x} is a clique of sizeb2 or b2 + 1. Since
B ∪ {x} ⊆ D2

3 ' Kt×2 and the maximal cliques ofKt×2 are sizet, we haveb2 ≤ t.
By Claim 4, we takeα, x ∈ Γ with ∂(α, x) = 2 such thatΓ3(α) ∩ Γ1(x) is not a

clique. Let{β} = Γ3(α) ∩ Γ3(x) and consider the rank 3 diagram, thenx ∈ D2
3. We can

takey ∈ D3
2 such thatΓ3(α) ∩ Γ1(x) ⊆ Γ1(y) becauseΓ3(α) ∩ Γ1(x) ⊆ D3

2 ' Kt×2,
Γ3(α) ∩ Γ1(x) is not a clique andb2 ≤ t.

Let A, B be as above. ThenA = Γ3(α) ∩ Γ1(x). Let {z} = Γ3(x) ∩ Γ3(y). Then
z ∈ D1

2 ∪D2
2 ∪D2

1.

If z ∈ D1
2, then by an arguement similar to that in the proof of Claim 5,A ∪ {y} ⊆

Γ3(α)∩Γ3(z). This is impossible becauseA is not a clique andΓ3(α)∩Γ3(z) is a clique.

If z ∈ D2
2 ∪D2

1, then similarly all vertices inA are at distance 2 fromz. Since|A| = b2,
this contradicts Claim 3.

Hence we have the assertion.

Proof of Proposition 5.1: Consider the rank 3 diagram. IfD3
1 ia a clique, then{β} ∪D3

1

is a clique of sizea3 + 1. This contradictsΓ3(α) being diameter2. SoD3
1 is not a clique.

Takex ∈ D1
3. SinceΓ3(x)∩Γ3(α) is a clique,Γ3(x)∩Γ3(α) ⊆ D3

1 ∪ {β}. D3
1 is not a

clique, so we takey ∈ D3
1 such that∂(x, y) = 2. Let{z} = Γ3(x)∩Γ3(y), then we know

z ∈ D2
2.

Claim. Γ3(z) ⊆ D1
3 ∪D1

2 ∪D2
2 ∪D2

1 ∪D3
1.

Sincep2
3,3 = 1, {x} = Γ3(z) ∩ Γ3(β) and{y} = Γ3(z) ∩ Γ3(α), We get the claim.

By Lemma 5.4,Γ3(z) ∩ Γ1(α) ' Γ3(z) ∩ Γ1(β) ' Ks×2. So we can takeu ∈
Γ3(z)∩Γ1(α) such thatx 6∼ u andv ∈ Γ3(z)∩Γ1(β) such thaty 6∼ v. Thenu ∈ D1

2 and
v ∈ D2

1. So∂(u, x) = ∂(u, y) = ∂(v, x) = ∂(v, y) = 2, which contradicts Lemma 3.1.
Therefore we have the assertion.

6. Proof of Theorem 1.2

In this section we prove our main theorem. By Proposition 4.1 and 5.1, we may assume
d = 4.

By Lemma 3.5(1), the rank 4 diagram becomes as in Figure 5.

Lemma 6.1 Take everyx, y ∈ Γ with∂(x, y) = 3. For everyu ∈ Γ3(x)∩Γ4(y) and every
v ∈ Γ4(x) ∩ Γ3(y), we haveu ∼ v. Moreover we haveb3 = p3

4,3.

Proof: It is clear from Lemma 3.4 withi = 3 and Lemma 2.7.

Lemma 6.2 Take everyα, β ∈ Γ with ∂(α, β) = 4. For everyx ∈ Γ2(α) ∩ Γ4(β) and
everyy ∈ Γ4(α) ∩ Γ2(β), we have∂(x, y) = 2. Moreover we havep2

4,2 = κ2.
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| | | |
{α} {β}

D0
4 D1

3 D2
2 D3

1 D4
0

D1
4 D2

3 D3
2 D4

1

D2
4 D3

3 D4
2

�� �� �� ��

�� �� ��

@@ @@ @@ @@

@@ @@ @@

Figure 5.

Proof: Use the rank 4 diagram, thenx ∈ D2
4 andy ∈ D4

2. Suppose∂(x, y) 6= 2. Since
b3 ≥ 2, we get∂(x, y) = 3. ConsiderΓ4(x), then we know

Γ4(x) ⊆ D2
2 ∪D3

2 ∪D3
1 ∪D4

1 ∪ {β}.
Similarly, we get

Γ4(y) ⊆ D2
2 ∪D2

3 ∪D1
3 ∪D1

4 ∪ {α}.
SupposeΓ4(x) ∩ Γ1(y) ⊆ Γ4(x) ∩D4

1. Then

p2
4,4 = |Γ4(α) ∩ Γ4(x)| = |Γ4(x) ∩ (D4

1 ∪ {β})|
≥ |Γ4(x) ∩ Γ1(y)|+ |{β}|
= b3 + 1 > p3

4,3.

This contradicts Lemma 2.1(3) withi = 2. So there isz ∈ D3
2 such thatz ∈ Γ4(x)∩Γ1(y).

Suppose there is no vertexu in Γ4(x) ∩D3
1 such that∂(y, u) = 3. Then

Γ4(x) ∩ Γ3(y) ⊆ (D2
2 ∪D3

2) ∩ Γ4(x).

From Lemma 6.1,|Γ4(x) ∩ Γ3(y)| = p3
4,3 = b3 ≥ 2. So there are at least two vertices

γ, δ ∈ Γ4(x) ∩ Γ3(y). Then∂(γ, β) = ∂(δ, β) = 2 and∂(γ, z) = ∂(δ, z) = 2. This
contradicts Lemma 3.1. So there isu ∈ Γ4(x)∩D3

1 such that∂(u, y) = 3. Similarly there
is v ∈ Γ4(y) ∩D1

3 such that∂(v, x) = 3. Thenu 6∼ v.
Now consider the rank3 diagram with respect to(x, y). Thenu ∈ D4

3, v ∈ D3
4 with

u 6∼ v. This contradicts Lemma 6.1.
Finally,

p2
4,2 = |Γ4(α) ∩ Γ2(x)| = |D4

2| = κ2.
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Lemma 6.3 We have the following.
(1) p2

4,4 = 1 andk2 = κ2(1 + κ1 + κ2).
(2) c2 = κ2 − 2.
(3) For every edgeu ∼ v, Γ4(u) ∩ Γ4(v) is a clique.

Proof: (1) In the rank 4 diagram takeγ ∈ D2
2. We can takex ∈ Γ4(β) ∩ Γ4(γ) and

y ∈ Γ4(α) ∩ Γ4(γ). Thenx ∈ D2
4 andy ∈ D4

2. By Lemma 6.2,∂(x, y) = 2. Hence there
is a unique vertexz ∈ Γ4(γ) such that∂(x, z) = ∂(y, z) = 2 by our assumption. Since
z ∈ Γ4(γ)∩Γ2(y) andα ∈ Γ2(γ)∩Γ4(y), we get∂(α, z) = 2 from Lemma 6.2. Similarly
we get∂(β, z) = 2. We havez ∈ D2

2. Supposep2
4,4 ≥ 2, then we takew ∈ Γ4(α)∩Γ4(γ)

with y 6= w. Then∂(x, z) = ∂(y, x) = ∂(y, z) = ∂(w, x) = ∂(w, z) = 2, which
contradicts Lemma 3.1. So we havep2

4,4 = 1. Sincek2 = k2p
2
4,4 = k4p

4
4,2, we have

k2 = κ2(1 + κ1 + κ2).
(2) SinceΓ4(γ) is µ-closed ande(D2

2, D
3
3) = 0,

Γ1(y) ∩ Γ1(z) ⊆ Γ4(γ) ∩D3
2 ⊆ Γ4(γ) ∩ (D2

2 ∪D3
2 ∪D4

2) ⊆ Γ4(γ) ∩ Γ2(x) ' Kt×2.

So we havec2 = κ2 − 2.
(3) It is clear from Lemma 2.2.

Lemma 6.4 In the rank4 diagram, for everyx ∈ D2
4 ∪ D3

3 and everyu ∈ D3
2, we have

∂(x, u) 6= 4.

Proof: Suppose∂(x, u) = 4. If x ∈ D2
4, thenα ∈ Γ2(x)∩Γ4(β) andu ∈ Γ4(x)∩Γ2(β).

By Lemma 6.2, we have∂(α, u) = 2. This contradictsα ∈ D3
2. If x ∈ D3

3, similarly by
Lemma 6.1, we have a contradiction.

Lemma 6.5 In the rank4 diagram, for anyu ∈ D3
2, e(u,D2

2) 6= 0.

Proof: Take anyu ∈ D3
2.

Claim 1. Γ4(u) ⊆ D1
4 ∪D1

3 ∪D2
3 ∪D2

2 ∪D3
2.

Take anyv ∈ Γ4(u), then1 ≤ ∂(α, v) ≤ 3, 2 ≤ ∂(β, v) ≤ 4. If v ∈ D2
4 ∪D3

3, then by
Lemma 6.4,∂(v, u) 6= 4. Hence we get the claim.
Claim 2. Γ4(u) ∩D2

2 6= φ.

By Lemma 3.6, 6.1 and 6.2,

|D3
2 ∩ Γ4(u)| = |Γ3(α) ∩ Γ4(u)| = p3

4,3 = b3
|(D2

2 ∪D3
2) ∩ Γ4(u)| = |Γ2(β) ∩ Γ4(u)| = p2

2,4 = κ2 > b3.

Hence we haveΓ4(u) ∩D2
2 6= φ.

Takeγ ∈ Γ4(u) ∩ D2
2 and takex, y, z ∈ Γ4(γ) as in the proof of Lemma 6.3. Then

y ∼ u ∼ z becausey, u, z ∈ Γ4(γ) ∩ Γ2(x) ' Kt×2 and∂(y, z) = 2. Therefore we get
e(u,D2

2) 6= 0.
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Lemma 6.6 Takeα, γ ∈ Γ with ∂(α, γ) = 3. In rank3 diagram with respect to(α, γ), for
every edgex ∼ y in D4

1, Γ4(α) ∩ Γ2(x) ∩ Γ2(y) ⊆ D4
3.

Proof: Suppose there isβ ∈ Γ4(α) ∩ Γ2(x) ∩ Γ2(y) such thatβ ∈ D4
2. Consider the

rank 4 diagram. Thenγ ∈ D3
2, x, y ∈ D4

2, γ ∼ x, γ ∼ y andx ∼ y. By Lemma 6.5,
there isδ ∈ D2

2 such thatδ ∼ γ. ThenΓ4(α) ∩ Γ4(δ) = φ, which contradictsp2
4,4 6= 0.

Lemma 6.7 For everyα ∈ Γ and every edgeβ ∼ γ in Γ4(α), there isδ ∈ Γ3(α) such that
δ ∼ β, δ ∼ γ.

Proof: Consider the rank4 diagram. Thenγ ∈ D4
1.

Claim 1. Γ4(γ) ⊆ {α} ∪D1
4 ∪D1

3 ∪D2
3.

For everyx ∈ Γ4(γ), ∂(α, x) ≤ 2 and∂(β, x) ≥ 3. If ∂(β, x) = 4, thenα ∼ x by
Lemma 6.3(3). Hence we get the claim.

Takey ∈ Γ2(α)∩Γ4(γ). Then by claim,y ∈ D2
3. Sinceγ ∈ Γ4(y)∩Γ1(β) andb3 ≥ 2,

we can takeδ ∈ Γ4(y)∩Γ1(β) such thatδ 6= γ. Thenδ ∈ D3
1 because{γ} = Γ4(α)∩Γ4(y).

By Lemma 3.4 withi = 3, γ ∼ δ.

Lemma 6.8 For everyα ∈ Γ, Γ4(α) is a strongly regular graph with intersection array

ι(Γ4(α)) =


∗ 1 κ1 − κ2 + 2
0 κ2

1−κ1−κ1κ2+κ2
2−2κ2

κ1
κ2 − 2

κ1
κ2(κ1−κ2+2)

κ1
∗

 ,

andp1
2,2(Γ4(α)) = b3.

Proof: Let ∆ = Γ4(α). It is clear thatk(∆) = κ1, k2(∆) = κ2, c2(∆) = κ1 − κ2 + 2.
We only need to show|∆2(x) ∩∆1(y)| is constant for every edgex ∼ y in ∆. To show
this, we prove|∆2(x) ∩∆2(y)| is constant as|∆2(x) ∩∆1(y)|+ |∆2(x) ∩∆2(y)| = κ2.

By Lemma 6.7, there isγ ∈ Γ3(α) such thatγ ∼ x, γ ∼ y. Consider the rank 3 diagram
with respect to(α, γ). Thenx, y ∈ D4

1. By Lemma 6.1 and 6.6,

|∆2(x) ∩∆2(y)| = |D4
3| = b3.

So |∆2(x) ∩ ∆2(y)| is constant for every edgex ∼ y in ∆. >From k(∆)b1(∆) =
k2(∆)c2(∆), we haveb1(∆) = κ2(κ1−κ2+2)

κ1
.

Now we complete the proof of Theorem 1.2.

Proof of Theorem 1.2:
By Lemmas 6.3, 3.5(2) and 6.8,κ2 − 2 = c2 = c2(∆) = κ1 − κ2 + 2. So

κ1 = 2κ2 − 4.
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As κ2 = 2t, then the intersection array of∆ = Γ4(α) becomes

ι(∆) =

 ∗ 1 2(t− 1)
0 3t− 5 2(t− 1)

4(t− 1) t ∗

 .

Claim 1. c2 = 2(t− 1), a4 = 4(t− 1), k4 = 6t− 3, k2 = 2t(6t− 3) andb3 = t.
c2 = c2(∆), a4 = k(∆), k4 = 1 + k(∆) + k2(∆), k2 = κ2(1 + κ1 + κ2). Since

b3 = p1
2,2(∆) = k2(∆)− p1

2,1(∆) = t, therefore we get the claim.
Claim 2. b2 = 4(t− 1), c4 = 8(t− 1), k = 12(t− 1) andc3 = t2.

By Lemma 6.2,p2
4,2 = 2t. By Lemma 4.1.7 of [3],p2

4,2 = b2b3
c2

. So we getb2 = 4(t−1).
By Lemma 6.1,p3

4,1 = p3
4,3. Sop4

1,3 = p4
3,3. Consider the rank 4 diagram, then

e(D3
3, D

4
2) = p4

3,3b3 = c4b3

and
e(D3

3, D
4
2) = p4

4,2b2 = 2tb2.

Hence we getc4 = 8(t− 1) andk = 12(t− 1). Sincek2b2b3 = k4c4c3, we getc3 = t2.
Claim 3. a1 = 5t− 7, b1 = 7t− 6 andt = 3.

In the rank 4 diagram, take anyγ ∈ D4
1. Then

e(D3
1, D

4
1) = p4

3,1(b3 − 1) = 8(t− 1)2

and
e(D3

1, D
4
1) = p4

4,1(a1 − a1(∆)) = 4(t− 1)(a1 − (3t− 5)).

So we geta1 = 5t− 7 andb1 = 7t− 6. Sincekb1 = k2c2, we gett = 3.
By these claims, we know all the intersection numbers ofΓ. By the uniqueness ([4] and

[12]), we get
Γ ' J(10, 4).

Therefore we have completed the proof of Theorem 1.2.

7. Remarks

In Theorem 1.2 we assumet ≥ 2, i.e., Γd(α) ∩ Γ2(β) is not a coclique of size 2. If the
assumptiont ≥ 2 is removed, does any other graph butJ(10, 4) appear? More generally,
for everyα, β ∈ Γ with ∂(α, β) = d, which distance-regular graph satisfiesd ≥ 3, h = 2
andΓd(α) ∩ Γ2(β) is a coclique of sizes? In this situation we do not have a complete
answer, but in the cases = 2, i.e.,t = 1 in Theorem 1.2, there is only one graph.

Lemma 7.1 Let Γ be a distance-regular graph withd ≥ 3 and heighth = 2. Suppose
Γd(α) ∩ Γ2(β) is a coclique of sizes for everyα, β ∈ Γ with ∂(α, β) = d. ThenΓd(α) is
a coclique of sizes+ 1 for everyα ∈ Γ.
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Proof: Supposead = pdd,1 6= 0. Then in the rankd diagram, for everyγ ∈ Dd
2 and every

δ ∈ Dd
1 , γ ∼ δ. So we knowΓd(α) ' Kτ×(s+1) with τ ≥ 2 for everyα ∈ Γ. A. Hiraki

and H. Suzuki showed that there is no such graph. (See Appendix of [13].)
We may assumead = 0. In this case we getΓd(α) is a coclique of sizes + 1 for every

α ∈ Γ.

Lemma 7.2 Let Γ be a distance-regular graph withd ≥ 3 and heighth = 2. Suppose
Γd(α) ∩ Γ2(β) is a coclique of size2 for everyα, β ∈ Γ with ∂(α, β) = d. Then the
intersection array ofΓ becomes

ι(Γ) =

 ∗ 1 2 4
0 0 0 0
4 3 2 ∗

 .

Proof: By the previous lemma,Γd(α) is a coclique of size 3 for everyα ∈ Γ. Since
2 < k < k2 andk2 divideskdpdd,2 = 6, we getk2 = 6. So k = 3 or 4 or 5. Since
kb1 = k2c2 = 6c2 andc2 < k, k 6= 5. Sincekb1 · · · bd−1 = kdcdcd−1 · · · c1 andcd = k,
3 dividesb1 · · · bd−1. Sok 6= 3. Hencek = 4. Then fromkb1 = k2c2, we haveb1 = 3
and c2 = 2. Sincec2 = 2, ci ≥ 3 (3 ≤ i ≤ d − 1). (See 5.4.1 of [3].) By using
k2b2 · · · bd−1 = kdcdcd−1 · · · c3, ci ≥ 3 (3 ≤ i ≤ d− 1) andbi ≤ 2 (2 ≤ i ≤ d− 1), we
haved = 3 andb2 = 2. Thus we have the assertion.

Remarks. 1. The array in Lemma 7.2 uniquely determines a graph. (See [11] or Theorem
7.5.3 of [3].)
2. Every bipartite distance-regular graphΓ with h = 2 satisfiesΓd(α)∩Γ2(β) is a coclique
for everyα, β ∈ Γ with ∂(α, β) = d.
3. K. Nomura conjectured that there is no bipartite distance-regular graphΓ with diameter
d ≥ 4 and heighth = 2. (Conjecture 1.2 of [5].) But the following counter example is
known ford = 4. A graph with the array

ι(Γ) =

 ∗ 1 5 12 15
0 0 0 0 0
15 14 10 3 ∗


satisfiesh = 2. (See Section 6 of [8].) In [10] H. Suzuki showed that this conjecture is true
if d is odd. Ifd is even, then each bipartite half ofΓ has height 1.
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