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A relatively simple model for calculation of the en ergetic s of gas-phase proton transfer
reactions and the maximum charge state of multiply protonated ions formed by electrospray
ionization is presented. This model is based on es tima tes of the intrinsic proton transfer
reactivity of sites of protonation and point charge Coulomb interactions. From this model,
apparent gas-phase basicities (GB"PP) of multiply protonated ions are calculated . Comparison
of this value to the gas-phase basicity of the solvent from which an ion is formed enables a
maximum charge state to be calculated. For 13 commonly electrosprayed proteins, our
calculated maximum charge states are within an average of 6lk of the experimental values
reported in the literature. This indicates that the maximum charge state for proteins is
determined by their gas-phase reactivity. Similar results are observed for peptides with
many basic residues. For peptides with few basic res idues, we find that the max imum charge
state is better correlated to the charge state in solution. For low charge state ions, we find that
the most basic sites Arg , Lys. and His are preferentially protonated . A significant fraction of
the less basic residues Pro, Trp, and Gin are protonated in high charge state ions. The
calculated GB"PP of individual protonation sites vari es dramatically in the high charge state
ions. From these values, we calculate a reduced cross section for proton transfer react ivity
that is significantly lower than the Langevin collision frequency when the GB"PP of the ion is
approximately equal to the GB of the neutral ba se. (J Alii Soc Mass Spectrolll 1995, 6,
1086-1097)

Electrospray ionization (ESn ma ss spectrometry
has become a powerful method to measure
molecular masses of large biomolecules w ith

high accuracy [1-3] . ESI produces distributions of mul­
tiply charged molecular ions with mass-to-charge ra­
tios typically below 3000, a key advantage for mass
spectrometers with an upper mass range. Mechanisms
for ion formation as well as explanations of charge
state distributions have been hotly debated [4-9]. Fac­
tors such as biomolecule sequence [2, 10], conforma­
tion [5, 11-14], and solution- [15-19] and gas-phase
[20-22] chemistry, as well as instrumental response,
influence these charge distributions. For example, pro­
teins electrosprayed from " na tive" solutions have
charge distributions shifted to lower charge <higher
mass-to-charge ratio) than those formed from denatur­
ing solutions [11, 12]. Reduction of disulfide bonds in
disulfide-containing proteins also results in a shift of
the charge state distribution to lower mass-to-charge
ratio [13, 14]. Fenn has proposed a model that qualita­
tively accounts for these, as well as other observations,
based on the charge density on the surface of the
evaporating droplet [5].
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A common approach for es tima tion of the max i­
mum extent of protonation for a protein or peptide
electrosprayed from acid ic solution was proposed by
Covey et al. [10], who found that the maximum charge
state was often similar to the number of basic sit es
(Arg. Lys, His, and N-terminus). These sites are proto­
nated in the acidic solutions commonly used in ESI. In
1991, Smith et al. [2] compiled a list of proteins and
peptides for which ESI spectra had been obtained . This
list includes the number of basic residues and the
maximum charge state observed for each of these
molecules. Excellent agreement between the maximum
charge sta te and the number of basic residues is ob­
se rved for many of these molecules. However, for
severa l of these molecules, s ignificant deviations are
observed. For example, S4 ribosomal protein has 46
basic sites, yet the highest charge state reported in the
literature for this molecule is 30 + [23]. Actin has 46
basic residues, but charge states as high as 59 + have
been reported [2]. In some molecules, not all of these
basic sites are protonated. In others, additional residues
mu st be protonated.

Aqueous solution-phase equilibria models have
been proposed to expla in the charge distributions seen
in ESI [15-19]. However, s ignificant deviations be­
tween solution-phase and gas-phase charge distribu­
tions have been reported [15-18, 20, 21]. For example,
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Method

Apparent Gas-Phase Basicity

The gas-phase basicity (GBl of a neutral molecule, M,
is defined as the neg ative Gibbs free energy for eq 1:

(3)
II

GB"pP = GBlntrin, ic .1 - L - - - - ­
i = I (47Tl: ll)l: , J"1.1

Calculated Lowest Energy Proton Configumtions

To calculate the GB"PP of a si te of protonation in a
protein from eq 3, information about where charges
reside in the protein mu st be obtained. McLafferty and
co-workers [38, 39) found that cytochrome c ions with
as many as 16 protons undergo up to 133 HID ex­
changes with 0 20. The rates of these reactions fit
pseudo-first order kinetics w ith a sing le rate constant.
Becau se exchange is primaril y expected to occur at
charge sites, these results ind icate that in tramolecular
trans fer of HID to various site s in the ion occurs faste r
than the intermolecular HID exchange rate . Protons
also are expected to sample d ifferent sites in the pro­
tein . Thus, under near thermal reaction conditions, a
population of the lowest free energy charge configura­
tions should be present. However, in the ESI process,

where l:, is the effective shieldi ng between charges in
these gas-phase ions. From measured proton transfer
reactions of doubly protonated d iaminoalkanes [29)
and gramicidin 5 [28], values of e; = 1.01 ± 0.07 and
< 1.2, respectively, were obtained. In contrast , the
measured GB"pp of individual charge states of the
proteins cytochrome c [30) and lysozyme [31) could be
fitted to eq 3 by using a valu e of l:, = 2.0. The Signifi­
cance of these values will be discussed in subsequent
text.

From measurements of proton transfer reactions of
multiply protonated ions, the apparent or kinetic gas­
phase basicity (GB"PP) of protonated ions can be ob­
tain ed . This value has been measured for a variety of
species, which include C"I1H'2+ [37], gramicidin S [28],
diaminoalkanes [29], and multiply protonated proteins
[30, 31) by using the bracketing method [32, 33) in
which rates of proton transfer from multiply charged
ions to neutral reference bases of known GB are mea­
sured. The true GB of these charged species is lower
than the GB"pp by a value equal to the reverse activa­
tion barrier for the sepa ra ting charged products.

We have proposed that the proton transfer react iv­
ity of multiply charged ions can be accounted for from
es timates of the intrinsic proton transfer reacti vity of a
protonation site t (GBlnlrin,ic.l ) and the Coulomb en­
ergy experienced by this site from other protons (eq 3)
[28-31],

A variety of experimental methods have been devel­
oped to measure this value [32-34). In contrast, mea­
surement of the GB of an MH ;;+ ion is more compli­
cated because of the presence of an activation barrier
due to Coulomb interaction of two charged ions [35,
36) (eq 2).

(1)GB(M) = -/lGIM + H+- MH +

positive ESI spectra of proteins have been observed
from basic solutions in which these ions have a net
negati ve charge [15-17). Wan g and Cole [21) found
that the ratio of [M + 2H 2 +l/[M + H +) for both
gramicid in S and bradykinin d id not change signifi­
cantly when the pH of the solution was varied from
- 3 to 11. Over this pH range, the calculated ratio for
these ions in solution changes from 105 to 10- 2 for
gra micid in S and from 10" to 10- 2 and for bradykin in.
LeBlanc et al. [20) also found that changes in this ratio
for gramicid in S did not correlate with solution pH ,
but found this rat io decreased with increasing proton
affinity of nitrogen-containing bases added to the solu­
tion , These results indicate that gas-phase chemistry
influences the charge state distributions of these ions,

Proton transfer reacti ons of multiply protonated ions
formed by E51 have been investigated by a number of
groups, McLuckey et al. [24) measured the rates of
proton transfer from isolated charge states of cy­
tochrome c with neutral dimeth ylamine and found
these ra tes decreased with lower charge. Cassady et al.
[25] reported similar results for isola ted charge sta tes
of ubiquitin. Smith and co-w orkers [13, 14, 22, 26, 27)
have investigated the proton transfer reacti ons of a
variety of proteins with neutral gas- phase bases in the
interface region of the ESI source and found that the
charge state distributions shi ft to lower charge upon
add ition of bases with increas ing proton affinity.

These stud ies ind ica te that the distribution of multi­
ply protonated ions observed in ESI can be sign ifi­
can tly altered by gas- phas e chemistry. We have re­
ported a model that quantitatively accounts for the
proton transfer react ions of multiply protonated ions,
wh ich include doubly protonated gramicid in 5 [28)
and diaminoalkanes [29], as well as indi vidual charge
states of cytochrome c [30) and lysozyme [31]. Results
for both these proteins ind icate that the maximum
charge state for these ions formed from both "native"
and denaturing solutions can be explained based on
the relative apparent gas-phase basicity of the multiply
protonated ion and that of the so lvent molecules from
which these ions are electro sprayed . We present here
'the extens ion of our model to a variety of peptides and
proteins as large as bovine albumin with 95 charges,
and we show that our calculations based on gas-phase
chemistry provide a method to determine the ma xi­
mum charge state of peptide and protein ions formed
by ESI with improved accu racy.
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ions with excess internal as well as kinetic energy can
be produced. These higher en erg y ions will be more
reactive toward proton transfer. Thus, the highest
charge states should primarily consist of ions with low
internal and kinetic energy.

To find these lowest energy charge configurations,
we calculate a relati ve free energy of a given charge
configuration via eq 4:

where the first term is the total Coulomb energy in the
ion and the second term is the sum of GB1nl,in,k of
the sites of protonation. Proteins and peptides with­
out di sulfide bonds are modeled as an elongated one­
dimensional "string" with resid ues separated by 3.8 A
[40]. This separation corresponds to the maximum d is­
tanc e possible between am ino acid residues in the gas
pha se and thu s minimizes the calculated Coulomb
repulsion. It is expected that for very high charge
sta tes, a highly elon gated ion conformation will be
significantly favored . Our results do not directl y de­
pend on this value of 3.8 A; a smaller separa tion
distance could be mod eled with a higher effective
shielding value ( e,l to give identical results, that is,
ou r assumed ion conformati on and our 1':, are coupled .
Proteins wi th di sulfide bonds and those electrosprayed
from a solution in w hich the protein is in a native
confor ma tion are modeled by using the x-ray crystal
coo rd inates of the basic side chain nitrogens for the
basic amino acids and the backbone carbonyl oxygens
for all other res idues. This model differs from the
model of Rockwood et al. [41], who calculated the
effects of charge on d issociat ion energies, in that our
model incorporates the biomolecule sequence, the ef­
fective shielding between charges, and the ion con for­
mation .

The values of GBlntrin, ic of va riou s sites in a protein
are poorly understood . In the gas phase, intramolecu­
lar so lva tion of cha rge can occu r, which results in
increased stabilization of the charges and increased GB
[42-44]. This charge solvation is energetically favor­
able, even in the very highl y protonated ions form ed
by ESI (vide infra). We cru de ly estimate these values
for Pro , Trp, Gin , and Lys to be 234.3, 234.3, 237.4, and
241.0 kcaljmol, respectively, based on measurements
of the GB of small peptides that contain onl y one of
these basic residues [30]. Proline is included as a basic
side-chain residue even though the side-chain nitrogen
is present as an amide in a peptide chain. Amster and
co-workers [45] reported values of GB for the d ipep­
tides VV, PV, and VP to be 214.8 ± 3.1, 221.9 ± 2.9,
and 223.7 ± 1.9 kcal z'mol, resp ectively. The higher ba­
sicity of VP versus PV, both of which are significantly
higher than W, indicates tha t proline is a basic site in
a peptide even in an amide form. The GBlntrinsic of Arg

and His a re assigned values of 251.3 and 244.8
kcaljmol, respectively, and correspond to the GB of
the individual am ino acids [46-48] plus 15 kcalyrnol :
the latter value is an es timate of the intrinsic stabiliza ­
tion ene rgy. For all other residues and the N-terminus,
we use GBtntrinsic = 221.6 kcaljmol, which corresp onds
to the estimated value for pr otonation of the backb one
[49] plus 15 kcaljmol. Clearl y, these values are rough
estimates of the GBlnl rinsk of si tes of protonation in a
protein . More accu rate val ues wi ll be obtained th rou gh
invest igat ion of addition al mod el peptides and throu gh
a bett er understand ing of the local interactions associ­
ated with protonation of vari ous sites in a protein .

For a protein with r residues and 1/ charges, the
number of possible charge configurations is given by
eq 5:

For a small protein such as ubiqu itin, w hich has 76
resid ues , the re are - 1014 ways to assign 13 proton s,
the maximum charge s ta te repor ted for th is pro tein
[50]. This number of configura tions is sufficien tly sm all
that the relati ve free energy of each of these configura­
tions can be calculated (approxima tely four da ys on a
dedi cated IBM RS/ 6000). For larger proteins, a d irect
calcul ation of the ene rgy of every configur a tion is not
feasible due to both the larger number of con figura­
tions and the increased time requi red to ca lcu la te the
Coul omb term for each con figuration. For example, the
number of proton config urations for the 45 + charge
sta te of carbonic anhyd rase (260 res idues ) is - 1O ~1I . To
calculate the energy of every possible charge configu­
rat ion explicitly would take > 1040 years.

To circumvent this p robl em , we have developed a
" pseudo-random walk" algo rithm to find the low est
free energy charge configurations for larger protein s.
An initial version of the a lgorithm was develop ed
spec ifically for cytochrom e c and these results are
reported elsewhere (30]. We ha ve mod ified this algo­
rithm to find the lowest ene rgy charge configuration s
for a wide ran ge of pep tides and proteins with rnolecu­
lar masses up to 100 kDa. To begin, 1/ cha rges are
assigned to indi vidual residues in a protein such that
they are spread evenly alon g the molecule. The rela­
tive free energy of this charge configuration is calcu ­
lated using eq 4. A sing le cha rge is then randomly
se lected and mo ved eithe r to an un occupied basic side
cha in residue (Arg, Lys, His, Pro , GIn , and Trp) or
placed at an unoccup ied backb one si te that is wi thin
20 residues of its current loca tion. In the former pro­
cess, we mo ve the p roton to a basic si te within 20
resid ues of its current loca tion w ith a 957, probab ility
an d to an y basic site in the en tire molecule w ith a 5'11,
probability. In the latter process, the backbone site is
se lected so as to minimize the Coulomb energy and
hence the total energy of the ion . Different probabili-

(5)
I/ !

I" - I)n (r - i)
i ~ 0

# charge configu rat ions = -----

(4)
1/

[ GBlntrinsk "
i = 1

[-- -
. . (47Te o) e,r,. ,.
'·1
i> ;

1/
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ties are assigned to these two processes and are
changed as a function of II. When 11 is less than half
the number of residues with basic side chains (Arg,
Lys, His, Pro, Gin, and Trp) in the protein, we assign
the probability of these moves to be 95% and 5%,
respectively. For larger 11, we increase the probability
of moving a charge to a backbone site linearly until the
probability of either move is equal; this occurs when 11

is equal to the number of basic side-chain sites, These
probabilities are evaluated empirically and reflect the
greater likelihood of protonation of basic side-chain
sites for low 11 and backbone sites with increasing 11.

The free energy of this new configuration is calcu­
lated. If this value is less than that of the previous
charge configuration, then this new configuration is
"accepted" and this process is repeated. If the free
energy of this charge configuration is greater than that
of the previous one, we "accept" this new charge
configuration with a probability given by eq 6:

where ~ ET is the increase in free energy of the new
ion configuration (a negative probability is assigned a
value of 0). N is assigned a value of either 16 or 50
with a probability of 0.9 and 0.1, respectively, The
values of 16 and 50 enable a proton configuration that
is 16 and 50 kcalyrnol higher to be accepted. The
former value corresponds to a difference in energy
required to move a proton from either Arg to Proy'Trp
or from Pro z'Trp to a backbone site (excluding
Coulomb energy). The latter value is the energy re­
quired to move a proton from Arg to a backbone site.
This allows protons to have some small but finite
probability of being moved relatively freely along the
protein. This makes it possible to traverse barriers of
any significance that are likely present on the multidi­
mensional potential energy surface and to avoid con­
figurations that are trapped in a local minimum.

This entire process is repeated until no new lowest
energy configurations are found for at least 104 itera­
tions. To avoid being trapped in an area of the poten­
tial energy surface isolated by barriers > 50 kcal z'mol.
the charges are then "scrambled" by randomly mov­
ing each charge. New lowest energy configurations are
then searched out and the entire process is repeated
between 102 and 105 times dependent on II. The pro­
cess is repeated 102 times for 11 < 15, 5 X 102 times
for 11 = 15-30, and 105 times for II > 30.

1
probability = - - ~ ET + 1

N
(6)

for a generic surface because we know a priori that
most of the possible proton configurations are very
high in energy. Configurations in which the charges
are significantly separated but still are located primar­
ily at the most basic sites will be favored. Thus, our
algorithm does not work efficiently to find the absolute
minimum for molecules in which the GBlntrinsic of all
sites are similar. This could be improved by giving a
greater weight to the Coulomb term in such molecules.

Tests of our previous algorithm with cytochrome [,
which has 104 residues, indicated that the lowest en­
ergy configurations were found [30]. Because the num­
ber of configurations increases dramatically with pro­
tein size and II, additional testing on the 45 + charge
state of carbonic anhydrase was performed. Initial
charge configurations were varied by placement of all
charges on adjacent sites on the N-terminus, the C­
terminus, and in the middle of the protein. In each
case, the same lowest energy configurations were
found. To determine whether the number of iterations
is sufficient for convergence, this number was in­
creased by 50. No additional charge configurations
were found within 3 kcaly mol of the lowest energy
configuration. These results indicate that the lowest
energy proton configurations are found. We continue
to test this algorithm to determine if we truly are
finding the global minimum. We also are investigating
modifications that improve its efficiency for finding the
lowest energy charge configurations for large ions.

Calculated CB")')'

To determine the GB"pp of a given charge configura­
tion, the GB"pp of each proton in a given configuration
is calculated from eq 3. The GB"pp of this configuration
is assigned that of the proton with the lowest GB"PP.
For most of the charge states of a protein, numerous
proton configurations with energies within a few
kcal z'mol of the lowest energy configuration are found.
For example, we find that there are 17 charge configu­
rations of the 46 + charge state of carbonic anhydrase
that are within 3 kcal z'mol of the lowest energy con­
figuration. Some fraction of each of these configura­
tions should be present. We approximate this ion pop­
ulation by assumption of an equal probability of each
of these charge configurations. The GB"pp of each
charge state is thus assigned the average of the GB"pp
of all the charge configurations within 3 kcalyrnol of
the lowest free energy configuration.

Testing

Standard searching algorithms [51-53] that search out
minima by sampling only a relatively small number of
points on a complex' surface typically find the global
minimum less than 10% of the time [53]. The minima
searching algorithm employed in these calculations is
expected to have a higher success rate than algorithms

tvurxintum Charge State

By comparison of our calculated GB"pp to the GB of the
solvent, we determine the highest charge state of an
ion that would not undergo proton transfer to solvent
molecules in the gas phase. That is, it is energetically
and kinetically favorable for an ion with a GB"pp be­
low that of the solvent to undergo proton transfer to
the solvent to form protonated solvent and an ion with
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one less charge. Thus, we determine the maximum
charge state to be that of the first charge state with a
calculated GB"pp below the GB of the solvent. For
solutions that have more than one component, for
example, methanol, water, and acetic acid, we use the
GB of the most basic component, in this case, methanol.
This mechanism is useful to explain the maximum
possible extent of protonation on an ion formed by ESI.
This is not intended to account for the charge distribu­
tions typically observed in an ESI mass spectrum nor
does it address solution-phase chemistry. Effects of the
latter on the maximum charge state are discussed in
subsequent text.

J Am Soc Mass Spcctrorn 1995.6. 1086-11197

Figure 1. Calculated apparent gas-phase basicity as a function
of charge state for nine molecules modeled as elongated strings
by using an f:, = 2.0. In order from left to right: melittin (e);

ubiquitin (D); cytochrome c (tuna) ( ... ); cytochrome c (equine)
(0); ribonuclease A (.); hemoglobin (a-chain) «(»; myoglobin
(e); carbonic anhvdrase (D); actin ( ... ); bovine serum albumin
(.). The dashed line indicates GB of methanol U74.1 kcal z mol):
circled values correspond to maximum experimental charge states
reported in the literature for each protein.

The maximum charge state obtained from our cal­
culated GB<1PP values for a variety of peptides and
proteins is given in Tables 1-3. Also reported in these
tables are the number of basic sites and the maximum
experimental charge state that has been reported in the
literature, to our knowledge, for these molecules. It is
important to emphasize that ESI charge distributions
depend on a number of factors (vide supra l. Not all

Results

Maxinunn Charge State

The calculated GB<1pP as a function of charge state for
10 molecules is shown in Figure 1. The maximum
experimental charge state reported in the literature
for each molecule, electrosprayed from methanol­
containing solutions, is circled. The calculated GB<1pP
for each of these maximum charge states is close to the
GB of methanol (GB = 174.1 kcal z'mol [48]), which
indicates a reasonable correlation between the maxi­
mum charge state on an ion and the GB of the solvent.
For larger proteins, such as bovine serum albumin, the
difference in calculated GB"pp between adjacent charge
states is small. Therefore, we expect lower absolute
accuracy for calculation of the maximum charge state
for these large ions.

'0 '0 60
Charge State

ll(I '00

Table 1. Maximum charge states of 15 pcptides clectrospravcd from methanol-containing solutions"

MW Basic Maximum charge state

Peptide (u) residues" Experimental Calculated" f:, Range

YYYYYY 997 1 1 21

Angiotensin II 1046 3 3 3 1.0 -1.4

Bradykinin 1060 3 3 3 1.2 -1.6

DRVYIHPFHLLVYS 1759 4 4d 4 1.0 -2.1

IIFWGGPGSGKGTOCEK 1853 3 3 4 1

STEKLKHHKIIFWGG 1902 5 4 4 1.0 -1.6

SLAMMAASDIDLLDAOSAPLR 2032 2 2 41

LTDOQAPPHODCAC 2072 2 2 31

(GHHPH)5 G 2094 16 6 6 1.3 -1.6

Dynorphin A (porcine 1 -17) 2147 6 4 4 1.3 -1.8

PPPPEEROETRSOTPAPKPS 2229 4 4 5 1.0 -1.2

Melittin 2845 6 7 6 1.6 -2.1

KGFIORISKGGLlKTKRKRKKORVK 2981 13 9 8 1.5-1.8

GNRGRGORRDWSRAPPPPEEROETRS 3076 8 6 6 1.1 -1.3

Calcitonin (human) 3418 3 3 3 1.2 -1.5

a Experimental values are obtained from ref 2. Calculated values are obtained with an r, = 1.3 and a
linear conformation. The range of t", for which the experimental maximum charge state is correctly
calculated is reported.

b S u m of Arg. Lvs. His. and N-terminus.
C Peptides for which the maximum charge state corresponds to the charge state in solution are indicated

by t
dElectrosprayed from acetonitrile (GB = 180 kcat/rnol].
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Table 2. Maximum charge states of commonly electrosprayed proteins (five or more published spectra)"

MW Basic Maximum charge state

Protein (u) residues" Experimental Calculated e, Range

Ubiquitin (bovine) 8,565 13 13< 14 1.7 -2.2

Cytochrome c (equine, denatured) 12,358 25 21 21 1.9-2.2

Cytochrome c (equine, native) 12,358 25 ll d 11

Cytochrome c (tuna)" 12,029 20 20 19 1.8-2.1

Ribonuclease A (denatured) 13,682 19 23 22 1.9-2.3

Ribonuclease A (disulfide-intact) 13,682 19 15 11

Lysozyme (denatured) 14,306 19 22 22 1.8-2.2

Lysozyme (disulfide-intact) 14,306 19 14 14

Hemoglobin (a-chain) 15,126 25 25 26 2.2 -2.4

Myoglobin (equine) 16,951 33 30' 30 1.9-2.3

,B-Lactoglobulin B (bovine) 18,277 21 19 24 1.6 -1.8

Carbonic anhydrase (bovine) 29,021 37 449 45 1.7 -1.9

Carbonic anhydrase (human) 29,157 38 38 42 2.2 -2.5

Serum albumin (bovine, denatured) 66,430 100 - 90 -95 95 2.1 -2.3

a Experimental values are obtained from ref 2 and are electrosprayed from methanol-containing solutions
unless otherwise noted. Calculated values are obtained with r, = 2.0; disulfide-intact proteins and those
electrosprayed from "native" solutions are modeled by using their x-ray crystal structure. The range of Fo, that
correctly predicts the ezperimentally observed maximum charge state also is shown.

b S u m of Arg, Lys, His, and N-terminus.
c Reference 50.
d Electrosprayed from water (GB = 159 kcal /rnotl.
"Fewer than five reference spectra are available. Calculated values are added for comparison to equine

cytochrome c.
f Smith. R. D., Loo, J. A.; Barinaga. C. J.; Edmonds. C. G.; Udseth, H. R. J. Am. Soc. Mass Spec/rom. 1991. 1.

53 65.
9Jardine.1. Neture 1990. 345. 747-748

spectra reported in the literature have the maximum
charge state reported in the table. In addition, we may
have inadvertently missed some spectra that have
higher charge states. To partially compensate for this,
we have separated the proteins into two categories.
Table 2 contains commonly measured proteins for
which five or more spectra have been published. In
many cases, such as equine cytochrome c, this number
is significantly greater. Proteins with four or fewer
spectra are reported in Table 3. These latter proteins

were selected arbitrarily from ref 2. We expect that
there is a greater probability that the highest possible
charge state has been reported for proteins (electro­
sprayed from a particular solvent system) for which a
large number of spectra have been reported. For pro­
teins in Table 3, our calculated values tend to overesti­
mate the maximum charge state more frequently and
to a greater extent than for proteins in Table 2, This
indicates that the "true" maximum charge state may
not have been observed yet for these proteins.

Table 3. Maximum charge states of nine arbitrarilv selected proteins for which there are four or fewer
published spectra. clectrospraycd from methanol-containing solutions unless otherwise noted

MW Basic Maximum charge state

Protein [u] residues" Experimenta I Calculated

Interleukin-2 (recombinant) 15,416 19 15 17

Ecotin 16.097 22 21b 21

Myoglobin (sheep) 16.923 27 26 28

Mouse urine protein (male) 18,883 27 19 23

S4 ribosomal protein 21,138 46 30 34

Human growth hormone 22.125 24 23< 26

Pepsin (porcine) 34,510 5 ll d 40

Actin 41,862 46 59 56

HIV transcriptase 51,302 87 49

a Sum of Arg. t.vs, His. and N-termlnus.
bGibson. B. W. In Techniques in Protein Chemistry 1/; Villafranca. J. J .. Ed.; San Diego. CA: Academic

Press, 1991; pp 419-425.
c Electrosprayed from water (GB = 159 kcal/rnot).
d Reference 55.
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Dielectric Polarizabiliiu

Values of c,. = 1.3 and 2.0 are used to calculate the
maximum charge states for all peptides and all pro­
teins, respectively. The latter value is obtained from a
best fit of calculated GB"pp values to those experimen­
tally measured for the 3 + to 15 + charge states of
cytochrome c [30]. To show the effect of c,. on our
calculation, the range of c,. that can be used to obtain
the experimentally observed maximum charge state is
also given in Tables 1 and 2. The range of c,. that
correctly matches the experimental value for peptides
0.0-2.1) is lower than that for proteins (1.6-2.5). Al­
though these ranges overlap, peptides appear to have
less effective shielding between charges than proteins.
An alternate possibility is that the barrier to proton
transfer is a larger fraction of the "true" coulomb
energy in these ions. This is consistent with our previ­
ous results, which indicate a value of c,. < 1.2 for
gramicidin S [28] and e, = 2.0 for cytochrome ( [30]
and lysozyme [31]. Remarkably, a single value (c, =

2.0) appears to be effective to determine the maximum
charge state for a wide variety of proteins. Similarly,
one value (C,. = 1.3) is effective for pep tides. We con­
tinue to investigate the relationship of molecular size,
functional groups, ion structure, and the potential sur­
face for proton transfer to this value.

Discussion

Gas-Phase Versus Solution Chemistry

For molecules in which the number of basic residues in
the peptide or protein exceeds the number of charge
states observed experimentally, our calculations based
on the gas-phase chemistry are quite accurate. For
example, the peptide (GHHPH)5G has 16 basic
residues, each of which is expected to be protonated in
acidic solution. The maximum experimental charge
state is only 6 +. This value is correctly predicted from
our calculations. For the peptide KGFIQRISKGGLIK­
TKRKRKKQRVK, we calculate a maximum charge
state of 8. This peptide has 13 basic sites, but 9 + is the
maximum charge state observed experimentally [2].
Similar results are observed for proteins. Bovine albu­
min has 100 basic residues, but only - 90-95 charges
are observed experimentally. We calculate this value
to be 95, a reasonable agreement with the experimental
value. The higher number of positive charges in solu­
tion than the gas phase is directly attributable to dif­
ferences in the shielding provided by the surrounding
medium. For water, methanol, and vacuum these val­
ues are reflected by the dielectric constants of these
media (79, 33, and 1, respectively [54]).

For peptides with few basic sites, we find that our
calculations overestimate the maximum number of
charges. This occurs for 5 of the 15 peptides in Table 1.
For four of these peptides, the maximum charge state
can be readily explained by the maximum extent of
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protonation in solution (based on the number of basic
residues). For example, our calculations indicate that
the peptide, (Y)h' protonated on the N-terminal and
C-terminal residues has a GB"pp of 203 kcalyrnol. which
is 29 kcal z'rnol greater than the GB of methanol (GB =

174.1 kcaljmoD. Thus, if this ion were formed, our
calculations indicate that it should not undergo proton
transfer to methanol under thermal reaction condi­
tions. However, only the N-terminus is protonated in
solution. This indicates that the maximum charge state
of this peptide is determined by its maximum charge
state in solution. The maximum charge state can be
explained based on the maximum solution charge state
for four of the five peptides for which our calculations
based on gas-phase chemistry overestimate this value.

In striking contrast, for proteins the number of basic
residues protonated in solution appears to play less of
a predictive role for the maximum charge state than
our calculated GB"PP. For example, actin has only 46
basic sites, yet the maximum experimental charge state
is 59 + . O~Il' calculations indicate a maximum charge
state of 56 + . It has been suggested that charge states
greater than the number of basic residues could be
formed by gas-phase protonation [17]. However, this is
unlikely due to the significant Coulomb barrier to
bring two like charged products together. We calculate
the barrier for this process to be 64 kcaljmol for the
56 + ion of actin. Even if this energy is accessible in
the interface region of an ESI source, the impact pa­
rameter for this process should be exceedingly small
due to the long range 1/1' (I' is the intercharge separa­
tion) dependence of this interaction.

We believe a more likely explanation is that the
maximum charge state protein ions are formed through
a process in which there is a significant clustering of
solvent with the ion; the isolated ion is subsequently
formed by solvent evaporation from the charged
ion-solvent cluster. Such a cluster could carry more
charge than the bulk solution charge on a protein ion
and also more than that of an isolated protein ion due
to the stabilization of solvated charges in a high dielec­
tric solvent (the Born energyl. As solvent evaporation
occurs, the charge on the cluster would be expected to
partition between the departing solvent molecules and
the remaining protein ion. Toward the end of this
process, the protein-solvent complex would be ex­
pected to reflect the gas-phase chemistry of these
species. The initial solvent-protein ion cluster could be
formed from either a charge residue process [6] or
from an Iribarne and Thomson ion evaporation process
[8] in which the protein ion is desorbed from a charged
droplet with a significant number of solvent molecules
attached. For the latter process, desorption of a sol­
vated ion should be more energetically favorable than
desorption of an isolated ion, particularly for larger
molecules with many charges. The correlation between
solution-phase charge state and maximum experimen­
tal charge state for peptides with few basic residues
suggests that smaller peptides are primarily desorbed
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from a droplet with significantly less solvation than for
proteins.

One clear exception to the predictive capabilities of
our model is the 326 residue protein pepsin, which has
only five basic sites. We calculate that the 40 + ion
should be stable with respect to proton transfer to
methanol. Very recently, Standing and co-workers [55]
reported an ESI spectrum for this molecule with up to
11 + charges. These results are consistent with an ion
evaporation model in which a solvated ion cluster,
desorbed from a droplet, carries a net charge greater
than the solution-phase charge state of the protein, but
less than the total number of charges that the protein
can retain in the gas phase. In contrast, we expect a
maximum charge state of - 40 + should be observed
if these ions are formed by a pure charge residue
process, because significantly more than 40 + charges
should be available to partition between the protein
and the departing solvent molecules.

Ion Couformation

The conformation of a protein in solution can effect the
charge distribution and maximum charge state in the
electrospray ionization mass spectrum [5, 11-13]. Pro­
teins electrosprayed from solutions in which the pro­
tein is in a native conformation have charge distribu­
tions shifted to higher mass-to-charge ratio (lower
charge) than their denatured counterparts [11-14]. For
example, equine cytochrome c electrosprayed from
pure water has a maximum charge state of 11 + ; when
it is electrosprayed from denaturing acidic water­
methanol solution, a maximum charge state of 21 + is
observed [2]. Because electrostatic forces are long range
interactions, the Coulomb energy in an ion will de­
pend strongly on the distance between charges and
hence the ion conformation. Thus, conformation will
influence the GB,'f'P of an ion. When cytochrome c is
modeled in its crystal structure, we calculate the GB"pp
of the 11 + charge state, which indicates that the
proton transfer reactivity of the 12 + charge state (eq
2) is 156 kcal z'mol. This value is slightly below the GB
of water 059 kcal z'mol). Thus, we would expect the
11 + ion to be the maximum charge state for an ion
that is in its native conformation. This agrees with the
experimentally observed value.

For lysozyme, the maximum experimental charge
states are 22 + [14] and 14 + [56] for the disulfide­
reduced and disulfide-intact proteins, respectively,
electrosprayed from acidified aqueous solutions that
contain methanol. We calculate 23 + and 14 + by us­
ing a linear and crystal structure, respectively. The
agreement between the experimental and calculated
values for the disulfide-intact protein indicates that
lysozyme retains a folded conformation even in an
acidified methanol-containing solution. Dobson and
co-workers [57J have shown that lysozyme is in its
native conformation in an aqueous trifluoroethanol
05% vIv) solution at pH = 2.0 and remains folded
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even when the trifluoroethanol content is increased to
50% (v /v). although this new structure is different
from the native conformation. In the solution from
which the maximum charge state of the disulfide-in­
tact protein is observed [56], it is unlikely that the
protein is in its native conformation. However, the
agreement between our calculations using the crystal
structure and the experimentally observed maximum
charge state indicates that lysozyme remains in a com­
pact form even in this solution.

For ribonuclease A, the calculated values are 22 +
and 11 + using a denatured and crystal structure,
respectively. Experimental values of 23 + and 15 +
have been reported [2] for the disulfide-reduced and
disulfide-intact protein electrosprayed from acidified
methanol-containing solutions. The high negative devi­
ation in our calculated values for the disulfide-intact
protein via the crystal structure indicates that these
ions are partially unfolded in solution. The transition
temperature (Till) from the native to the unfolded con­
formation of ribonuclease A is - 312 K at pH = 2.0
(glycine- HCl buffer) [58]. Under these same condi­
tions, the Til, of lysozyme is 12 K higher [59], which
indicates that lysozyme is more stable with respect to
unfolding than that of ribonuclease A. Thus, lysozyme
is more likely to retain a more compact structure in
unfavorable solution conditions. The deviations be­
tween the calculated and observed maximum charge
states parallel the conformational stability of these
proteins in solution and are consistent with ions that
have similar conformation to those in solution upon
entering the gas phase. The existence of different stable
gas-phase conformers has been indicated by HID ex­
change [38, 39], collisional cross section [60, 61], and
proton transfer experiments [13, 14,26].

High charge state ions have substantial Coulomb
energy in the gas phase. For example, the 45 + ion of
carbonic anhydrase has a total Coulomb energy of 56
eV. Thus, for very highly charged ions, the Coulomb
repulsion is expected to be significantly greater than
hydrophobic and hydrogen bond interactions [40]. This
should result in unfolding of any tertiary structure.
Thus, our modeling of high charge states of proteins
from a denaturing solution as completely elongated
linear strings appears reasonable. It should be noted
that bending of the ion in the gas phase has negligible
effects on our calculated GB"PP [30]. It also should be
possible to solvate the charges through interactions
with adjacent polarizable side-chain residues or with
backbone carbonyl oxygens without significantly ef­
fecting a primarily linear structure.

Intramolecular Charge Solvation

Values of GBlntrinsic for various sites of protonation in
the peptides and proteins are obtained from measure­
ments of the GB of small peptides that contain only
one basic residue. As a rough approximation, our
model treats residues of a given type, for example,
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Lys, identically, independent of their local environ­
ment such as adjacent residues and conformation of
the protein. Clearly, better values of GBlnlrinsic could be
obtained by taking these factors into account. The most
significant source of error in this approximation would
be if, for the higher charge states, the charges are no
longer intramolecularly solvated, but rather extend
into vacuum to reduce the Coulomb energy. The
GBlnlrinsic values for these high charge state ions would
then overestimate the true value by 12-17 kcaljmol.
To determine if this is energetically favorable, cy­
tochrome c and lysozyme are modeled as strings with
the charges displaced from the backbone line of center
by 6 'A in a staggered (or trans) configuration. The
value of 6 'A was chosen as an estimate of the maxi­
mum distance a charge could be displaced from the
backbone based on the lengths of Arg and Lys side
chains. Obviously, the value for Pro and Trp would be
less than this, so our calculations should overestimate
the effects of staggering the charge on lowering the
Coulomb energy.

For cytochrome c, the lowest energy configuration
of the 21 + ion with the charges on the line of center
(solvated) has an average total Coulomb energy of 513
kcaljmol, and the staggered structure has a value of
460 kcaljmol. Thus, an average value of only 2.5
kcaljmol of Coulomb energy is relieved per charge if
solvated charges extend into vacuum in a staggered
configuration. This value is 3.0 kcaljmol per charge for
lysozyme. Effects on protonation sites that are closel y
spaced will be greater. In these ions, the maximum
Coulomb energy relieved by displacement or "de­
solvation" of an individual proton is 8 kcaljmol. This
value is significantly less than the estimated stabiliza­
tion energy possible through charge solvation 02-17
kcalyrnol) [30], although the energy of charge solva­
tion in a peptide may overestimate that in a fully
elongated highly charged protein. Nevertheless, these
calculations indicate that virtually all charges should
be solvated in the gas phase and will not extend into
vacuum.

The above calculations used a value of B r = 2.0. We
repeated these calculations for the 21 + ion of cy­
tochrome c with e, = 1.0 (the vacuum permittivity) to
obtain an upper limit to the effects of Coulomb repul-
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sion. The lowest energy proton configurations were
recalculated with this value and a total of six were
obtained. For these configurations, we find an average
decrease in Coulomb energy of 3.4 kcaljmol per charge
for the all-trans versus the linear charge configuration.
With increased Coulomb repulsion, greater energy is
relieved by displacement or desolvation of individual
protons. For 5 out of 126 (= 6 X 21) total protons for
which this is most significant, we find the Coulomb
energy is lowered by 11-14 kcaljmol. Thus, it is possi­
ble that some small fraction of protons in the maxi­
mum charge state may be unsolvated. However, it is
unlikely that this number is significant.

Where Charges Reside

In many peptides and proteins, our calculated maxi­
mum charge state is similar to or the same as those
predicted solely on the basis of number of basic
residues (Arg, Lys, His, N-terminus). However, the
assigned proton configurations in these ions are usu­
ally d ifferent. For example, the ma ximum experimen­
tal charge state of ubiquitin is 13 + [50]. This same
value is predicted from the sum of basic residues. Our
calculations indicate that the 13 + ion has a GBapp 0.4
kcaljmol higher than the GB of methanol, so that the
14 + ion should exist (eq 2), although its abundance is
anticipated to be small. Even for the 13 + ion , we find
that not all the basic residues are protonated. A plot of
the frequency of protonating individual residues as a
function of charge state for ubiquitin is shown in
Figure 2. For the 13 + ion, our calculations indicate
that Lys 29 is not protonated due to the close proxim­
ity to the lysines in positions 27 and 33. Pro 19, which
is not very close to any basic site, becomes fully
protonated at the 12 + charge state. Similarly, Pro 37
and Pro 38 are protonated in a fraction of these proton
configurations. In molecules such as carbonic anhy­
drase, which have fewer basic sites than the maximum
charge state, protonation at the next most basic sites,
Pro, GIn, and Trp, is favored. This is illustrated in
Figure 3, which shows the frequency of protonation of
individual sites in carbonic anhydrase as a function of
charge state. Our calculations indicate that these sites
begin to be protonated between charge states 18 + and

Figure 2. Frequency of protonating residues in denatured gas-phase ubiquitin as a function of charge state (basic amino acids are
labeled with the single-letter codes ; Arg, Lys, and His are shown in boldface).
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Figure 3. Frequency of protonating residues in denatured gas-phase bovine carbonic anhydrase as a function of charge state (basic
amino acids are labeled with the single-letter codes; Arg. Lys, and His are shown in boldface),

Figure 4. Average values for the fraction of basic residues
protonated as a function of percent maximum charge state for
carbonic anhydrase, cytochrome r, lysozyme, and ubiquitin.

Reactive Cross Sections

The kinetics of proton transfer reactivity of multiply
protonated protein ions to neutral bases is a topic of
considerable interest [24, 27, 62]. Using the Langevin
model [63] and assuming all charge sites are identical,
a collisional cross section that increases approximately
linearly with the number of charges is predicted. How-

26 +, a range where nearly all Arg and between
35-60% of Lys and His are protonated.

The general trend of protonation of less basic sites
even when more basic sites remain available is illus­
trated in Figure 4, which shows the average fraction of
each basic site that is protonated as a function of the
percentage of maximum charge state for four proteins:
ubiquitin, cytochrome c (denatured), lysozyme (dena­
tured), and carbonic anhydrase. This shows that the
contribution of the less basic residues Pro, GIn, and
Trp is, on average, only significant when the charge
state of the ion exceeds 60% of the maximum value. At
this point, - 60% of Lys and His and nearly all Arg
residues are protonated. This trend reflects the values
we use for GBlntrinsic'

For the commonly electrosprayed proteins listed in
Table 2, we find our calculated maximum charge states
are on average within 6% of the experimental value.
The sum of basic residues in each protein differs from
the experimental maximum charge state by an average

Conclusions

ever, proton transfer kinetics of isolated charge states
of proteins do not appear to scale linearly with charge,
In a typical protein, the basicity of different sites in the
ion can differ dramatically, that is, some protons will
be less reactive to proton transfer than others. Thus,
the reactive cross section should be less than what
would be predicted based on the collisional cross sec­
tion when the GBapp of the ion is comparable to the GB
of the neutral base.

To calculate the reactive cross section for proton
transfer for any charge state of a protein, we find the
number of protonation sites in all the lowest energy
proton configurations that have basicities within 3
kcaljmol of the calculated GBapp for that charge state.
We then divide this number by the total number of
protonation sites and multiply by the charge state to
give a reduced cross section. For example, the 20 +
charge state of cytochrome c, with five lowest energy
configurations, has a GB"pp of 177 kcaljmol. Only one
proton in each of these configurations has a GB within
3 kcaljmol of this value. Thus, the reactive cross
section for proton transfer from the 21 + charge state
of cytochrome c to a neutral reference base with a GB
-177 kcaljmol would be expected to be approxi­
mately the same as that of a singly charged ion with a
base of comparable basicity.

The reduced reactive cross sections for carbonic
anhydrase, cytochrome c, lysozyme, and ubiquitin as a
function of charge are shown in Figure 5. Significant
deviation from the Langevin cross section is observed
for the high charge states. For these three proteins, the
reduced cross section ranges between 1 and 6, even for
ions with as many as 35 charges, These results indicate
that measurements of proton transfer kinetics of highly
charged ions will reflect the chemistry of only the most
reactive sites in the ion.
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Figure 5. Calculated reduced cross sec tio n for proton transfer as
a fu nc tion of charge state from carbonic anhydrase (e), cvto­
ch ro me c (0 I, and lvsozvrne ( .) to a neutral base that has "
gas-phase basicity approximatel y equal to the apparent gas-philse
bas icity of the given charge sta te of the p ro te in ion. TIll' da sh ed
line ind ica tes the Langev in collisional reduced cross secti on . All
cross sectio ns a re relat ive to tha t of a s ing ly p rotunatcd io n
rea cti ng wi th a ba se o f co mparab le gas-phase ba s icity.

of 15 r,~ for these same proteins. These results indicate
that the maximum charge state of proteins form ed by
electrospray ionization is determ ined by gas-phase re­
actions of these ions with so lvent molecules from the
electros pray process. For proteins for which the re are
few er available reference spectra, we find our calcu ­
lated values are usually grea ter than the highest re­
ported experimental value. It is possible that the maxi­
mum extent of protonation has not yet been observed
for these molecules. For peptides with many basic
sites, the calculated gas-phase reactivity accurately ac­
counts for the ma ximum charge state. In contrast, the
maximum charge state of peptides with few basic sites
appears to correlate to the number of residues that are
protonated in solution.

A systematic study of the ma ximum extent of pro­
tonation observable for protein s and peptides electro­
spraye d from solv ents of va ried GB should provide
evidence for th is mod el. How ever , it would need to be
undertaken on an instrument wi th whi ch the maxi­
mum charge states are consis tently observed . Effects of
so lution-phase chemistry, as we ll as other factors,
would need to be carefully considered because they
could obfuscate these results.

A number of factors contribute to the actual charge
state distribution observed in ESI mass spectra. Gas­
phase reactions with bases added in solution or the gas
phase can change these d istributions [20-22, 24-31].
However, the role of gas-phase chem ist ry in the forma­
tion of con ventional ESI d istributions is less clea r. Ions
that ha ve high internal and / or kinetic energy are more
reactive to proton transfer ; reaction of these ions with
solv ent molecules would produce lower charge state
ions. In addition, solvent clusters are more basic than
individual solvent molecules. Proton transfer to these
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more basic clusters would also result in the formation
of lowe r charge s ta te ions. It is interest ing to note that
sig nificant abundance of protonated solvent is not typ­
ically observed. This ind icates that gas-phase reactions
are not likely to be the principal mechanism in the
formation of the observed charge distribution, al­
though instrumental factors, such as transmission ef­
ficiency, ma y contribute to the low abundance of these
small ions.

Our calculations indica te that a signi ficant frac tion
of less basic residues (Pro, Trp, and Gin) are p roto­
nated in high charge sta te ions . Protonation of back­
bone sites occurs, but is gene rally unfavorable. Onl y a
few percent of all backbon e sites arc protonated eve n
in high charge state ions. We find that the reactiv ity of
individual protonated res id ues in a multiply proto­
nated protein can var y dramatically. In high charge
state ions, only a small fraction of the protons have
calculated GB"pp with in 3 kca lz'mol of the most reac­
tive proton. From these valu es, the reduced cross sec­
tion for proton tran s fer can be calculated . This valu e is
found to be significantly lower than the Lang evin
collision frequency for high charge s tate ions.

We are investigating factors that sho uld improve
the accuracy of th is mod el. For example, the GB1nl"'''i<
values could be improved by taking into account the
loca l envi ronment of a residue, which include effects
of adjacent residues as we ll as the overa ll confor ma­
tion of the protein. We also are invest igating the app li­
cat ion of our mod el to negati vely charged ions and the
predi ct ion of fragmentat ion p roducts of mult iply
charged ions .

Acknowledgments
The authors acknowled ge W. D. Price for helpful discu ssions ,
thank G . D. Braver for gl'I1l'Wu sly pruvidinj; the x-ra y crys ta l
s tructu re coordinates for eq u ine cytoc h ro me r. and acknowledge
gl'ne w us financial support from till' Arn o ld and Mabel Beckman
Foundation (M 1(52), till' National Scie nce Foundation IC HE­
Y25R17R), the Analytical Chemis ts of Pittsburgh (M 160 I), till'
Exxo n Found ation (136lJ5), an d Fin n igan i'v1 AT through spo nsl1r­
ship o f the Jl)9~ America n Soc ictv for Mass Spec tro me try Rc­
sea rch Aw ar d (E.R.W.l.

References

I. Fcn n, J. B.; Mann. M.; 1\.'1L'ng. C. K.; Whill'house. C. 1\.1. S(;,'I/(l'

1989, :!46. h~- 71.

2. Sm ith, R. D.; l.oo, J. 1\ .; Ogorza lck Loo, R. R.; Husrnan . M.;
Udscth, H. R. Mass Sl'ec/rolll . Rcr, 1991 , JlJ, 35Y - ~52.

3. Bet!, S. c.. Senko, M. W.; Q ui nn , J. P.; Mcl.a ffcrty, F. IV.
J. /I I/I . SOl' . Mass Sl'ec//'(1II1 . 1993 . 4. ILJlJ-1 92.

~. Noh rni , T.; Fenn. J. B. J. Alii . Clin l/. Soc 1992, 114. 32~1 -32~h.

5. Fenn, J. B. J. A lii. Soc Mass SI'I·(/nlll/. 1993 , 4, 52~ -535.

6. Dol l', 11.1 .; Mach, L. L.; Hines, R. L.; Mo blev , R. c.; Ft'rguson,
L. P.; Alice, M. B. J. Cticm. Pliys. 1968 , 49, 22~lJ - 22·N.

7. Schmcl ze iscn- Red cckcr. C .; Bi·ltfe ring. L.; Rii!lgl'n , F. W. I I/I.

J. Mass Sl'cc/nlll/. 1,,1/ P/"(l( l '~~e~ 1989 , 'Ill, I3LJ -15lJ .
R. lribarne, J. V.; Th omson , B. A. J. C!I<'III. I'll/IS. 1976, 64,

2287-229~.

9. Kebarlc, P.; Tang, L. AI/Ill. C!lel/l. 1993, £1S, 972A - 98hA.



J Am Soc Mass Spectrorn 1995,6, 1086-1097

10, Covey, T.R; Bonner, R F.;Shllshan, a: 1.; Henion, J. Rapid
COIll111Ull. MassSpech·olil. 19~8, g,.249-256,

11. Chowdhury.S. K,; Katta, V.; Chait, B. T. I. Ant Chern, Soc.
1990,112,9012-9013.

12. Mirza, D.; Cohen, S.;Chait, a. T. Anal. Che111. 1!i93, 55, 1-6.
13. Loa, J. h.; Edmonds, C. G.;Udseth, H. R; Smith, R P. Anal,

Chem, 1990,62, 693;"'698.
14. Lao, J, h.; Ogorzalek :LOO, R R.; Udseth, H. R; Edmonds,

C. G;Smith, R D. Rapid C0111mul1. Mass Specirom. 1991, 5,
101~105.

15, Cuevrernont, R;Siu,K W. M.;LeBlanc, j.c, Y,; Berman, S.S,
J, Am. Soc. MassSpectrolll. 1992, 3,.216-224.

16. Leblanc, J. C. Y.; Sili, K. M.; Guevremont, R. Anal. Chem.
1994,66,3289-3296,

17. Kelly, M. A; Vestling, M. M.; Fenselau, e C.; Smith, P. B.
Org. MassSpectr0111.1992, 27,1143-1147.

18. Ashton, D. S.; Beetdell, e RjCooper, D. J,; Green, B. N.;
Oliver, R W. A.Org. Milss SpectrollL 1993, 28,721-721:1.

19. Tang, 1.; Kebarle, P. Anal. Chern, 1993, 65, 3654-3666.
20. LeBlanc, J. c; Y.; Wang, J.;Guevrernont, R,; Siu, K W. M.

Org.Mass Spectrolll. 1994, 29,587-593.
21. Wang, G; Cole, RB. Org. Mt/ss Spect,.onl.1994, 29,419-427.
2? Qgotzalek Loo, R. R;Smith, R D. Io Massspectrom. 1995, 30,

339-347:
23. Gulcicek, E. E.; Shen, S.; Boyle, J. p.; Whitehollse, C. M.;

Harrison, D. H.; Moore, P. B. Proceedings ofthlJ39t1l ASMS
Conference .011 Mass Spectrometn} and Allied Topics; Nashville,
TN, 1991; pp 1245-1246.

24. McLuckey,S. A.; Van Berkel, G. J,; Glish, G. 1. I. AIll: Chelll.
Soc, 1990, 112,5668.--5670,

25. Cassady, C. J.; Wronka, J.; Laukien, P.H. Rapid eOllll1lun.

Mass Spectrolll. t994, 8, 394-400.
2,6. Ogorzalek Loo, R R.; Smith, RD. [. AIlL S6c. Mass SpeWoliL

1994, 5, 207-220.
27. Ogorzalek LoO, R. It; Winger, B. E.; Smith, R D. [, Am.$oc.

Mass Spectrom. 199.4, 5, 1064-1071.
28. Gross, D.S.; Williams, E.. R. I. Am. Chent. Soc. 1995, 117,

883-890.
29. Gross, D. S,; Rodriguez-Cruz, S. E.; Bock, So; Williams, E. R

Io PllYs. ChellL 1995; 99, 4034-4038.
30. Schnier, p:b:; Gross, b: S.; Williams,E. R. t: Ani. them. Sac.

1995, 117, 6747-6757.
31. Williams, E. R; Cross; n.s, Schnier, P. D.; Rodriguez-cruz,

S. E.; Fagerquist, C. K.Proceedillgs Ofthe 43rd ASMSConfer­
1J11Ce on Ma.ss Spectrometry and Allied Topics; Atlanta, GA, May
21~26, 1995; TOC 11:50.

32. Aue, D. H.; Bowers, M. T. In Gas-Phase Ion C!wmistry, Vol. 2;
Bowers, M. T., Ed.: New York: Academic Tress, 1979;
Chap.9.

33. DeFrees, O. J,; MCIver, R T.; Hehre, W. J. I. Am. Clietn. SOc.
198, 102, 3334-3338.

34.. McLuckey,S, A; Cameron, D.; Cooks; R. G. I. AnI. Chem.
Soc. 1981, J03, 1313-1317.

35. [avahery, G;I'etrie;S.; Wmcel, Ii.; Wattg, J.; Bohme, D. K.
I. All!. ehem. Soc. 1993,. 11.5, 6295~6301.

MAXIMtJM· CHA.RGE STAI'EOF ELEC'tROSBRAY IONS 1097

36. Bursey, M. M.; Pedersoru.L. G. Olog. MassSpecfro1il. 1992, 27,
974~975.

37. Pettie, S.; Javahery;G.; Wmcel, H,; Wang, J.; Bohme, D, 1<:.
I. Am. Chem. $oc. 199~, 115,6290~6294.

38. Suckau, 0.; Sbi, ¥; Beu, S. c.;SenI<o, M.. W.; Quinn, J.P.;
Wampler,. E W.; Mcl.afferty, F. W. Proc. Narl. .Aead. Sci.
U.S.A. 1993, 90,790~793,

39. Wood, T. D.;Chorush, R. A.;Wampler, F. M.; Little, D. PA
O'Connor.P. B.;. Mcl.afferty, E. W.. Prod. Narl.Acad. Sci.
U.S.A, 199!i,92, 2451-2454.

40. Creighton.T, E. Proteins, 2nded.; New York: W. Hi-Freeman
arid Co., 1993.

41. Rockwood, A. 1.; Busman, M.;Smi.th, R, O. Jilt. J. Mass
Spectra111. Ion Processes 1991, 111, 103-129.

42. Wu,).; Lebrilla c. a J, All!. ese« Soc. 1993, 115,.3270--3275.
43. WUr J.; Lebrilla, C. B. J. Am. Soc. Mass Spectrolll. 1995, 6,

91-101.
44. Wu, .2;; Fenselau, C. Io Am. $oc. Mass$pectr0111' 1992, 3,

863~866.

45. Gorman, G. S.; Amster, 1. J, J. Am: Cheni. Soc. 1993; 115,
5729-5735.

46. Wu, Z.; Fenselau.X'. Rapid Com1111l11. Mass$pectrom. 1992,6,
403-405.

47. Wu, Z.; Fenselau, C. Rapid e9111mI1l1. MI/ss Spec;trolllo 1994, 8,
777--'780,

48, Lias, S.. G.; Liebman, J.F.; Levin, R. D. [. Pliys. Chern. Ref.
Data 1984, 13, 695-808,

49. Wu, Z.; Fenselau, C. Tetrahedron 1993, 49, 9197-9206.
50. Katta, V.; Chait, B; T. Rapid Comllllill. Mass SpeClj·orn.1991, 5,

214-217.
.51. Kirkpatrick, C. D.; Gelatt, C. D.; Vecchi, M.P. Science 1983,

220, 671-680,
52. Press, W. H.; Planrrery-B. R; Teukolsky, S. A.; Verterling,

W. T. Numerical Recipes in Pascal; Cambridge, U.K.: Cam­
bridge University Press, 1989.

5~. Wan Abdullah, W. A. T. I. Compo PhyS.1994, 110,320-326,
54. Lide, D. R, Ed. esc fIandbook ofCliemistrynl1d Pliysics; 130<:<1

Raton, FL: CRC Press, 1993:
55. Chernushevich, I. V.; Ens, W.;Standmg, K. G. ProceedIl1gs of

the4:'jrd ASMS COI!jereI1CeOIl Mass Spectrollletry and Allied
Topics; Atlanta, GA, May 21-2q; 1995;FOD 10:30.

56. L66, J. A.; Ogorzalek Loo, R. R; Udseth, H.R; Fulton, J.L.;
Smith, R. D. Rapid COmmlll1. MassSpectrom. 1992, 6, 159-165,

57. Buck, M.; Radford, S. E.; Dobson; C. M.Bio¢lilJlliistry 1993, 32,
669-678.

58; Schwarz, F. P.; Kirchhoff, W. H. Thennochim. Acta 1988, 128,
267--'275.

59. Schwarz.T', P. Thennochim, Acta 1989, 14'7,7H~1,
60. Covey, T.; Douglas, b. J. I. Am.$oc. lvIassSpectrqm. 1993, It

616-623.
61. Cox, K. A.; Nlian,R. K;CoOks, R, G.; Kaiser, R E. J. All/.

Soc. tvrass SpectraII'. 1994, 5,127~136.

62.. Ikonomou, M. G.; Kebarle, P. lilt. [. Mass Spectl:Om. Ion
Processes 1992, 117, 2$3~298.

63. Langevin, I', Ann.ebi,n. Phys.19Q!i,5,245.




