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Abstract 

Recent advancements in machine learning (ML) techniques applied to underwater acoustics have significantly 
impacted various aspects of this field, such as source localization, target recognition, communication, and geoacous-
tic inversion. This review provides a comprehensive summary and evaluation of these developments. As a data-driven 
approach, ML played a pivotal role in discerning intricate relationships between input features and desired labels 
based on the provided training dataset. They are achieving success in ocean acoustic applications through ML hinges 
on several critical factors, including well-designed input feature preprocessing, appropriate labels, choice of ML 
models, effective training strategy, and availability of ample training and validation datasets. This review highlights 
noteworthy results from published studies to illustrate the effectiveness of ML methods in diverse application sce-
narios. In addition, it delves into the essential techniques employed within these applications. To understand the util-
ity of ML in underwater acoustics, one must analyze its advantages and limitations. This assessment will aid in identify-
ing scenarios where ML excels and those where it may face challenges. In addition, it provides insights into promising 
avenues for future research, shedding light on potential research directions that warrant exploration.

Keywords  Machine learning, Underwater acoustics, Source localization, Target recognition, Communication, 
Geoacoustic inversion

1  Introduction
In recent years, machine learning (ML), particularly deep 
learning (DL), has achieved remarkable breakthroughs 
in various fields, including image processing and speech 
recognition. ML has garnered widespread attention 
and witnessed significant development across different 
natural science domains. Bianco et al. (2019) provided a 
comprehensive overview of ML applications in multiple 
acoustic environments. In contrast, Niu et al. (2019a, b) 
examined ML techniques explicitly applied to under-
water source localization. In contrast to prior research 

efforts, this study takes a distinct approach by delivering 
an extensive review and summarization of the advance-
ments and distinctive features of ML methodologies in 
various noteworthy underwater acoustic applications 
from recent years. Within underwater acoustics, ML 
has subdomain applications such as source localization, 
target recognition, communication, geoacoustic inver-
sion, direction-of-arrival estimation, and line spectrum 
enhancement. This study primarily concentrates on 
the first four underwater acoustic challenges, offering a 
comprehensive summary of the research landscape, data 
preprocessing methods, ML models, learning strategies, 
dataset characteristics, and other pertinent aspects based 
on existing literature. In Section 2 through 5, we review 
and analyze source localization, target recognition, com-
munication, and geoacoustic inversion, respectively.

Following this analysis, we will expound on the poten-
tial benefits of employing ML in underwater acoustics. 
In addition, we outline the primary constraints and 
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obstacles that this integration encounters. Considering 
the evolution of ML techniques and the distinctive attrib-
utes of underwater acoustic scenarios, Section 6 provides 
a set of prospective research avenues for advancing the 
field of underwater acoustics through ML applications.

2 � Source localization
In underwater environments, when the sound source is 
located in different locations, the resulting sound field 
received varies, enabling the utilization of the received 
sound field for passive sound source localization. This 
process involves establishing a mapping relationship 
between the received sound field and the sound source’s 
location. Unquestionably, this mapping can be approxi-
mated by ML models when a significant amount of 
labeled training data is accessible.

ML has been applied to passive sound source localiza-
tion since the early 1990s. An example of such early work 
can be found in Steinberg et  al. (1991). These authors 
employed neural network techniques to localize an 
acoustic point source within a homogeneous medium. 
This pioneering study demonstrates the early adoption of 
ML methods for passive sound source localization tasks. 
In the same year, Ozard et al. (1991) applied associative 
feedforward neural networks with no hidden layers to 
localize a source in range and depth using the acoustic 
signal arriving at a vertical array of sensors. Although 
the number of hidden layers of neural networks used was 
no more than one, Steinberg et  al. (1991) found a gen-
eral characteristic of supervised learning methods: good 
interpolation ability and poor extrapolation ability. How-
ever, limited by the hardware capabilities and algorithms 
available then, ML methods faced challenges in dealing 
with source localization problems in realistic ocean envi-
ronments. Moreover, matched-field processing (MFP) 
stood as the prevailing passive localization algorithm and 
was undergoing rapid development during that period. 
Consequently, ML methods received little attention in 
underwater acoustics for an extended duration after that. 
Although MFP-related methods have made significant 
progress after decades of development and have been 
widely used in relevant engineering practices, they still 
encounter numerous difficulties and challenges in real-
world applications, such as environmental mismatch 
problems. It is worth noting that ocean waveguides 
exhibit intricate time-varying and space-varying char-
acteristics, and precise measurement-based determina-
tion of the ocean environment parameters is challenging. 
Consequently, achieving accurate modeling of the ocean 
environment is a formidable task. While the environmen-
tal mismatch issue in MFP can be mitigated by incor-
porating the uncertainty of environmental parameters, 
such as environmental focusing (Collins and Kuperman 

1991; Gerstoft 1994; Gingras and Gerstoft 1995), Bayes-
ian tracking (Dosso and Wilmut 2008, 2009), and sto-
chastic matched-field localization (Finette and Mignerey 
2018), these approaches often involve high computa-
tional costs, impeding real-time processing capabilities.

Owing to the rapid advancement of computer hard-
ware and ML theory, ML-related methods in underwa-
ter source localization have experienced a resurgence. 
This resurgence has also opened up a new avenue for 
addressing the environmental mismatch problem in MFP. 
Lefort et al. (2017) studied the localization performance 
of a nonlinear regression algorithm in fluctuating ocean 
environments using data from water tank experiments. 
The results demonstrate the advantages and potential 
of ML algorithms in the context of underwater source 
localization. Simultaneously, Niu et  al. (2017a, b) intro-
duced a practical class of ML-based underwater source 
localization methods. They systematically analyzed the 
sound source localization performance of three ML mod-
els: feedforward neural network (FNN), support vector 
machines (SVM), and random forest (RF), based on the 
Noisy09 experiment dataset. This research marked a sig-
nificant milestone as it systematically verified the feasibil-
ity of employing ML for underwater source ranging using 
sea trial data. Niu et  al. (2017a, b) studies demonstrate 
that an underwater source localization model trained 
directly using measured sound field data in test waters 
can effectively alleviate the environmental mismatch 
problem. Please refer to Fig. 1 for a visual representation 
of the findings.

Wang and Peng  (2018) trained a generalized regres-
sion neural network (GRNN) and an FNN for sound 
source ranging, utilizing a portion of the data from the 
SWellEx-96 experiment as the training dataset. The out-
comes reveal that both the GRNN and FNN exhibit a 
commendable localization performance surpassing that 
of MFP, as depicted in Fig. 2. This outcome provides fur-
ther evidence that the environmental mismatch problem 

Fig. 1  The figure on the left illustrates range predictions 
on Test-Data-1 by RF method for the frequency range of 300–950 Hz 
with a 10 Hz increment. Meanwhile, the figure on the right depicts 
the range predictions generated by Bartlett matched-field processing 
using the same dataset. The red lines in both figures correspond 
to the GPS-derived results. (Adapted from Niu et al. 2017b)
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can be substantially mitigated by incorporating measured 
data from the test waters as training samples.

While ML models can be trained using experimental 
data, there is a limitation due to the scarcity of ocean 
acoustic experimental data that includes source loca-
tion labels. This scarcity makes training ML models for 
ocean sound source localization cumbersome. Huang 
et al. (2018) employed numerical simulations to generate 
synthetic training data to address this issue. They noted 
that the simulation data can be effectively incorporated 
to enhance performance when experimental data are 
insufficient, as long as the test environment aligns with 
the simulation data. The data processing outcomes from 
the Yellow Sea experiment support this assertion. In this 
experiment, only simulation data were employed to train 
a deep neural network (DNN) for source localization, 

and the results, as shown in Fig. 3, reveal that the source-
ranging performance of the DNN surpasses that of MFP.

Similar to environmental focusing (Collins and Kuper-
man 1991;  Gerstoft 1994; Gingras and Gerstoft 1995; 
Collins and Kuperman 1991) and Bayesian tracking 
(Dosso and Wilmut 2008, 2009), the robustness of ML 
ranging and localization models can be significantly 
enhanced by considering the distribution of environmen-
tal parameters (Niu et  al. 2019a, b; Liu et  al. 2020a, b) 
during the preparation of training data using numerical 

methods. Liu et al. (2020a, b) introduced a novel multi-
task learning (MTL) approach, incorporating adaptively 
weighted losses within a convolutional neural network 
(CNN) for source localization in deep-ocean environ-
ments. Simulation results and tests conducted using real 
data from the South China Sea experiment demonstrate 
that, compared to conventional MFP, CNN with MTL 
exhibits superior performance and increased robustness, 
particularly in scenarios involving array tilt within the 
deep-ocean environment (as depicted in Fig.  4). Impor-
tantly, because of the offline nature of the training pro-
cess, ML models offer improved real-time performance 
compared with environmental focusing and Bayesian 
tracking.

In ocean areas with limited environmental data, there 
is a need for both measured acoustic data and suitable 

environmental models to generate an extensive set of 
accurately labeled training data for ML models. Wang 
et al. (2019a) employed deep transfer learning (DTL) for 
sources ranging in uncharted deep-sea regions to address 
this challenge. DTL facilitates the transfer of predic-
tive capabilities from a trained DNN to a new, similar 
environment by sharing some DNN parameters while 
relearning others. Within the framework of DTL, Wang 
et  al. (2019a) initially trained a pretrained CNN using 
replicated sound field data generated from historical 

Fig. 2  Localization results were obtained from the complete 75 min dataset using GRNN, FNN, and MFP. The top section illustrates the narrowband 
scenario at 232 Hz for the shallow source, while the bottom section depicts the narrowband scenario at 338 Hz for the deep source. In 
both scenarios, a and d represent the results obtained with GRNN; b and e correspond to the outcomes achieved with FNN; and c and f indicate 
the results obtained through MFP. (Adapted from Wang and Peng 2018)
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environment information. Subsequently, they fine-tuned 
specific parameters of the CNN using a limited dataset 
collected at sea for source-ranging purposes. Although 
DTL has exhibited promise in improving ranging per-
formance in data-poor regions, it encounters challenges 
when labeled acoustic field data are unavailable for such 
areas. An alternative approach to enhance the ranging 
performance of ML models in unfamiliar environments 
is to bolster their generalization capabilities. Taking the 

FNN as an example, it is well established that the gen-
eralization ability of FNNs can be improved by applying 
the early stopping technique. A fundamental concern 
revolves around determining the optimal stopping point 
during FNN training to ensure optimal ranging perfor-
mance in the testing environment. Chi et al. (2019) intro-
duced a fitting-based early stopping (FEAST) method 
to evaluate the FNN’s ranging error on test data where 
the source-to-receiver distance is unknown. The core 

Fig. 3  Source ranging based on experimental data. a The results were derived from a DNN trained using simulated data at a water depth of 35.5 
and 36 m and b the results generated by the MFP technique, especially applied to a water depth of 36 m. (Adapted from Huang et al. 2018)

Fig. 4  The MTL–CNN-2 model’s predictions for both ranges a and depths b are based on real data obtained from the South China Sea 
experiment. (Adapted from Liu et al. 2020b)
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concept of FEAST is as follows: In the testing environ-
ment, testing data samples are sequentially fed into the 
FNN based on their chronological order. The FNN out-
put results are then fitted with a simple curve on the 
time-distance plane. Assuming that the source trajectory 
adheres to the constraints of a simple curve, the deviation 
between the FNN’s output results and the fitted curve 
indicates the FNN’s ranging error. Using FEAST, train-
ing is halted when the evaluated ranging error reaches 
its minimum on the test data. The effectiveness of 
FEAST is demonstrated using data from the SWellEx-96 
experiment.

Previous research on ML-based ranging has focused 
on range-independent ocean waveguides, with limited 
exploration into range-dependent scenarios. In contrast 
to range-independent waveguides, generating training 
data for range-dependent waveguides using numerical 
methods poses more significant challenges. On one hand, 
computing the sound field in a range-dependent ocean 
waveguide is time-consuming. However, describing 
diverse range-dependent waveguides with finite parame-
ters is a complex task. Li et al. (2020b) introduced a novel 
random mode-coupling matrix model to address this 
challenge. This model was designed to facilitate training 
data generation for range-dependent waveguides. The 
proposed model was applied to recover Acoustic Inter-
ference Striations (AISs) within a nonlinear internal wave 
environment using a U-Net, as illustrated in Fig.  5. The 
random mode-coupling matrix model uses random sam-
pling to construct the mode-coupling matrix, combin-
ing the mathematical framework of the mode-coupling 
matrix with statistical principles. Consequently, the prep-
aration speed of training data for the random mode-cou-
pling matrix model significantly outperforms traditional 
simulation methods.

Continued advancements in ML application to source 
localization have led to significant progress in recent 
years. Researchers have successfully used ML methods 
for single hydrophone-based source localization (Niu 
et al. 2019a, b; Liu et al. 2021c; Goldwater et al. 2023) as 
well as for the localization of multiple sources (Liu et al. 
2021d). Liu et  al. (2021d) introduced the application of 
a gated feedback recurrent unit network (GFGRU) for 
multiple source localization within the direct arrival 
zone of the deep ocean. The results indicate that GFGRU 
exhibits behavior similar to that of SBL and offers mod-
est improvements in localization performance compared 
with Bartlett MFP and FNN, particularly in scenarios 
involving array tilt mismatch. In a real experimen-
tal dataset collected in the South China Sea, GFGRU, 
unlike Bartlett MFP, demonstrates reduced ambiguity 

in multisource localization and effectively distinguishes 
between two closely spaced sources, as illustrated in 
Fig. 6.

Some studies (Van  Komen et  al. 2020; Neilsen et  al. 
2021) have also explored using time series or long-time 
time-frequency spectrograms as input features to esti-
mate source locations and seedbed types concurrently. 
Furthermore, researchers have applied ML methods to 
estimate modal wavenumbers (Niu et  al. 2020; Li et  al. 
2023b), which can be employed for source localization. A 
summary of the ML-based source localization methods is 
provided in Table 1.

3 � Target recognition
3.1 � Background
Underwater acoustic target recognition is a vital ele-
ment in underwater acoustics. Its primary objective is to 
identify underwater targets by analyzing their emitting 
sounds (Yang et al. 2020). This technology has broad util-
ity in automating maritime traffic monitoring, identifying 
noise sources in ocean environmental monitoring sys-
tems, and enhancing security defense measures.

Underwater acoustic target recognition presents a 
formidable challenge, often accompanied by numerous 
practical obstacles (Dong et  al. 2021;  Xie et  al. 2022a; 
Zhang et  al. 2022b). Various factors, including intricate 
underwater environments, unpredictable transmission 
channels, and the volatile motion states of vessels, com-
pound the complexity of analyzing underwater acoustic 
signals. The manual recognition of underwater acoustic 
features and targets requires significant human effort, 
which poses limitations in meeting practical demands 
(Xie et  al. 2022a). Furthermore, discriminative patterns 
may exist in the data that are not easily discernible by 
human cognition (Bianco et al. 2019). Consequently, the 
emphasis of research has gradually shifted toward auto-
matic underwater acoustic target recognition.

The automatic underwater acoustic target recogni-
tion system follows the paradigm of acoustic pattern 
recognition tasks and primarily comprises three key 
components: preprocessing, acoustic feature extrac-
tion, and the recognition module. Preprocessing strate-
gies are employed to amplify target signals and mitigate 
irrelevant interference, thus enhancing the accuracy 
and robustness of the recognition system. Subsequently, 
acoustic feature extraction methods transform the pro-
cessed signals into informative and low-dimensional 
acoustic features. Recognition models that leverage sta-
tistical methods, linear or nonlinear classifiers, or neural 
networks extract knowledge from these input features 
and predict potential underwater targets. Notably, ML 
techniques have ushered in significant advancements in 
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automating preprocessing, intelligent feature extraction, 
and enhancement of pattern recognition capabilities.

In recent years, the development of ML algorithms and 
the accumulation of extensive databases have catalyzed 
a surge in research focused on automatic underwater 
acoustic target recognition. Researchers have dedicated 
significant efforts to creating automated systems that 
are both reliable and robust. Research in this field can 
be categorized into several directions. Some studies aim 
to optimize preprocessing algorithms to address back-
ground noise, signal interference, low signal-to-noise 
ratio (SNR), and limited data quantity (Zhou and Yang 
2020; Dong et  al. 2021). Others concentrate on devel-
oping intelligent feature extraction methods tailored to 

the unique characteristics of underwater acoustic sig-
nals (Jiang et  al. 2020, 2021). Specific investigations are 
dedicated to constructing adaptive and accurate recogni-
tion models capable of effectively discerning underwater 
signals (Zhang et  al. 2022b). In addition, some studies 
have focused on differentiating surface and underwater 
acoustic targets based on acoustic field characteristics 
rather than source features (Zhang et al. 2022a; Yu et al. 
2023). In the following sections, we provide a compre-
hensive overview of the relevant scientific research in this 
domain.

Fig. 5  a The input to the U-Net is a distorted AIS, while its output is the recovered AIS. The undistorted AIS serves as the corresponding label. 
Each box in the U-Net represents convolution layer(s), with the number of channels indicated at the top of the box. The x-y-size and the number 
of convolution layers are provided at the lower edge of the box. b Normalized b distributions of the distorted AIS, the recovered AIS, and the label. 
c Ranging results were obtained using the recovered AIS. Circles represent varying results for the Sech–NLIW case, while crosses represent varying 
results for the Rech–NLIW case. (Adapted from Li et al. 2020b)
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3.2 � Preprocessing methods
Due to marine environments’ complexity, underwater 
recognition systems often face challenges in achieving 
satisfactory generalization performance in real-world 
scenarios. To mitigate this issue, many researchers 
employ preprocessing techniques on signal records to 
minimize the impact of interference on recognition sys-
tems. For example, denoising algorithms are widely used 
to address ambient noise (Yang et al. 2022), pulse signals 
(Wang et  al. 2022a), and self-noise in complex marine 
environments. Furthermore, filtering techniques, includ-
ing band-pass and adaptive filtering, are commonly 
applied during the preprocessing stage. Currently, sig-
nal-processing algorithms continue to dominate in this 
domain. However, several preprocessing methods based 
on ML have emerged in recent years, showing promis-
ing performance. For instance, researchers have devel-
oped data-driven denoising encoders (Dong et  al. 2022) 
to reduce noise interference adaptively. These machine-
learning-based preprocessing methods can autono-
mously learn relevant parameters, thus alleviating the 
burdensome task of manual parameter adjustment and 
significantly reducing time costs.

3.3 � Acoustic feature extraction
Acoustic feature extraction is pivotal in underwater 
acoustic target recognition because it transforms a time 
series of signals into representative features that encap-
sulate specific data attributes (Bianco et al. 2019). These 
features must effectively capture the intrinsic charac-
teristics of underwater acoustic signals while remaining 
resilient to environmental variations such as ocean noise 
(Xie et  al. 2022b), distortion, and variations in source-
target distance (Xie et  al. 2022a). Traditional feature 
extraction methods in this field encompass time-domain, 
frequency-domain, and time-frequency features. Fur-
thermore, this study introduces feature extraction meth-
ods rooted in ML techniques.

Time-domain features in acoustic signals analysis are 
typically derived from the statistical properties of the 
signals. These features are crucial in quantifying vari-
ous aspects of the signal’s characteristics. For instance, 
energy-based features such as short-time average energy, 
peak energy, energy difference, and energy entropy 
have been widely applied to assessing acoustic signals’ 
strength or power. Additionally, several other commonly 
utilized time-domain features, including zero crossing 
rate, autocorrelation, and amplitude envelope (Boashash 

Fig. 6  a Conventional beamforming results. Shaded areas represent samples with an SSR below 3 dB. b Bartlett results without SVD preprocessing. 
c Bartlett results with SVD preprocessing. d GFGRU results without SVD preprocessing. e GFGRU results with SVD preprocessing. We have plotted 
the fifteen highest peaks as the number of sources is unknown. Circles indicate the actual ranges of the experimental ship. (Adapted from Liu 
et al. 2021d)
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and O’shea 1990), as well as short-time mean amplitude 
difference (Jiang et  al. 2020), are extensively employed 
in recognition of underwater targets. These features are 
invaluable for capturing signals’ amplitude and temporal 
attributes, enabling the analysis of critical characteris-
tics of underwater sound propagation. Such studies can 

offer insights into specific target identification or the 
differentiation of various noise types within underwater 
environments.

Frequency-domain features are derived by transform-
ing acoustic signals into the frequency domain using 
short-time Fourier transform and wavelet transform. 

Table 1  Summary of source localization methods using ML

Category Subcategory Literature

Training data Simulated data Huang et al. 2018; Chi et al. 2019; Niu et al. 2019a, b; Liu et al. 2020b; Li et al. 
2020b; Van Komen et al. 2020; Chen and Schmidt 2021; Liu et al. 2021c, d; Neilsen 
et al. 2021; Goldwater et al. 2023

Real data Lefort et al. 2017; Niu et al. 2017a, b; Wang and Peng 2018; Ferguson et al. 2019; 
Yangzhou et al. 2019; Ferguson 2021

Mixed data Wang et al. 2019a; Wang et al. 2020b; Liu et al. 2020a; Ge et al. 2022

Preprocessed features Frequency-domain pressure Lefort et al. 2017; Wang et al. 2019a

Time-domain waveform Huang et al. 2018; Van Komen et al. 2020; Goldwater et al. 2023

Sample covariance matrix Niu et al. 2017a, b; Wang and Peng 2018; Chi et al. 2019; Yangzhou et al. 2019; 
Chen and Schmidt 2021; Liu et al. 2021d; Ge et al. 2022

Eigenvectors Huang et al. 2018

Time-domain autocorrelation function Liu et al. 2021c

Pressure magnitude Niu et al. 2019a, b; Liu et al. 2020a

Cepstrogram Ferguson et al. 2019; Ferguson 2021

Beamformed output Wang et al. 2020b

Time(range)-frequency spectrograms Li et al. 2020b; Neilsen et al. 2021

Output Classification Niu et al. 2017a, b; Chi et al. 2019; Niu et al. 2019a, b; Wang et al. 2019a; Chen 
and Schmidt 2021; Wang et al. 2020b; Ge et al. 2022

Regression Lefort et al. 2017; Niu et al. 2017a, b; Huang et al. 2018; Wang and Peng 2018; 
Ferguson et al. 2019; Yangzhou et al. 2019; Liu et al. 2020a, b; Li et al. 2020b; Van 
Komen et al. 2020; Chen and Schmidt 2021; Ferguson 2021; Neilsen et al. 2021

ML backbone models FNN/SVM/RF Niu et al. 2017a, b; Chi et al. 2019; Yangzhou et al. 2019

GRNN Wang and Peng 2018

ResNet Niu et al. 2019a, b

U-Net Li et al. 2020b

Xception Liu et al. 2021c

GFGRU​ Liu et al. 2021d

Other variants of convolutional networks Huang et al. 2018; Ferguson et al. 2019; Liu et al. 2020a, b; Van Komen et al. 
2020; Chen and Schmidt 2021; Ferguson 2021; Neilsen et al. 2021; Ge et al. 2022; 
Goldwater et al. 2023

Learning strategies Early stopping with the additional constraint Chi et al. 2019

Multitask learning Liu et al. 2020b; Ferguson 2021; Neilsen et al. 2021

Transfer learning Wang et al. 2019a; Wang et al. 2020b; Ge et al. 2022

Data augmentation Ferguson et al. 2019; Liu et al. 2021c; Neilsen et al. 2021

Data sets Shallow water Lefort et al. 2017; Niu et al. 2017a, b; Chi et al. 2019; Ferguson et al. 2019; 
Yangzhou et al. 2019; Li et al. 2020b; Van Komen et al. 2020; Chen and Schmidt 
2021; Ferguson 2021; Neilsen et al. 2021; Goldwater et al. 2023

Deep ocean Wang et al. 2019a; Wang et al. 2020b; Liu et al. 2020b; Liu et al. 2020a; Liu et al. 
2021c; Liu et al. 2021d

Receiver type Vertical array Lefort et al. 2017; Niu et al. 2017a, b; Huang et al. 2018; Chi et al. 2019; Wang et al. 
2019a; Liu et al. 2020b; Wang et al. 2020b; Chen and Schmidt 2021; Neilsen et al. 
2021; Ge et al. 2022

Horizontal array Li et al. 2020b; Ferguson 2021

Single sensor Niu et al. 2019a, b; Ferguson et al. 2019; Van Komen et al. 2020; Liu et al. 2021c; 
Goldwater et al. 2023
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These methods offer an efficient means of extract-
ing spectral, harmonic, and phase characteristics from 
signals, often instrumental in distinguishing various 
underwater targets. Commonly employed frequency-
domain features encompass the power spectrum (Hem-
minger and Pao 1994), Mel spectrum (Wang et  al. 
2019b; Liu et  al. 2021a), Mel-frequency cepstral coef-
ficients (MFCCs) (Wang et  al. 2016), DEMON (detec-
tion of envelope modulation on noise) spectrum (Li et al. 
2022b), spectral sub-band centroid (Chen and Xu 2017), 
and spectra based on LOFAR (low-frequency analysis 
and recording) (Li et al. 2022b), Hilbert Huang transform 
(comprising empirical mode decomposition and Hilbert 
spectral analysis) (Zeng and Wang 2014; Jin et al. 2023), 
wavelet transform (Khishe 2022; Xie et al. 2022a, b), and 
constant Q transform (Cao et al. 2018; Irfan et al. 2021). 
In addition, time-frequency spectrograms can be gener-
ated by concatenating framed frequency-domain features 
along the time dimension. Time-frequency spectrograms 
concurrently capture temporal and frequency informa-
tion, rendering them potent tools for feature extraction in 
underwater acoustic target recognition (Liu et al. 2021a).

Furthermore, with the advancement of ML algorithms, 
data-driven neural networks have also found application 
in feature extraction. Numerous studies have used neu-
ral networks, such as CNNs (Irfan et al. 2021; Xie et al. 
2022a), recurrent-wavelet architectures (Khishe 2022), 
and embedding memory units (Wang et  al. 2022a, b), 
including autoencoders, to extract high-dimensional rep-
resentations. These representations provide an enhanced 
characterization of the training data distribution and 
automatically capture profound semantic information as 
highly adaptable learners. Significantly, they demonstrate 
satisfactory recognition when dealing with abundant, 
high-quality data. However, they often lack explicit phys-
ical meaning and interpretability.

Recognizing the ongoing importance of traditional 
features in contemporary underwater acoustic recog-
nition systems is crucial. Traditional features offer a 
more transparent physical interpretation and showcase 
robustness and generalization capabilities. While the 
ML-based approaches excel at capturing intricate pat-
terns, traditional features remain indispensable com-
ponents of the recognition framework. Their explicit 
physical interpretation enhances the system’s compre-
hension and ensures resilience across various scenarios.

3.4 � Recognition module
The recognition module automatically identifies under-
water targets using the extracted features. This module 
essentially recognizes underwater acoustic targets by 
discerning patterns within the features. Underwater 

acoustic target recognition primarily comprises two 
principal paradigms: traditional ML-based and DL-
based approaches.

Conventional traditional ML-based approaches typi-
cally involve an initial step of selecting discriminative 
features, followed by the use of ML algorithms such as 
Naïve Bayes, SVMs (Wang and Zeng 2014), k-nearest 
neighbor (KNN) (Ke et al. 2020; Jin et al. 2023), Gauss-
ian mixture model (Wang et  al. 2019b), or RFs (Wang 
et al. 2023) to make target class predictions. However, 
these traditional ML approaches heavily rely on manual 
engineering features that can effectively represent tar-
get information. This process is time-consuming and 
may introduce subjectivity.

DL-based approaches have demonstrated exceptional 
performance across various recognition tasks, includ-
ing underwater acoustic target recognition. DL algo-
rithms, such as DNNs (Irfan et  al. 2021), CNNs (Cao 
et al. 2018; Irfan et al. 2021; Liu et al. 2021a; Ren et al. 
2022; Xie et al. 2022a), recurrent neural networks (Liu 
et al. 2021a; Khishe 2022), transformers (Feng and Zhu 
2022; Li et al. 2022a) and their variations, can automati-
cally extract features from raw acoustic data, eliminat-
ing the need for manual feature engineering. DL-based 
approaches typically require substantial amounts of 
labeled data to train the models. However, they often 
achieve superior accuracy and robustness compared 
with traditional ML-based techniques. Moreover, DL 
methods rely less on prior knowledge and can recog-
nize unseen data in real-world scenarios.

As depicted in Fig.  7, we present a visualization of 
the experimental results reported by Irfan et al. (2021). 
The figure displays the recognition accuracy of eight 
models: Naïve Bayes, KNN, SVM, RF, DNN, CNN, 
Inception Network, and Residual Network, across four 
distinct acoustic features: Mel spectrogram, Gam-
matone spectrogram, CQT spectrogram, and wavelet 
packets. The DNN-based methods demonstrate mark-
edly superior recognition accuracy compared to tradi-
tional ML algorithms.

3.5 � Optimization of training strategies
In addition to feature extraction methods and recogni-
tion models, a substantial portion of research has been 
dedicated to optimizing training strategies. The limited 
availability of data in underwater acoustic recognition 
tasks presents a significant challenge, as it renders recog-
nition systems susceptible to overfitting and diminishes 
their capacity for generalization. Numerous advanced 
training strategies have been proposed to create more 
resilient recognition systems to tackle this issue.

These strategies encompass both manually designed 
and automatically generated augmentation techniques. 
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Manual-designed augmentation techniques involve 
modifying the training data, such as simulating channel 
modeling (Li et  al. 2023a) and introducing simulated 
background noise (Kim et  al. 2021). These techniques 
simulate various real-world conditions and augment 
the diversity of the training data, thus bolstering the 
system’s generalization ability. In addition to man-
ual-designed augmentation, automatic augmentation 
methods have garnered considerable attention. These 
techniques leverage ML algorithms to generate syn-
thetic or perturb existing data. Examples of automatic 
augmentation techniques include spectrogram masking 
(Liu et  al. 2021a), generative adversarial networks (Jin 
et al. 2020), and signal reconstruction (Luo et al. 2021). 
To further address data scarcity, some researchers use 
unlabeled data to construct self-supervised or unsuper-
vised learning recognition systems (Wang et al. 2022b). 
In contrast, others incorporate additional data from 
different domains for transfer learning (Li et al. 2023a). 
Additionally, fusion methods, such as feature inte-
gration (Ke et  al. 2020;  Liu et  al. 2021a) at the feature 
level and model ensemble at the model level, are widely 
employed to build robust recognition systems. These 
approaches enhance the model’s generalization perfor-
mance through additional data and mitigate overfitting 
in the recognition model.

3.6 � Public databases and benchmarks
The challenges and high costs associated with under-
water signal acquisition (Santos-Domínguez et  al. 2016; 
Irfan et  al. 2021), coupled with limited data availabil-
ity and restrictions due to security and military appli-
cations, have contributed to the scarcity of real-world 
underwater signal data. Previous research relied heavily 
on simulated signals with predetermined characteristics 
like speed, direction, and distance. However, comprehen-
sively simulating the exceedingly complex interference 
factors in underwater environments solely through simu-
lated signals is nearly impractical. The disparity between 
simulated signals and real-world scenarios often leads to 
reduced generalization performance of recognition sys-
tems. With advancements in acquisition technology and 
growing demands from the research community, two 
publicly released real-world underwater acoustic data-
bases have become fundamental resources for recent 
work in this field. These databases offer authentic and 
diverse datasets that better mirror actual scenarios. Con-
sequently, much recent research has been based on these 
publicly available databases and has yielded promising 
results (Santos-Dominguez et  al. 2016; Ke et  al. 2020; 
Khishe 2022; Ren et  al. 2022; Xie et  al. 2022a, b). The 
details of the two databases are provided in Table 2. One 
of these, ShipsEar (Santos-Domínguez et al. 2016), com-
prises 90 records of ship and boat sounds from 12 differ-
ent types (dredgers, fishing boats, trawlers, mussel boats, 

Fig. 7  Accuracy comparison between traditional ML algorithms (in purple) and DL-based methods (in yellow) on the DeepShip dataset. (Adapted 
from Irfan et al. 2021)
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tugboats, motorboats, pilot boats, sailboats, passenger 
ferries, ocean liners, Ro-Ro vessels, and background 
noise recordings), totaling 2.94 h of recordings. In addi-
tion to audio records, ShipsEar offers supplementary 
information, such as the target images, localization data, 
acquisition time, channel depth, wind, conditions, dis-
tance, atmospheric and oceanographic data, and notes. 
This additional information allows for a more compre-
hensive and detailed acoustic data analysis. The other 
database, DeepShip (Irfan et al. 2021), consists of 47.07 h 
of real-world underwater recordings of 265 ships catego-
rized into four classes (tugboats, cargo ships, oil tankers, 
and passenger ships). The extensive scale of DeepShip 
effectively meets the data requirements of data-driven 
ML algorithms.

These two databases serve as a valuable benchmark for 
research in this field. Both databases must provide an 
official data division, such as training, validation, or test 
sets, for evaluating recognition tasks. Consequently, the 
reported results in the current studies are not directly 
comparable. Existing research has demonstrated that dif-
ferent division methods notably impact reported results 
(Liu et  al. 2021a). A common practice involves dividing 
each audio record into multiple segments and randomly 
assigning them to training and test sets, which can result 
in some samples in the test set and training sets belong-
ing to the same record. Given that the ship-radiated noise 
signals tend to be relatively stable over some time, DNN-
based methods can easily achieve high performance 
through overfitting in such cases. Therefore, it is advis-
able to split the training and test sets based on entire 
audio records to prevent information leakage (Santos-
Domínguez et al. 2016; Irfan et al. 2021; Liu et al. 2021c; 
Xie et al. 2022a; Xu et al. 2023). We hope further research 
efforts will standardize the division method to enable 
researchers to conduct more rigorous validations and 
comparisons.

4 � Communication
Over the years, underwater acoustic (UWA) communi-
cation technology has evolved significantly, progressing 
from incoherent to coherent communication and from 
single-carrier to multicarrier communication, as exem-
plified by orthogonal frequency division multiplexing 
(OFDM). The demand for increased data rates and wider 

bandwidth in underwater communication is steadily 
growing (Li et  al. 2008). Concurrently, underwater net-
working technology is gaining popularity, and multimode 
networks can effectively facilitate information exchange 
and sharing (Sozer et al. 2000). However, the UWA chan-
nel encounters a series of challenges, including multipath 
effects, rapid fading, and significant background noise 
due to underwater sound propagation’s intricate and 
dynamic nature (Qarabaqi and Stojanovic 2013). These 
challenges present substantial obstacles to reliable under-
water information transmission.

In summary, given the substantial growth in the 
demands for underwater communication, traditional 
communication technology rooted in modular and 
model-driven approaches is encountering limitations. 
As underwater communication grapples with increas-
ingly complex environmental dynamics and multiple 
dimensions of network resources demand precise con-
figuration with fine-grained accuracy, traditional UWA 
communication technology will be subjected to rigor-
ous assessments of accuracy and robustness. Implies that 
communication models built upon expert knowledge also 
exhibit certain limitations.

The application diagram of ML in UWA communica-
tion is shown in Fig. 8. Typical application scenarios that 
combine UWA communication with ML include the 
following: (a) The physical layer, primarily for commu-
nication between nodes, includes tasks such as under-
water channel estimation and equalization (Chen et  al. 
2018; Zhang et  al. 2019, 2021b, 2022d, 2022e), under-
water adaptive modulation and coding (Fu and Song, 
2018; Zhang et  al. 2022g), communication quality pre-
diction (Lucas and Wang 2020;  Chen et  al. 2021), and 
UWA communication signal detection (Chu et al. 2023). 
(b) The network layer, which encompasses aspects such 
as cluster-based routing protocols (Chen et  al. 2022; 
Geng  and Zheng  2022), optimal power allocation (Xiao 
et al. 2019; Wang et al. 2020a), and underwater network 
security (He et  al. 2020; Mary et  al. 2021). As research 
on underwater communication technology continues to 
advance, these research topics are accompanied by grow-
ing demands for intelligent and integrated underwater 
equipment. This trend presents new challenges related 
to the rapid increase in data volume, the dynamic nature 
of UWA application scenarios, and heightened security 

Table 2  Information of ShipsEar and DeepShip

Dataset Location Record Type Duration (h) Sample rate (Hz) Extra info

ShipsEar Georgia Delta node 
near Canada

90 12 2.94 52734 Yes

DeepShip Spanish Atlantic coast 
in Northwest Spain

265 4 47.07 32000 None
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requirements. ML offers new solutions to address the fol-
lowing challenges:

(a) Big Data versus DNNs: With the development 
of underwater information acquisition technology, 
a substantial volume of experimental data has been 
accumulated. This wealth of information requires 
further integration, distillation, and refinement. DL 
methods effectively consolidate and extract informa-
tion from data (LeCun et al. 2015).
(b) Complex and Dynamic Environments versus 
Transfer Learning: The marine environment is com-
plex and varied. It necessitates ML models with solid 
robustness to quickly adapt to unfamiliar surround-
ings, thereby enabling UWA communication in 

diverse scenarios. Transfer learning emphasizes using 
past knowledge and experience to guide learning in 
new tasks (Weiss et  al. 2016). This ML approach is 
fundamental for achieving general artificial intel-
ligence and is the primary method for breaking free 
from fixed-scene UWA communication.
(c) Multinode Network versus Reinforcement Learn-
ing: Underwater networking introduces challenges 
related to information fusion and intelligent inter-
actions among multiple agents. With reinforce-
ment learning, underwater multiagent systems learn 
habitual behaviors that maximize utility through 
direct interactions with the environment. They sub-
sequently accomplish more complex tasks through 

Fig. 8  ML-based UWA communications
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interaction and decision-making in high-dimensional 
and dynamic real-world settings (Mnih et al. 2015).
(d) Data Security versus Federated Learning: Ensur-
ing the privacy and security of UWA networking and 
communication data is paramount. Federated learn-
ing has emerged as an efficient method for preserving 
privacy (McMahan et al. 2017; Li et al. 2020a). This 
distributed ML approach can derive a comprehen-
sive learning model through decentralized training 
and parameter sharing among participants without 
directly accessing the data sources. Minimizing the 
risk of data breaches while ensuring privacy and ena-
bling model training on extensive datasets achieves 
these objectives.

As illustrated in Fig. 8, the physical layer of UWA com-
munication is the foundation for the entire communi-
cation system. Numerous practical investigations have 
underscored the importance of advancing physical layer 
technology in enabling breakthroughs across the field. 
Currently, it stands as a pivotal research direction. In 
this context, channel estimation and equalization form 
the bedrock and nucleus of high-quality communication 
implementation within the physical layer. They are criti-
cal links connecting various modules within the physi-
cal layer. The subsequent sections provide an in-depth 
review of a particularly noteworthy application in com-
munication architecture: UWA channel estimation and 
equalization.

Table  3 summarizes typical studies that apply ML 
models for UWA channel estimation and equalization, 
providing brief descriptions of the models used, commu-
nication systems involved, features employed, datasets 
utilized, model performance, and main contributions.

In early studies involving DNN-aided channel estima-
tion, researchers aimed to replace traditional channel 
estimation and equalization modules with various depth 
network structures. This yielded improved performance 
results approaching the minimum mean square error 
(MMSE) solution. These studies employed typical net-
work structures such as the multilayer perceptron (MLP) 
(Chen et  al. 2018), which consisted of fully connected 
neural networks with five layers having 1024, 1500, 600, 
128, and 32 neurons, respectively (Zhang et  al. 2019). 
Additionally, relatively efficient lightweight DNN struc-
tures were explored (Jiang et al. 2019). However, a chal-
lenge arises when dealing with complex-valued UWA 
communication signals, often reshaped as two parallel 
real-valued tensors (with real and imaginary parts treated 
separately) for input into the network. This approach 
could waste memory resources and slow down the train-
ing process. Researchers designed a complex-valued net-
work ( C-DNN) for UWA channel estimation to address 

these challenges, as illustrated in Fig.  9 (Zhang et  al. 
2022c). Experiments conducted using the Watermark 
dataset measured at sea demonstrated that the com-
plex-valued model can achieve nearly optimal channel 
tracking performance while conserving 50% of spatial 
resources compared with its real-valued counterparts.

Researchers have recently emphasized addressing prac-
tical issues in UWA communication through ML. Of 
notable interest are the challenges stemming from the 
scarcity of UWA data, which gives rise to the few-shot 
problem, and the intricate and dynamically challenging 
UWA environment, which leads to domain mismatch. 
This section delves into some noteworthy studies that 
have tackled these challenges.

4.1 �  Few‑shot problem in UWA communications
The domain of UWA communication presents a few-
shot problem that stems from the challenges associ-
ated with efficiently collecting UWA data. Factors 
such as demanding sea trial conditions lead to high 
acquisition costs, resulting in limited samples col-
lected within a finite time frame. More data is needed 
to ensure effective model training, leading to overfit-
ting. To address this issue, data augmentation, a widely 
employed technique in various ML domains, generates 
additional data from the limited dataset. By leveraging 
communication signal processing techniques, research-
ers incorporate perturbations and interferences com-
monly encountered in UWA communication scenarios, 
including timing errors, Doppler shift, and noise inter-
ference, into data augmentation to expand the data-
set. One common approach involves the application of 
symbol timing offset ŷ(n) = y(n+ ε) and Doppler shift 
y(n) = y[(1+ σ)n] to the original data, as outlined in 
previous literature (Zhao et  al. 2022). This study ana-
lyzes the performance enhancement achieved through 
data augmentation using simulated data, building upon 
this method. This analysis validates the effectiveness of 
the proposed approach.

In addition, Zhang et  al. (2022f ) identified the poten-
tial mechanism behind model performance degradation 
resulting from insufficient UWA samples. They empha-
sized the significance of fast-fading perturbations occu-
pying the channel structure’s high-frequency range. 
These components are crucial in enabling the model to 
attain sufficient training and acquire knowledge of chan-
nel distribution characteristics in specific UWA envi-
ronments, thereby preventing overfitting. Building upon 
this theoretical analysis, the authors proposed an EMD-
based data augmentation method that decomposes the 
channel and employs random replay to expand the chan-
nel samples (Zhang et  al. 2022f ), as depicted in Fig.  10. 
The feasibility of the data augmentation method was 
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Fig. 9  a C-DNN for UWA communication system. b Time-varying UWA channel reconstruction and channel estimation error using the C-DNN 
estimator. (Adapted from Zhang et al. 2022c)
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demonstrated through the experimental results shown in 
Fig. 11.

4.2 � Environmental mismatch in UWA communications
In underwater acoustic (UWA) communication, the 
environmental mismatch problem arises because of the 
time–space-varying characteristics of the UWA chan-
nel. This variability poses a substantial challenge for the 
seamless transition of offline-trained models to online 
applications, particularly when environmental conditions 
change.

Currently, prevalent ML-based UWA communication 
system designs predominantly employ the conventional 
step-by-step iterative training approach, which unfortu-
nately yields suboptimal model portability. Consequently, 
when the UWA communication environment undergoes 
alterations, a substantial volume of data from the new 
setting becomes necessary for retraining or fine-tun-
ing purposes. This dependency on extensive retraining 
severely limits the model’s generalizability.

To tackle the issue of source-target domain mismatch, 
researchers have suggested a meta-learning approach 
that incorporates meta-learning techniques into UWA 
channel estimation and equalization (Zhang et al. 2021a). 
This method enables swift adaptation to unfamiliar UWA 
environments in instances of environmental mismatch.

The researchers have developed a UWA-OFDM multi-
task training platform based on a meta-learning training 
strategy, as illustrated in Fig.  12. The training tasks are 
drawn from known UWA communication task datasets 
(simulation or historical data) in various environments. 
In contrast, the target tasks are derived from com-
munication sampling data in unknown environments. 
Through the meta-learning training process, the neural 
network model can rapidly discover parameter solutions 
that apply to unknown tasks within the parameter space. 
Consequently, it exhibits greater expressive power than 
traditional training methods for target tasks.

This study compared the meta-learning method’s per-
formance of transfer speed and error rate with conven-
tional ML training methods. As depicted in Fig. 13, the 
experimental results demonstrate that the meta-learning-
based model achieves convergence in unknown environ-
ments in just 100 iterations, whereas the model trained 
using traditional methods requires approximately 5000 
iterations to reach convergence. The proposed method 
notably enhances response speed and effectively miti-
gates the impact of UWA mismatch on ML techniques. 
Overall, this approach constitutes a robust endeavor 
toward enabling UWA communication in diverse 
scenarios.

Fig. 10  Data augmentation-aided UWA–OFDM. (Adapted from Zhang et al. 2022f )
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To further solve the problem that the training data 
at a single buoy may not be sufficient, a federated 
meta-learning (FML) scheme is proposed to train the 
DNN-based receiver by exploiting the model param-
eters gathered from multiple buoys within the ocean of 
things scenario (Zhao et  al. 2022). This study analyzes 
the convergence performance of the FML. It describes 
a closed-form expression for the convergence rate, con-
sidering the effects of scheduling ratios, local epochs, 
and data volumes on an individual node. When trained 
with ample data, the simulation results demonstrate 

that the proposed C-DNN receiver outperforms classi-
cal MF-based detectors regarding BER performance and 
complexity.

5 � Geoacoustic inversion
Geoacoustic inversion is a vital inverse problem in 
underwater acoustics. Its primary objective is to esti-
mate the geoacoustic characteristics of the ocean floor 
based on recorded acoustic data. The most commonly 
employed technique is Matched-field inversion (MFI) 
(Collins et  al. 1992). MFI deduces geoacoustic param-
eters by comparing acoustic measurements with replica 

Fig. 11  Performance of data augmentation. From left to right: the loss curve before and after data augmentation, the BER performance, 
and constellation diagrams before and after data augmentation. (Adapted from Zhang et al. 2022f )

Fig. 12  Meta-learning based UWA-OFDM communications. (Adapted from Zhang et al. 2021a)
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data, encompassing various unknown parameters com-
puted through sound propagation models. However, 
MFIs face particular challenges. First, optimization 
methods such as the genetic algorithm (GA) and simu-
lated annealing (SA) are time-consuming when multiple 
inversion parameters are involved. Second, these opti-
mization techniques can be trapped in local minima 
because of the vast parameter search space and limited 
data. In contrast to MFI, ML methods directly learn a 
mapping from received data to geoacoustic parameters. 
This approach eliminates the need for explicit sound 
propagation models during testing and instead harnesses 
the capabilities of ML algorithms to infer the connec-
tion between measured data and desired parameters. ML 
offers a data-driven approach that enhances the accuracy 
and efficiency of the inversion process.

The application of ML to geoacoustic inversion began 
in the 1990s (Caiti and Parisini 1994; Michalopoulou 
et al. 1995; Caiti and Jesus 1996; Stephan et al. 1998; Ben-
son et  al. 2000). During that period, techniques such as 
radial basis function neural networks (RBFNNs) and 
other types of networks were employed to estimate geoa-
coustic parameters. Recently, features extracted from 
signals using a generalized additive model (Piccolo et al. 
2019) have been used to estimate sound speed and atten-
uation. Integrating physical models with ML (Frederick 
et  al. 2020) makes it feasible to classify ocean bottom 
sediments based on their acoustic characteristics. The 

results demonstrate that ML methods surpass conven-
tional MFI methods, particularly under low-frequency 
conditions.

Significant advancements in geoacoustic inversion 
were achieved by (Shen et  al. 2020) using improved 
RBFNN incorporating the MFI kernel function. This 
approach yielded a performance comparable to that of 
conventional MFI techniques. Enhanced sensitivity of 
the objective functions to sediment density was attained 
by leveraging extensive datasets. In another application 
of ML techniques, a CNN was used to predict seabed 
types simultaneously, and source ranges from impulsive 
time series data (Van  Komen et  al. 2020). This applica-
tion showcased the potential of ML methods for making 
simultaneous predictions of source ranges and seabed 
types.

In addition, a CNN (Neilsen et al. 2021) was employed 
to determine seabed types and source locations from a 
moving mid-frequency source. The power spectral lev-
els of five tones (2, 2.5, 3, 3.5, and 4 kHz) served as input 
for the CNN, as depicted in Fig. 14. The performance of 
the trained CNN was analyzed under mismatched envi-
ronments, highlighting the importance of accounting 
for environmental variability when using ML in ocean 
acoustics. These advancements underscore the promis-
ing capabilities of ML in geoacoustic inversion and its 
potential to enhance performance and accuracy in vari-
ous ocean acoustic applications.

Motivated by the effectiveness of DL in handling mul-
tidimensional data, researchers introduced a CNN using 

Fig. 13  Performance of meta-learning UWA channel estimation. From top to bottom, and left to right: The bit error distribution of the proposed 
method before and after meta-learning adaptation fine-tuning, convergence performance for an SNR of 15 dB with varying gradient steps 
during fine-tuning, and the BER performance using different approaches. (Adapted from Zhang et al. 2021a)
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the multi-range vertical array data processing (MRP) 
method (Liu et  al. 2022) for geoacoustic inversion. This 
approach enables exploiting a broad range of spatial 
diversity in the acoustic field. Unlike employing multiple 
separate networks for different geoacoustic parameters, 
a single CNN using the MTL method was proposed to 
estimate the geoacoustic parameters simultaneously. The 
combination of MTL with MRP (Liu et  al. 2022) allevi-
ates the coupling between the geoacoustic parameters.

From Fig. 15, it is evident that the distributions of the 
inversion results obtained from the MFI are not tightly 
concentrated around the ground truth. This observation 
highlights the increased complexity of the geoacoustic 
inversion problem when the test data are contaminated 
with noise, primarily because of the intricate coupling 
relationships. In contrast, the MRP-CNN produces more 
focused estimates that closely align with the ground 
truth. This enhanced performance can be attributed to 
the training process, in which the penalty factors in MTL 
are jointly optimized alongside the network parameters. 
The MRP-CNN effectively balances the influence of dif-
ferent geoacoustic parameters on the acoustic field. 
Consequently, the trained MRP-CNN demonstrates the 
capacity to mitigate the impact of parameter coupling 
during the inversion process (Liu et al. 2022).

One of the key advantages of employing ML for geoa-
coustic inversion is its ability to handle intricate and 
nonlinear relationships between the input data and sea-
bed properties. Training the ML model on a substantial 
dataset of acoustic measurements and corresponding 
ground truth information can discern patterns and gen-
erate predictions based on the observed data. With an 
ample dataset, such as multi-range received data, the 

models can better understand the coupling between dif-
ferent geoacoustic parameters and leverage this under-
standing to enhance inversion outcomes. Additionally, 
ML techniques can significantly accelerate the inversion 
process. Traditional methods often involve time-con-
suming iterative or search-based algorithms that require 
extensive computational resources. Conversely, once the 
ML model is trained, it can swiftly generate predictions 
for new acoustic data within a relatively short timeframe. 
This efficiency is especially advantageous for real-time 
applications.

6 � Limitations and prospects
Despite the significant progress in ML across various 
aspects of underwater acoustics, the practical application 
still needs to be improved. These limitations primarily 
include:

(1) Limited data availability: High-quality and labeled 
underwater acoustic datasets are often constrained, 
which poses challenges in training and validating ML 
models.
(2) Generalization: ML models trained on specific 
datasets may struggle to generalize effectively to 
unseen underwater acoustic scenarios, potentially 
leading to diminished performance.
(3) Robustness to noise and variability: Underwater 
acoustic environments are characterized by noise, 
signal distortions, and complex propagation phe-
nomena. Developing ML models that exhibit robust-
ness despite these challenges remains a significant 
research area.

Fig. 14  The preprocessed input feature for ML inversion. (Adapted from Neilsen et al. 2021)
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(4) Interpretable and explainable models: In specific 
applications, the ability to comprehend and elucidate 
the decision-making processes of ML models is cru-
cial. Achieving the interpretability and explainability 
of underwater acoustic ML models is a noteworthy 
research pursuit.

Therefore, numerous research opportunities still 
exist in underwater acoustics using ML. Several future 
research directions include the following:

(1) Physics-Informed Neural Networks: Physics-
informed neural networks (PINNs) can effectively 
generalize to unseen or sparse data points by incor-
porating physical laws. They can capture the underly-
ing structure and dynamics of the system, leading to 
improved predictions even with limited training data. 
PINNs have potential in various underwater acoustic 
application scenarios.
(2) Transfer Learning and Domain Adaptation: 
Transfer learning techniques and domain adapta-
tion methods can leverage knowledge from related 
domains and enhance the generalization ability of 
ML models in underwater acoustics.
(3) Ensemble and Hybrid Approaches: Exploring 
ensemble learning techniques and hybrid models that 
combine multiple ML algorithms or integrate physi-
cal models with ML to enhance performance and 
robustness.

(4) Active Learning and Data Augmentation: Devel-
oping strategies for active learning and data augmen-
tation to address the limited availability of labeled 
underwater acoustic datasets and enhance the effi-
ciency of model training.
(5) Explainable ML models in Underwater Acoustics: 
Developing interpretable and explainable ML models 
can provide insights into the decision-making pro-
cess and enhance the trustworthiness of results in 
underwater acoustic applications.

By addressing these research directions and overcom-
ing the associated challenges, underwater acoustic ML 
can advance further, leading to more accurate, efficient, 
and reliable solutions for various underwater acoustic 
tasks and applications.
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