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Abstract
Topic modelling is a Natural Language Processing (NLP) technique that has gained popularity in the recent past. It identi-
fies word co-occurrence patterns inside a document corpus to reveal hidden topics. Graph Neural Topic Model (GNTM) 
is a topic modelling technique that uses Graph Neural Networks (GNNs) to learn document representations effectively. It 
provides high-precision documents-topics and topics-words probability distributions. Such models find immense application 
in many sectors, including healthcare, financial services, and safety-critical systems like autonomous cars. This model is not 
explainable. As a matter of fact, the user cannot comprehend the underlying decision-making process. The paper introduces a 
technique to explain the documents-topics probability distributions output of GNTM. The explanation is achieved by building 
a local explainable model such as a probabilistic Naïve Bayes classifier. The experimental results using various benchmark 
NLP datasets show a fidelity of 88.39% between the predictions of GNTM and the local explainable model. This similarity 
implies that the proposed technique can effectively explain the documents-topics probability distribution output of GNTM.

Keywords  Explainable neural network · Graph neural topic model · Local explainable · Natural language processing · 
Topic modelling

Abbreviations
20NG	� 20 News groups
BoW	� Bag of words
XAI	� Explainable artificial intelligence
GloVe	� Global vectors for word representation
GNNs	� Graph neural networks
GNTM	� Graph neural topic model
LDA	� Latent Dirichlet allocation
LIME	� Local interpretable model agnostic explanation
NLTK	� Natural langauge toolkit
NLP	� Natural language processing

NTM	� Neural topic model
PGM	� Probabilistic graphical model
TMN	� Tag my news

1  Introduction

Topic modelling as evidenced by [1–4] is a well-established 
probabilistic generative model popular within computer sci-
ence, focusing mainly on text mining, document classifica-
tion, information retrieval, summarization, and many oth-
ers. Some diverse applications involving topic modelling 
are presented in these articles [1, 5–11]. Topic modelling 
is an unsupervised learning technique that finds the latent 
topics of a document corpus using the word co-occurrence 
patterns present in the documents. Developing a complete 
generative model, such as the Latent Dirichlet Allocation 
(LDA), marked the beginning of topic modelling [5, 12–15]. 
Even though topic modelling using LDA is a popular and 
effective technique, LDA is considered relatively complex, 
tends to be topic model specific, and may not provide an 
accurate model in practice.

Recent development in deep learning has given rise to 
much efficient topic modelling techniques, such as neu-
ral topic models, recurrent neural networks, variational 
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autoencoders, and transformer-based models. The research 
community considers the neural network-based models a 
black box function due to their complicated structure and 
nonlinearity. The exceptional precision of the models rarely 
justifies their reliability and complex user interactions. This 
obscure aspect might lead to issues if the model delivers 
incorrect results or malfunctions, particularly in fields like 
agriculture, forestry, health, and climate that affect human 
lives [16]. Explaining the neural network-based models can 
justify their decision-making process and outputs. With the 
advent of Explainable Artificial Intelligence (XAI), explain-
ing the inner workings/predictions of obscure and sophis-
ticated machine learning models was possible [17–21]. It 
helped researchers, developers, subject matter experts, and 
users better comprehend the model while utilizing its high 
performance and accuracy.

GNTM [22, 23] is a neural topic modelling technique [24, 
25] that combines a graph neural network with a variational 
autoencoder. GNTM models the document corpus’s underly-
ing graph structure and generates the topic distribution for 
each document. The document relation graph of the corpus 
serves as the input of the graph neural network that extracts 
the relationship between documents. The documents and 
words in the corpus become a node in the document relation 
graph. The nodes are connected based on how often a docu-
ment and a word appear together. Finally, the variational 
autoencoder finds the latent representations of documents 
and topics. The output of the GNTM consists of documents-
topics and topics-words probability distribution matrices.

The practical ramifications of GNTM are significant. This 
technology demonstrates exceptional performance when 
documents display complex linkages since it effectively 
identifies topics that include content-based relevance and 
relational importance. The GNTM model represents a nota-
ble progression in topic modeling, effectively addressing the 
challenge of integrating content and context while analyzing 
large collections of documents.

However, the applicability of GNTM is often questioned 
due to its inherent black-box nature, not only within the 
context of topic modeling but also in various other applica-
tion domains. This lack of transparency present in GNTM 
decision-making processes can impede its utility and 
explainability, limiting its applicability. In the context of 
topic modelling, researchers and domain experts require a 
clear understanding of how topics are generated and how 
specific words and documents are assigned to a particular 
topic to impart confidence and be able to use the model’s 
results. Recognizing these challenges and limitations, the 
paper investigates the feasibility of explaining individual 
predictions of GNTM applied in a topic modelling context.

The main contribution of the paper is to develop a local 
explanation model equivalent to the GNTM. Decision trees, 
Naïve Bayes, and random forests are some probable candi-
dates for the explanation model. This paper selects the Naïve 
Bayes classifier as the explanation model for its suitability 
to the specific NLP problem being addressed and as its pre-
dictions are more straightforward probabilistic calculations, 
making it relatively easy to understand how it arrives at its 
classifications or predictions. Experimental analyses demon-
strate the similarities between the GNTM and the proposed 
explanation technique and how explanations are obtained.

The remainder of the paper is structured as follows: 
Sect. 2 describes relevant research works in the topic mod-
elling context. The background theory of GNTM, Naive 
Bayes, the proposed methodology, and pseudocode are 
mentioned in Sect. 3. Section 4 discusses the details of NLP 
datasets, the experimental results showing the resemblance 
between the GNTM and trained local explainable model 
based on individual prediction, comparison with baseline 
topic modelling techniques, theoretical and practical impli-
cations, and limitations. The Section also demonstrates how 
explanation is achieved. Finally, Sect. 5 forms the conclu-
sions and possible future directions.

2 � Related Works

The inability of artificial intelligence and machine learning 
techniques to promote trust and acceptability due to their 
functional opaqueness has led to the concept of explain-
ability. The international community has developed various 
techniques and methodologies to bring explainability to the 
present framework. This Section discusses relevant research 
on topic modelling, including graph neural network and 
explainable topic modelling techniques. The Section also 
identifies the research gap present in the context of topic 
modelling using GNTM.

A generative probabilistic model of a corpus known as the 
LDA is one of the most popular topic modelling techniques 
[12–15, 26, 27]. Modelling documents as a random mixture 
over latent topics, with each topic represented by a distribu-
tion over words, is the basic idea behind LDA. The need for 
an appropriate choice of distribution for each latent variable 
or the tolerance of laborious and case-by-case customized 
theoretical formulation restricts the flexibility and scalability 
of the model design. Traditional topic modelling techniques, 
including Markov Chain Monte Carlo [28, 29] or probabilis-
tic variational inference [30], also suffer from this problem 
of flexibility and scalability.

The success of inferring topic models with a Vari-
ational autoencoder [31] has attracted more people to use 
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deep learning techniques in topic modelling contexts. A 
variational autoencoder is a parameterized neural network 
that uses variational distributions to estimate the posterior 
of latent variables. A generalization of LDA known as the 
Neural Topic Model (NTM) is proposed in the article [32]. 
Neural topic models are rapidly growing, resulting from 
combining topic modelling and deep neural networks. Neu-
ral understanding problems such as text generation, summa-
rization, and language models have witnessed many neural 
topic models achieving excellent performance. A summary 
of the research progress and a discussion of outstanding 
issues and potential future approaches is presented in the 
article [33]. A NTM particularly suited for conversational 
scenarios known as the Conversational Neural Topic Model 
(ConvNTM) is proposed in [34], in which the topics are dis-
covered by formulating the multi-turn structure in dialogues. 
Various variants of neural topic models for topic modelling 
[35] has been developed recently. Graph neural network is 
one such neural topic model. The literature [36] gives a com-
prehensive overview of neural graph networks categorized 
into convolution, recurrent, spatial-temporal graph neural 
networks, and graph autoencoder. The article also addresses 
the possibility of applying graph neural networks in various 
applications, including natural language processing.

Instead of viewing documents in a corpus as a bag of 
words or sequences, it is possible to represent them as a 
graph. This representation enables graph neural networks 
to extract latent topics. The work proposed in the litera-
ture [22] introduces a topic modelling technique using a 
graph neural network. The proposed Graph Neural Topic 
Model (GNTM) transforms each document in the corpus 
into directed graphs with edges representing word depend-
ency between word nodes. The model learns using a neural 
variational inference approach to encode document graphs. 
Instead of using the word co-occurrence, the work proposed 
in [23] uses commonsense relationships to explicitly imply 
semantic relevance. A relational graph neural network is 
used to capture the relational information present inside 
the graph. Furthermore, manifold regularization imposes 
constraints on the documents’ topic distributions. Another 
neural topic model, Graph Topic Model (GTM) [37], also 
represents the corpus as a graph representing the relation-
ships between documents. In this graph, both documents 
and words in the corpus are indicated as nodes and linked 
to one another depending on the co-occurrence of words 
inside documents. The topical representation of a document 
node in GTM is derived by aggregating information from its 
multi-hop neighborhood, which consists of both document 
and word nodes. This aggregation process utilizes the Graph 
Convolutional Network (GCN) algorithm.

Several approaches, such as GNNExplainer [38], 
XGNN [39], SubgraphX [40], and Probabilistic Graphi-
cal Model (PGM)-Explainer [41], have been developed 
recently to explain the predictions obtained from graph 
neural networks. These methods are capable of provid-
ing instance and model-level explanations. Examples of 
instance-level explanation techniques include gradient/
feature, perturbation, surrogate, and decomposition-based 
methods. An extension of the Local Interpretable Model 
Agnostic Explanation (LIME) [42] approach known as 
GraphLime [43], RelEx, and PGM-Explainer are surro-
gate methods. On the other hand, model-level approaches 
seek to provide general insights and high-level expertise 
to explain deep graph models. In particular, they look at 
what kinds of input graph patterns might cause a graph 
neural network to act in a given way, like maximizing a 
target prediction. Due to graph models’ discontinuous 
graph topology information, a model-level explanation 
of the graph neural network will be complicated. XGNN 
belongs to the model-level explanation technique using 
graph generation. The article [44] explains the challenges, 
different instance and model-level methods of graph neural 
networks, and comparative analysis using other evaluation 
metrics. Graph Neural Networks (GNNs) often struggle 
to explain the discovered latent relations in a manner that 
ensures their reasonableness and independence. Addition-
ally, GNNs often need textual content of edges, which is 
often not present in real-world datasets. Topic-Disentan-
gled Graph Neural Network (TDG) proposed in the litera-
ture [45] aims to overcome these limitations. The proposed 
approach involves using a topic module to efficiently man-
age node attributes for the purpose of constructing dis-
tinct and explainable semantic subspaces. Subsequently, 
a neighborhood routing mechanism assigns appropriate 
relation topics to each graph connection based on their 
association with these subspaces.

A multi-modal causability technique in medical analy-
sis using GNNs is developed by introducing multi-modal 
embeddings and interactive explainability in the research 
work [46]. Another work [47] presents a novel approach 
called the Semantic Reinforcement Neural Topic Model 
(SR-NSTM) that addresses the challenges of sparse and 
explainable text representation. To enhance the quality of 
text representations, the SR-NSTM model takes a closer 
look at the generation process of sparse topic models and 
integrates contextual information using Bi-LSTM. The 
literature introduces a Topic-Disentangled Graph Neural 
Network (TDG) to address the challenge posed by GNNs, 
which often struggle to explain the extracted latent rela-
tions and ensure their plausibility and independence. 
Additionally, this technique aims to overcome the need 
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for detailed textual information about these relationships, 
which is frequently absent in real-world datasets.

It’s apparent from examining the existing research 
papers that numerous resources are dedicated to explain-
ing GNNs and NTM. However, there’s a noticeable lack 
of similar work explaining the outputs of the GNTM. This 
gap in providing explanations for GNTM results is identi-
fied as the research challenge that is being tackled in this 
paper.

3 � Local Explainability Technique for Graph 
Neural Topic Models

This Section delineates the methodology of the proposed 
explainability technique for GNTM. The Section begins 
by providing a concise overview of the GNTM, local 
explainable model-Naive Bayes. The Section also gives 
the pseudo-code and a graphical representation of the pro-
posed explainability technique.

3.1 � Graph Neural Topic Model (GNTM)

GNTM [22] is a machine learning technique that com-
bines graph neural networks and topic models to analyze 
and model large amounts of graph-structured text data. 
Graph neural network embeds the graph-structured text 
data formed from the datasets into a low-dimensional 
vector space. Furthermore, each vector in the low-
dimensional vector space represents a document from the 
dataset. Furthermore, the documents are represented as 
directed semantic graphs, including word dependency as 
edges connecting the word nodes. The extraction of top-
ics depends not only on the information inside individual 
documents but also on the evaluation of the impact of adja-
cent documents that are related by edges in the graph. The 
semantic structure of the texts is captured by propagating 
information along the network in accordance with the co-
occurrence relationships between words in the documents. 
The GNTM tries to learn the low-dimensional vector rep-
resentation (embedding) of each node in the graph. It then 
uses these embeddings to model the topics and relation-
ships between the documents in the graph. Using both the 
graph structure and the text content of the documents, the 
GNTM can capture complex dependencies between the 
documents and make more accurate topic models than tra-
ditional topic models. The crux of the GNTM framework 
is in this interplay between the graph structure and topic 
modeling.

During the training process, GNTM acquires knowl-
edge in two fundamental aspects, namely, document-topic 
distributions and topic-word distributions. The former 

examines the distribution of topics within individual docu-
ments, considering both the content and relational context. 
The latter pertains to characterizing the probability of each 
word’s occurrence inside each topic. Using a dual learning 
process guided by the graph structure results in enhanced 
precision and context sensitivity in topic representations.

Graph neural topic model achieves better performance 
than other traditional topic modelling techniques at the 
cost of being highly complex. This complexity makes the 
GNTM opaque, making it difficult for the user to under-
stand why the model arrived at a particular output. A 
proper explainability technique can make GNTM even 
more fruitful in human-centric applications.

3.2 � Local Explainable Model: Naive Bayes

In this work, Naive Bayes classifier [48, 49] is selected to 
function as the local explainable model. The Naive Bayes 
Classifier is a probabilistic classification technique based 
on the concepts of the Bayesian Theorem, which Thomas 
Bayes first introduced. Its core objective in classification 
tasks is establishing an optimal mapping between a new 
data instance and a predefined set of classifications within 
a specific domain. Mathematical operations are used to 
transform joint probabilities into the product of prior and 
conditional probabilities to facilitate probabilistic compu-
tation for this mapping. The term “naive” in Naive Bayes 
refers to the assumption of conditional independence 
among the features included in the model. This imple-
mentation is a versatile toolkit applicable across a wide 
spectrum of classification domains.

Consider a dataset x having n instances, xi, i = 1, 2,… , n 
with ‘m’ attributes i.e., xi = (xi1, xi2, xi3,… , xim) . Assume 
that each instance belongs to one and only class, 
y � (yi1, yi2, yi3,… , yin) . Naive Bayes learning pertains to 
the development of a Bayesian probabilistic model that 
gives a posterior class probability to a particular data 
instance P(Y = yi|X = xi) . The basic Naive Bayes classi-
fier utilizes these probabilities to assign an instance to 
a class. The basic formulation of Naive Bayes applying 
Bayes theorem [50] is given in Eq. 1

The numerator in Eq. 1 represents the joint probability 
between xi and yi . The numerator can be written as given 
in Eq. 2

(1)P(yi|xi) =
P(xi|yi) × P(yi)

P(xi)

(2)

P(x|yi) × P(yi) = P(x1|x2, x3,… , xm, yi) ⋅ P(x2|x3, x4,… , xm, yi)

… , ⋅P(xm|yi) × P(yi)
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Fig. 1   Schematic representation of proposed local explainability technique for graph neural topic model

Fig. 2   Training of proposed local explainability technique for graph neural topic models
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Assuming the data instances xi are independent to each 
other, P(x1|x2, x3,… , xm, yi) = P(x1|yi) . Thus, the numera-
tor in Eq. 1 reduces to Eq. 3.

Substituting Eq. 3 in Eq. 1, the basic formulation of Naive 
Bayes becomes as given in Eq. 4.

The term P(x) in the denominator of Eq. 4 is independent of 
any output class yi . The term serves as a scaling factor and 
can be excluded from calculation due to the assumption that 
each instance belongs to one and only one class. Thus, Eq. 4 
the mathematical formulation of Naive Bayes becomes,

3.3 � Proposed Explainability Technique for Graph 
Neural Topic Models

The GNTM in a topic modelling context generate two out-
puts, namely, 

1.	 Documents topics distribution
2.	 Topics words distribution

The proposed approach tries to provide an explanation of 
the documents topics distribution output of the GNTM. 
Explainability is achieved by training a local explainable 
model. Suppose the trained model produces a documents 
topics distribution similar to the GNTM. In that case, it is 
possible to say that, a black box model such as the GNTM 
can be explained by introducing an inherently explainable 
local model. The overall flow of the proposed approach is 
as follows. 

1.	 The corpus is first preprocessed.
2.	 Using the preprocessed corpus, topics words distribu-

tions are generated using a GNTM.
3.	 A vectorized labelled training dataset is generated with 

the topics words distribution.

(3)

P(x|yi) × P(yi) = P(x1|yi) ⋅ P(x2|yi)… ⋅ P(xm|yi) ⋅ P(yi)

=

m∏

k=1

P(xk|yi) ⋅ P(yi)

(4)P(yi�x) =
∏m

k=1
P(xk�yi) ⋅ P(yi)
P(x)

(5)P(yi|x) =
m∏

k=1

P(xk|yi) ⋅ P(yi).

4.	 A local explainable model is built using the labelled 
training dataset.

This approach builds a local explainable model equivalent 
to a GNTM. The schematic representation of the proposed 
explainability technique, highlighting the various steps 
involved, is depicted in Fig. 1. The proposed technique 
comprises of two stages: topic modelling using a GNTM 
and building a local explainable model. In this paper, the 
function of the local explainable model is carried out using 
a Naive Bayes classifier.

Stage 1: Topic Modelling using Graph Neural Topic 
Model: The pre-processed training dataset is converted to 
a dense vector representation of words using Global Vec-
tors for Word Representation (GloVe). The GNTM uses 
the graph-structured data obtained by converting the vector 
representations to form the topic models. The topic models 
contain a list of words associated with different topics. The 
formation of the topic model, including various pre-process-
ing techniques, is adapted from the literature [22].

Stage 2: Building a Local Explainable Model: A labelled 
training dataset with words as features and topics as class 
labels are formed using the topic model generated by the 
GNTM. The labelled training dataset is vectorized using 
Bag of Words (BoW). The local explainable model is built 
by training the model using the labelled vectorized training 
dataset. The trained local model classifies the new, unseen 
documents into any one of the predefined topics.

Figure 2 is a pictorial illustration of the training of the 
proposed explainability technique using the Naive Bayes 
classifier. From Fig. 2, it can be noted that the vectorized 
documents is used to train the GNTM. The GNTM provides 
two outputs in matrices. The first matrix provides the prob-
ability distribution of words over topics. The second matrix, 
a probability distribution of topics over documents, is the 
individual prediction of GNTM, which the proposed tech-
nique explains with the help of a local explainable model. 
The Naïve Bayes classifier is trained using the probability 
distribution of words over topics (first matrix). During topic 
modelling of a new unknown document, the class condi-
tional probability table of the trained Naïve Bayes classifier 
is used.

Figure 3 illustrates the testing of the proposed topic model-
ling explainability technique. The test documents are vector-
ized (BoW) using the trained GNTM. Naïve Bayes classifier 
acts on these vectorized documents generating the individual 
prediction by forming the documents- topics probabilities.
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Algorithm 1 Pseudo code of the Local Explainability Technique For Graph Neural Topic Model

1: Input : tr, ts
2: Output : d td
3: begin

Training
4: trp = pre proc(tr)
5: for each trp doc do
6: vct tr(trp doc) = vect GloV e(trp doc)
7: gsd(trp doc) = gsd fn vct tr(trp doc)

)

8: end for
9: tm = gnn fn(gsd)

10: tmlab = label fn(tm)
11: for each tmlab rec do
12: vct tmlab(tmlab rec) = vect BoW (tmlab rec)
13: end for
14: tr mod = LM(vct tmlab)

Testing
15: tsp = pre proc(ts)
16: for each tsp doc do
17: vct ts(tsp doc) = vect BoW (tsp doc)
18: end for
19: d td = tr mod(vct ts)
20: end

Fig. 3   Testing of proposed local explainability technique for graph neural topic models
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Algorithm  1 gives a pseudo-code of the proposed 
explainability technique, and the definition of notations 
used in Algorithm 1 is given in Table 1. Pseudocode 
implementation of the proposed local explainability tech-
nique begins with two inputs, namely training and test-
ing datasets tr, ts, respectively. The training dataset tr is 
first preprocessed before performing vectorization and 
forming the graph-structured data. Vectorization is done 
using GloVe. The graph-structured data is then be applied 
to the GNTM function gnn_fn to form the topic model 
tm associated with the dataset. Using this topic model, a 
labelled topic model tmlab is generated, and each record 
in the labelled topic model contains a specified number 
of words associated with each topic. The labeled topic 
model, vectorized using BoW, forms the vectorized 
labeled topic model denoted as vct_tmlab . This vector-
ized representation is used to train the local explainable 
model, which, in this case, is Naive Bayes. This com-
pletes the training of the proposed technique. Testing is 
done by first performing preprocessing and vectorization 
using BoW. It should be noted here that the BoW used 
for vectorization of the testing dataset should align with 
that in the training phase for consistent performance. The 
vectorized testing dataset is given to the trained model to 
form the topics-document distribution. A process flow 
diagram of Algorithm 1 is illustrated in Fig. 4.

4 � Experimental Results and Discussion

The experimental analyses are carried out to establish the 
similarity between GNTM and the proposed local explain-
ability technique for GNTM. The similarity is evaluated at 
the corpus level and document level. At the corpus level, 
similarity is assessed in terms of the Euclidean distance 
among the normalized average topic mix and topic-wise 
word cloud. Regarding document level similarity evaluation, 
the document level percentage of topics matched is calcu-
lated. Once the similarity is established, the details of how 
the explanations are achieved are demonstrated. The similar-
ity is evaluated using three NLP datasets of varying dimen-
sions. Also, the performance of the proposed explainability 
technique for GNTM is compared with a few baseline topic 
modelling techniques. The datasets include Reuters-21578 
https://​www.​kaggle.​com/​datas​ets/​nltkd​ata/​reute​rs, 20 News 
Groups (20NG) https://​scikit-​learn.​org/​stable/​modul​es/​gener​
ated/​sklea​rn.​datas​ets.​fetch_​20new​sgrou​ps.​html, and Tag My 
News (TMN) https://​www.​kaggle.​com/​datas​ets/​rmisra/​news-​
categ​ory-​datas​et. The dimensional details of the datasets and 
the train-test split-up are given in Table 2.

The experimental analyses are carried out using a laptop 
with an 11th-generation Intel(R) Core(TM) i5-1135G7 CPU 
running at 2.40 GHz and 16 GB of RAM. The scripts of 
the techniques are implemented in Python 3.9.7, and vari-
ous natural language processing functions are used from the 
Natural Langauge Toolkit (NLTK) (NLTK 3.8.1) available 
at https://​www.​nltk.​org/.

4.1 � Experimental Results

This Section focuses on the various experiments to evalu-
ate the similarities between GNTM and the proposed local 
explainability model. Evaluating similarity is a key part of 
determining if the proposed local explainability model can 
successfully mimic GNTM. The similarity is evaluated at 
the corpus and document levels. In corpus-level similar-
ity evaluation, the similarity between the GNTM and local 
explainability technique for the GNTM is calculated using 
Euclidean distance among the normalized average topic mix 
and topic-wise word cloud. At the document level, a similar 
evaluation is done by assessing the percentage of matched 
topics and with respect to fidelity between GNTM and the 
proposed technique. The latter part of the experimenta-
tion also expresses an evaluation of GNTM and the local 
explainable model using a specific test sample from different 
datasets. This evaluation of similarities will facilitate the 
development of an explanation for the GNTM, as demon-
strated in Sect. 4.2. A comparison with a few baseline topic 

Table 1   Notations and definitions of attributes used in Algorithm 1

Sl. no. Notations Definition

1. tr, ts Training and testing datasets
2. d_td Document topic distributions
3. trp, tsp Pre-processed training and testing datasets
4. trp_doc, tsp_doc Documents in pre-processed training and 

testing datasets
5. pre_proc Pre-processing function
6. vect_GloVe GloVe vectorization function
7. vct_tr, vct_ts Vectorized training and testing datasets
8. gsd_fn Graph structured data function
9. gsd Graph structured data
10. gnn_fn Graph neural topic model function
11. tm Topic model
12. label_fn Topic model labelling function
13. tmlab Labelled Topic model
14. tmlab_rec Records in labelled topic model
15. vect_BoW BoW vectorization function
16. vct_tmlab Vectorized labelled topic model
17. LM Local Model (Naïve Bayes)
18. tr_mod Vectorized labelled topic model

https://www.kaggle.com/datasets/nltkdata/reuters
https://scikit-learn.org/stable/modules/generated/sklearn.datasets.fetch_20newsgroups.html
https://scikit-learn.org/stable/modules/generated/sklearn.datasets.fetch_20newsgroups.html
https://www.kaggle.com/datasets/rmisra/news-category-dataset
https://www.kaggle.com/datasets/rmisra/news-category-dataset
https://www.nltk.org/
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Fig. 4   Process flow diagram of Algorithm 1
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modelling techniques is also carried out to better position 
the performance of the proposed technique.

4.1.1 � Corpus Level Similarity Evaluation in Terms 
of Euclidean Distance Among Normalized Average 
Topic Mix

This Section evaluates similarity by calculating the Euclid-
ean distance between the normalized average topic mix 
obtained using the GNTM and the proposed local explain-
ability technique.

The document-topics probability distribution for each 
document is evaluated first and averaged over the entire cor-
pus to obtain the average topic mix. The average topic mix 
is then normalized using min–max normalization. The simi-
larity is evaluated in terms of the Euclidean distance [51, 
52]. Equation (6) gives the mathematical formula to find the 
Euclidean distance between two points in Euclidean space.

where Ed represents the Euclidean distance, ( x1 , y1 ) and ( x2 , 
y2 ) represents the coordinates of two points.The normal-
ized average topic mix obtained using the GNTM and local 
explainability technique for the GNTM for five model topics 
represented in two-dimensional Euclidean space using the 
Tag My News dataset is shown in Fig. 5.

In Fig. 5, the x and y-coordinates denote the topic index 
and normalized average topic probability distribution, 
respectively. It can be observed that the x-coordinates are 
the same. Hence, the Euclidean distance given in Eq. (6) is 
the difference between the y-coordinates, i.e., the normal-
ized average topic probability distribution. Thus, Eq. (6) 
becomes,

(6)Ed =

√(
x2 − x1

)2
+
(
y2 − y1

)2

Table 2   Specifics of benchmark datasets

Dataset Total no. of 
documents

Documents taken Data split (train/val/test) Vocabulary Word token Edge set Edge token

Tag my news (TMN) 20006 18926 12094/2626/4206 8402 272719 2381 58031
20 news groups (20NG) 18846 16506 6649/3319/6538 12866 1276916 16767 334903
Reuters-21578 10788 10717 6619/950/2897 5228 1362647 28803 2631581

Fig. 5   Normalized average topic 
mix obtained using graph neural 
topic model and proposed local 
explainability technique for 
graph neural topic model of five 
topics (Tag My News dataset) 
in two-dimensional Euclidean 
space

Table 3   Euclidean distance between normalized average topic mix 
obtained using local explainability technique for graph neural topic 
model and graph neural topic model for different datasets [Best 
results bolded]

Dataset Topic index

0 1 2 3 4

Tag my news 0.0644 0.0837 0.0577 0.0 0.0
20 news groups 0.6134 0.0588 0.0553 0.0 0.1067
Reuters-21578 0.1930 0.0738 0.0 0.0605 0.2407
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Fig. 6   Topic-wise word cloud 
of graph neural topic model and 
proposed local explainability 
technique for graph neural topic 
model for different datasets 
with five model topics, a Tag 
My News, b 20 News Groups, c 
Reuters-21578 (Red, Green, and 
Blue indicates first, second and 
third top words)

(a) Graph Neural Topic Model - Tag My News Dataset

(b) Proposed Local Explainability Technique for Graph Neural
Topic Model - Tag My News Dataset

(c) Graph Neural Topic Model - 20 News Groups

(d) Proposed Local Explainability Technique for Graph Neural
Topic Model - 20 News Groups

(e) Graph Neural Topic Model - Reuters-21578

(f) Proposed Local Explainability Technique for Graph Neural Topic
Model - Reuters-21578
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where t denotes topic index, Ed(t) is the tth topic Euclidean 
distance, ynb(t) and ygntm(t) represents the normalized aver-
age topic probability of the tth topic obtained using local 
explainability technique for GNTM and GNTM respectively.

The Euclidean distance evaluated for five topics of three 
datasets using Eq. (7) is given in Table 3. From the Table, 
the Euclidean distance obtained is very close to zero, 
indicating that the local explainability technique for the 
GNTM can produce outputs close to that of the GNTM. 
In fact, topics 3 and 4 in Tag My News, topic 3 in 20 News 
Groups, and topic 2 in Reuters-21578 are zero (indicated 
in bold), indicating that both techniques are identical in 
modelling the respective topics.

4.1.2 � Corpus Level Similarity Evaluation in Terms 
of Topic‑Wise Word Cloud

In this Section, the similarity between the topic models 
obtained using GNTM and the proposed local explain-
able model is showcased by visualizing it using topic-wise 
word clouds. Analyzing these topic-wise word clouds 
makes it possible to identify the prominent words present 
in each topic obtained using both models. Furthermore, 
the frequency of words within a particular topic can also 
be visualized by the size of words in the word cloud. The 
prominent three words in the topic-wise word cloud pre-
pared over the entire corpus are given the same color for-
mat for a straightforward interpretation of similarity. Fig-
ure 6 illustrates the topic-wise word cloud for five model 
topics evaluated using three datasets obtained with the 
local explainable model and GNTM. Figure 6a, c, e repre-
sent the topic-wise word cloud over corpus obtained using 
GNTM with Tag My News, 20 News Groups, and Reuters 
datasets, respectively. Similarly, the topic-wise word cloud 
obtained using the local explainability technique for the 
GNTM is illustrated in Fig. 6b, d, f.

Considering Fig. 6a, it can be observed that the top 
three prominent words that constitute topic 0 of the topic 
model obtained using GNTM are ’world,’ ’games,’ and 
’books.’ On comparing these with the prominent words 
of topic 0 obtained using the proposed local explainability 
method, as shown in Fig. 6b, it can be noted that they are 
the same. This indicates that the proposed local explain-
ability method can produce outputs similar to GNTM. This 
behaviour is also notable in the case of other topics and 
with all datasets. This indicates that the local explainabil-
ity technique for GNTM can produce prediction outputs 
similar to that obtained using GNTM.

(7)Ed(t) = |ynb(t) − ygntm(t)| 4.1.3 � Document Level Similarity Evaluation in Terms 
of Percentage of Topics Matched

The average document-wise percentage of topics matched is 
calculated by comparing how the topics are distributed with 
respect to their probabilities in the documents as obtained 
using both techniques.

The average document-wise percentage of topics matched 
is evaluated in two scenarios. The first scenario evaluates 
the matching by considering whether the top n percent of 
model topics are present in both outputs. The second sce-
nario considers the presence and the order in which these 
model topics are present in the results.

The percentage of topics matched is determined for the 
top 80, 60, and 40 percent of model topics. Initially, the 
total number of topics in the output of topic modelling tech-
niques is fixed at five. Later, the number of topics increases 
in steps up to 15, and its effect on matching percentage is 
studied. The results obtained are shown in Figs. 7 and 8. The 
red, green, and blue lines indicate the percentage matching 
obtained using 20NG, Reuters-21578, and TMN datasets.

4.1.3.1  Percentage of Topics Matched Considering only The 
Presence of The Top n Percent of Model Topics  Here, the top 
n percent of model topics from the GNTM outputs and the 
proposed technique are compared without considering their 
order. Figure 7 depicts the average document-wise percent-
age of topics matched for different top n percent of model 
topics. The total number of model topics is varied in the 
case of different datasets, and its effect on the matching 
percentage is also illustrated in the figure. Figure 7a–c give 
the percentage of topics matched for the top 80, 60, and 40 
percent model topics, respectively. From the Figure, the fol-
lowing observations can be made. For the top 80 percent 
of model topics shown in Fig. 7a, it can be noted that the 
overall percentage of topics matched is above 80 percent. 
A similar result is also observed for the top 60 percent of 
model topics. In the case of the top 40 percent of model 
topics, the average document-wise percentage of topics 
matched is around 80 percent, except for 12 topics. As a 
concluding note, in most cases, the portion of topic matched 
stayed above 80 percent.

4.1.3.2  Percentage of Topics Matched Considering The Pres‑
ence as  well as  The Order of  Top n Percent of  Model Top‑
ics  In addition to the presence of the top n percent of model 
topics in outputs obtained using GNTM and the proposed 
technique, the order in which these topics are present in the 
output documents is considered. The average document-
wise percentage of topics matched applied in different data-
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sets is depicted in Fig. 8. Figure 8a–c illustrate the results 
obtained for various top n percent model topics matched. 
When the order of model topics is also considered, the over-
all percentage of topics matched for five topics is above 80 
percent in the case of the top 80, 60, and 40 model topics. As 
the number of model topics increased, a similarity of around 
60 percent is observed.

4.1.4 � Document Level Similarity Evaluation in Terms 
of Fidelity

In this Section, the overall performance of the local explain-
ability technique is evaluated in terms of fidelity using the 
entire test set of the three datasets. Fidelity, as described in 
[53, 54], makes sure that the proposed local explainabil-
ity technique captures how GNTM makes decisions so that 

Fig. 7   Percentage of topics matched (without order) for different top n percent model topics in the case of different benchmark datasets, a top 80 
percent model topics, b top 60 percent model topics, c top 40 percent model topics
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the explanations that can be used to understand GNTM are 
accurate.

The fidelity of the local explainability technique obtained 
using three datasets is given in Fig. 9. From the Figure, it can 
be noted that the fidelity of the proposed local explainability 
technique for GNTM is 88.39% , 78.9% and 83.4% with TMN, 

20NG and Reuters datasets. This shows that the proposed 
technique can capture the decision process of GNTM with 
respectable accuracy.

The following conclusions can be made from all the 
experimental analyses conducted in this Section.

Fig. 8   Percentage of topics matched (with order) for different top n percent model topics in the case of different benchmark datasets, a top 80 
percent model topics, b top 60 percent model topics, c top 40 percent model topics
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•	 The Euclidean distance between the normalized average 
topic mix over the corpus obtained using the GNTM and 
local explainability technique for the GNTM was found 
close to zero. This indicated that both techniques pro-
duced similar document topic probability distributions.

•	 The topic-wise word cloud over the entire corpus illus-
trated the resemblance between the top frequently occur-
ring words in the output obtained using both techniques.

•	 Document-wise percentage of topics matched calculated 
by comparing the topic distribution obtained using both 
methods indicated a matching percentage of nearly 80 
percent when the presence of the top n percent of model 
topics was considered. Similarly, the proposed technique 
produced more than 60 percent similarity when the pres-
ence and order of top n percent model topics were con-
sidered.

•	 Document-wise similarity evaluation in terms of fidelity 
showed that the proposed explainability technique has a 
fidelity measure of 88.39% , 78.9% and 83.4% using TMN, 
20NG and Reuters datasets respectively.

The above conclusions indicate that the proposed local 
explainability technique for the GNTM could mimic the 
GNTM at respectable levels.

4.1.5 � Baseline Comparison of Proposed Local Explainability 
Technique

In order to better position the performance of the proposed 
local explainability technique for GNTM, a comparison with 
baseline topic modelling techniques is carried out. Baseline 
algorithms include Latent Dirichlet Allocation (LDA) [55, 
56], Latent Semantic Analysis (LSA) [57], BERTopic [58], 
and GNTM. Being an unsupervised technique, the perfor-
mance of topic modelling techniques is assessed in terms of 
topic diversity and topic coherence.

Table 4 gives the performance comparison for the pro-
posed explainability technique across five topics using 20NG 
dataset. The Table shows that the proposed technique’s topic 
diversity and coherence align with the baseline topic model-
ling techniques.

An illustration demonstrating the performance of the 
proposed explainability technique for GNTM across five 
and fifteen topics using 20NG, TMN and Reuters datasets 
are also given in Fig. 10. The Figure shows that, as seen 
in Table 4, the topic diversity and topic coherence of the 
proposed technique for five and fifteen topics also align 
with the baseline topic modelling techniques.

Thus, from Table 4 and Fig. 10, it can be observed that, 

1.	 The performance of the proposed explainability tech-
nique for GNTM is comparable with the performance 
of the baseline modelling techniques.

2.	 Explainability (Demonstrated in Sect. 4.2) is achieved 
without compromising the performance.

4.1.6 � Evaluation of Graph Neural Topic Model 
and Proposed Local Explainability Technique Using 
Diverse Test Samples

In this Section, three test samples from 20NG,TMN, and 
Reuters-2157 are selected and evaluated using GNTM and 
local explainability technique for the GNTM.

Topic modelling is carried out with 5 topics, each com-
prising 15 words. The topic modelling obtained using 
GNTM trained using the three datasets are given in Table 5.

The three sample test documents selected are presented in 
Fig. 11a–c. Table 6 presents the probability distribution of top-
ics across the individual selected test samples from three data-
sets, using the GNTM and the local explainability technique 
with the GNTM. Based on the data presented in the Table, it is 

Fig. 9   Fidelity of Proposed Local Explainability Technique for Graph 
Neural Topic Model using Tag My News, 20 News Group and Reu-
ters-2157 Datasets

Table 4   Baseline comparison of proposed local explainability tech-
nique for GNTM in terms of topic diversity and topic coherence 
across five topics with 20NG

Parameters Baseline methods Proposed 
explainability 
techniqueLDA LSA BERTopic GNTM

Topic diver-
sity

0.2080 0.2512 0.0988 0.4169 0.4169

Topic coher-
ence

0.6926 0.7114 0.7279 0.7238 0.7238
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apparent that, according to the probability distribution of top-
ics derived from applying GNTM to the 20NG dataset, Topic 
2 is the most prominent, followed by Topic 4. Conversely, Top-
ics 0,1 and 3 demonstrate the least prominence. Upon perform-
ing an in-depth analysis, it is evident that the probability distri-
bution of topics derived from the proposed local explainability 
technique exhibits similar behavior, with Topic 2 emerging as 
the most prevalent topic and the rest of the topics also follow-
ing the same order as seen with GNTM. This phenomenon is 
also seen in the TMN and Reuters-2157 datasets.

4.2 � Explainability of Graph Neural Topic Model: 
A Demonstration

The explainability of the proposed technique is demonstrated 
using a sample test document taken from Tag My News data-
set, as shown in Fig. 11a. A GNTM configured with five model 
topics is trained using the Tag My News dataset. The topic 
models generated using the GNTM for the Tag My News data-
set with a maximum of 5 topic words are shown in Table 5.

A labelled vectorized form of topic models obtained using a 
GNTM is used to train the Naïve Bayes classifier. The trained 
Naive Bayes classifier generates a class conditional probability 
table, and the classifier uses this Table to make predictions on 
any unknown documents.

The class condition probability table obtained is given in 
Table 7, with a value of 0.036 if a particular word is present in 
a topic and a probability value of 0.018 if the word is absent. 
The class conditional probability table is limited to the first 
five words (for illustration purposes), as shown in Table 7. It 
is possible to deduce from Tables 5 and 7 that the word “actor” 
appears only in Topic 1 and Topic 4. As a result, the prob-
ability value for these two topics for the word is 0.036, and 
the probability value for other topics is 0.018. The formation 
of the class conditional probability table of the Naïve Bayes 
classifier concludes the training.

After the formation of topic model, testing of the sam-
ple test document is carried out. Let the test document after 
pre-processing be “tweeters school amazingly dumb Donald 
Trump over special council typo politics the special council 
is a unit of the space force Lee Moran”. The vectorized test 
document after pre-processing is given in Table 8.

Table 8 indicates the presence/absence of words in the test 
document with respect to the words present in the topic model 
given in Table 5. If a particular word is present, the value is 1; 
otherwise, it is treated as 0.

The individual prediction, i.e., the probability distribution 
of topics over the test document obtained using the trained 
Naïve Bayes classifier for Tag My News dataset [Extracted 
from Table 6 for ease of interpretation] is given in Table 9.

The mathematical formulation of the Naïve Bayes classi-
fier given in Eq. (5) can be rewritten to obtain the prediction 
probability for the sample test document in the topic modelling 
context as given in Eq. (8).

where Tk represents the kth topic, W represents the set of 
words from the test document which is present in the topic 
model, i is the index of the words in W, N is the total number 
of words in W, Wi gives the ith word in W, P(Tk|W) repre-
sents the probability of the kth topic given all the words 
in W, P(Wi|Tk) represents the probability of ith word in W 
given kth topic, P(Tk) is the probability of kth topic among 
all topics.

As Naïve Bayes is an interpretable model, it is possible to 
calculate the probability distribution of topics over the test 
document as given in Table 9 using the basic mathemati-
cal formulation of Naïve Bayes given in Eq. (8). P(Wi|Tk) 
which is the probability of ith word in the pre-processing test 
document given kth topic is obtained with the help of the 
class conditional probability table given in Table 7 and the 
vectorized test document represented in Table 8.

Suppose the probability of zeroth topic in the document 
topic probability matrix is calculated then, k = 0;

Therefore, Eq. (8) implies

The value obtained in Eq. (9) is the same as obtained by the 
Naïve Bayes classifier, as shown in Table 9. The details of 
the calculation of P(T0|W) are given in Fig. 12. Similarly, all 
other probabilities for topics 1, 2, 3, and 4 can be calculated. 
On observing Table 9, it can be noted that the test docu-
ment is confined to topics 0, 2, and 4. The test document 
probability distribution obtained using the GNTM is given 
in Table 10 (Extracted from Table 6 for ease of interpreta-
tion.), which also has the same relationship among topics 
as in Table 9.

The demonstration presented in this Section shows how 
explanations of individual predictions of GNTM can be 
made using the proposed technique.

(8)P(Tk|W) =

N∏

i=1

P(Wi|Tk) × P(Tk)

(9)P(T0|W) =

N∏

i=1

P(Wi|T0) × P(T0) = 0.25

Fig. 10   Baseline comparison of the proposed GNTM explainability 
technique across various topic numbers using different benchmark 
datasets, a Topic Diversity [20NG], b Topic Coherence [20NG], c 
Topic Diversity [TMN], d Topic Coherence [TMN], e Topic Diver-
sity [Reuters-2157], f Topic Coherence [Reuters-2157]

◂
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(a) Tag My News

(b) 20 News Group

(c) Reuters-2157

Fig. 11   Sample Test Document from Tag My News, 20 News Group and Reuters-2157 Datasets
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4.3 � Discussion

4.3.1 � Theoretical Implications

Development of the proposed local explainability technique 
as a means of explanation for GNTM has significant theo-
retical ramifications within the field of XAI. Theoretical 
significance comes from its potential to convert the opaque 
character of GNTM into a more easily understood frame-
work. The ability of the proposed technique to comprehend 
and clarify the relationships between topics and documents 

Table 5   Topic modelling obtained using graph neural topic model for five topic words with Tag My News, 20 News Group, and Reuters-2157 
Datasets

Dataset Topics Words

Topic 0 https, world, Trump, house, white, politics, election, Jordan, magazine, Donald, report, bologna, caroline, says, like
Tag my news Topic 1 Entertainment, huffingtonpost, says, https, house, pruitt, dicker, election, politics, scott, world, said, human, reportedly, 

actor
Topic 2 Entertainment, https, world, Donald, Moran, politics, actors, Trump, house, married, black, said, huffpost, Putin, 

Jordan
Topic 3 https, coming, world, elections, politics, power, entertainment, book, John, Delbyck, cole, republicans, race, huffpost, 

election
Topic 4 huffingtonpost, https, politics, coming, white, says, entertainment, world, house, said, Trump, actor, John, report, Chris
Topic 0 Believe, launch, matter, parents, world, books, point, players, bring, information, light, boards, right, windows, devel-

opment
20 news group Topic 1 Armenian, round, court, drives, building, going, source, problem, information, second, thought, right, asking, looking, 

tried
Topic 2 Images, years, interested, little, price, think, possible, single, windows, government, point, right, problem, local, group
Topic 3 Email, windows, problem, information, running, question, years, following, power, probably, works, right, thanks, 

think, point
Topic 4 Windows, software, information, program, source, right, point, address, things, problem, thing, years, available, sec-

ond, going
Topic 0 Authorities, foreign, clients, lawmakers, respectively, conference, bringing, Swedish, funding, economist, assurance, 

dividend, Saudis, household, enhancement
Reuters-2157 Topic 1 Household, materials, province, coconut, delivery, parliament, enhancement, grades, respectively, foreign, lawmakers, 

combination, Dayton, resist, warships
Topic 2 earthquake, energy, respectively, authorities, business, claims, dividend, province, economist, earnings, grades, ton-

nage, practice, subsidies, foreign
Topic 3 Foreign, personnel, expected, supply, grades, approves, practice, enhancement, threatened, affecting, transferred, 

clients, household, delivery, province
Topic 4 Lawmakers, rights, enhancement, expected, business, delivery, excludes, immediate, Dayton, province, earthquake, 

talking, easing, respective, combination

Table 6   Probability distribution 
of topics over test documents of 
Tag My News, 20 News Group, 
and Reuters-2157 Datasets 
using Graph Neural Topic 
Model and Proposed Local 
Explainability Technique of 
Graph Neural Topic Model

Dataset Model Topic 0 Topic 1 Topic 2 Topic 3 Topic 4

Tag my news GNTM 0.2608 0.1304 0.3043 0.0869 0.2173
Proposed explainability technique 0.2500 0.0625 0.5000 0.0625 0.125

20 news group GNTM 0.0555 0.1111 0.5555 0.1111 0.1666
Proposed explainability technique 0.00191 0.0038 0.9827 0.0038 0.0076

Reuters-2157 GNTM 0.1818 0.2727 0.2727 0.1818 0.0909
Proposed explainability technique 0.1538 0.3076 0.3076 0.1538 0.0769

Table 7   Class conditional probability table of first five words in the 
topic model of the proposed local explainability technique using Tag 
My News dataset

Topics Words

Actor Actors Black Bologna Book

Topic 0 0.018 0.018 0.018 0.018 0.018
Topic 1 0.036 0.018 0.018 0.018 0.018
Topic 2 0.018 0.036 0.036 0.018 0.018
Topic 3 0.018 0.018 0.018 0.018 0.036
Topic 4 0.036 0.018 0.018 0.018 0.018
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within the GNTM framework presents novel opportunities 
for theoretical investigation in graph-based topic modeling. 
These findings can potentially be applied across diverse 
domains, including natural language processing, social net-
work analysis, and recommendation systems.

Another theoretical implication of the proposed technique 
is that all the theories built on explainable models can be 
applied to black-box models, and their validity can be evalu-
ated. This opens up a wide array of opportunities for under-
standing and harnessing the potential of black box models 
in various applications while maintaining a certain level of 
interpretability and transparency.

4.3.2 � Practical Implications

The proposed explainability technique allows researchers 
to understand the factors that influence predictions. The 
achieved level of transparency provides the ability to make 
well-informed choices and effectively address any issues 
related to model behavior. Consequently, this generates more 
dependable and practical insights in various applications.

In the context of health care applications such as disease 
prediction, the proposed explainability technique enables 
the model to reveal the essential traits and circumstances 
present in a patient’s medical history that contributed to 
the prediction of a given illness or medical condition. The 
information systematically emphasizes relevant patient data, 
including symptoms, laboratory test results, medical records, 
and underlying risk factors. The degree of clarity at hand 

provides healthcare providers with diverse skills. First and 
foremost, this enables healthcare specialists to verify the 
model’s suggestions by comparing them with their clinical 
experience and the patient’s real health condition. Further-
more, equipped with a comprehensive understanding of the 
factors that influence the predictions made by the model, 
healthcare practitioners can develop customized treatment 
strategies to meet the particular requirements of individual 
patients, including distinct risk factors and medical back-
grounds taken into account. Finally, within the field of medi-
cal research, this practice not only facilitates the discovery 
of novel ideas but also enhances the refinement of research 
procedures, thus propelling the progress of the healthcare 
and medical science domains.

When it comes to e-commerce applications such as loan 
dispersal or credit card approval also, explainability of the 
model is crucial. This ensures that applicants are provided 
with transparent and understandable justifications for the 
results of their applications, whether they are approved or 
denied. Proper justifications enable financial institutions to 
ensure that their decisions are based on objective criteria, 
reducing the potential for bias or discriminatory practices. 
This will also enable the applicant to understand the factors 
that influence their application status, such as credit score, 
income, or outstanding debts, and also promote the applicant 
to maintain good financial discipline.

4.3.3 � Limitations

When it comes to providing explanations in a more human-
friendly symbolic manner, the proposed technique faces sig-
nificant constraints mainly due to its probabilistic nature. 
The proposed method just tries to mimic and cannot con-
tribute towards interpretability.

Table 8   Vectorized test 
document

Words Vector-
ized 
Value

Actor, actors, black, bologna, book, caroline, Chris, cole, coming, Delbyck, dicker, election, 
elections, entertainment, house, https, huffingtonpost, huffpost, human, John, Jordan, like, 
magazine, married, power, Pruitt, Putin, race, report, reportedly, republicans, said, says, Scott, 
white, world

0

Donald, Moran, politics, Trump 1

Table 9   Probability distribution of topics over test document from 
Tag My News dataset using local explainability technique for graph 
neural topic model

Document Topic 0 Topic 1 Topic 2 Topic 3 Topic 4

 Test Docu-
ment

0.25 0.0625 0.5 0.0625 0.125
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5 � Conclusions and Future Works

Graph neural topic model is an effective neural topic mod-
elling technique capable of capturing topics’ hierarchical 

structure and modeling the complex relationships between 
words in a document. However, the complex black-box 
nature of the GNTM makes it less applicable to some 
applications. This paper presented a local explainability 
technique for explaining the documents topics probability 
distributions output of the GNTM. The explanation was 
provided by learning a local interpretable model such as 
a Naive Bayes classifier. Extensive experimental analy-
ses using three datasets clearly indicated the close resem-
blance between the individual predictions obtained using 
the GNTM and the local explainable model. The perfor-
mance of the proposed technique was also compared with 
a few baseline topic modelling techniques. The paper also 
presented a demonstration of how explanations are formed.

Fig. 12   Calculation of posterior 
probability of topic 0 Here,

W= [donald, moran, politics, trump] (from Table 8)
N=4
No. of Topics = 5
On product expansion of posterior probability
P (T0|W ) = [P (W1|T0)× P (W2|T0)× P (W3|T0)× P (W4|T0)]× P (T0)

From Table 7 (Class Conditional Probability Table)

P (W1|T0) = P (donald|T0) = 0.036
P (W2|T0) = P (moran|T0) = 0.018
P (W3|T0) = P (politics|T0) = 0.036
P (W4|T0) = P (trump|T0) = 0.036

and

P (T0) = 1
TotalNo.ofTopics = 1

5 = 0.2

On substituting values,

P (T0|W ) = [0.036× 0.018× 0.036× 0.036]× 0.2 = 1.7486e−07

Similarly,

P (T1|W ) = 4.3712e−08

P (T2|W ) = 3.4970e−07

P (T3|W ) = 4.7128e−08

P (T4|W ) = 8.7425e−08

Normalize P (T0|W ) as given below.

P (T0|W ) = P (T0|W )
P (T0|W )+P (T1|W )+P (T2|W )+P (T3|W )+P (T4|W ) = 0.25

Table 10   Probability distribution of topics over test document from 
Tag My News dataset using graph neural topic model

Document Topic 0 Topic 1 Topic 2 Topic 3 Topic 4

 Test Docu-
ment

0.2608 0.1304 0.3043 0.0869 0.2173
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In future endeavours, the attainment of explainability 
can be tried using other explainable models such as ran-
dom forests, decision trees, etc.
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