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Abstract
Natural language inference (NLI) is a fundamental task of natural language processing (NLP). Most recent NLI research has 
focused on explaining the model’s decisions in generating causal explanations (i.e., why did a premise/hypothesis pair as 
input lead to their inference relation as output?). As layer-based language models can learn language structure information, 
this paper conducts a sample-by-sample analysis of the linguistic feature relation between premise and hypothesis that is 
expected to guide NLI modeling and interpretation better. Our empirical study verifies that the linguistic feature relation of 
premise/hypothesis pairs can be seen in NLI inference models, which can be used to interpret inference samples. Meanwhile, 
experimental results show that these linguistic features relation interpretation can help the NLI model achieve comparable 
inference accuracy compared with state-of-the-art methods.
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1 Introduction

As a widely studied task in natural language processing 
(NLP), natural language inference (NLI) determines whether 
a hypothesis sentence can be inferred from a premise sen-
tence [1, 2]. NLI models predict relationships between 
premise and hypothesis pairs, deciding whether a hypoth-
esis is contained by the premise (i.e., neutral, contradiction, 
entailment).

Deep learning (DL) models have become increasingly 
popular in fields such as finance and medicine due to their 

ability to learn large amounts of information from data and 
achieve high accuracy. Explainable artificial intelligence 
(XAI) which provides interpretability for deep learning neu-
ral networks has received increasing attention since black-
box-based representations in deep learning will reduce the 
trust of end users and hinder its further development and 
application [3, 4]. It is also found in the development of 
XAI that the addition of explainable methods may weaken 
the accuracy of deep learning models, and the main ques-
tion gradually turns to whether we can get a highly accurate 
interpretable model comparable to the accuracy provided by 
deep learning models [5].

Recently, much of the interpretability work in NLI 
attempts to provide users with causal explanations, such 
as outputting specific labels through automatic generation 
[6]. Counterfactual examples are used to provide contras-
tive explanations for labels [7]. Some causal explanations 
are in the form of visual analysis [8]. These works supply 
users with well-labeled clues, focusing on explaining why a 
premise/hypothesis pair is judged to be a specific inference 
relation [9]. Different from causal explanations, we aim to 
build a model that provides self-explanation for the process 
of judgment.

Our analysis found that when humans do interpreting 
tasks, they make judgments based on the linguistic feature 
relation between sentence pairs (see Fig. 1). Such linguistic 
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feature relation can be used to understand and infer the judg-
ment of a premise/hypothesis pair. We expect to incorporate 
this human interpretation to inspire the model to better learn 
linguistic feature relations.

Existing research shows that layer-based language mod-
els can capture language structures in layers [10]. Thus, 
this paper conducts a sample-by-sample study to explore 
the linguistic feature relation of sentence pairs, which is 
expected to guide NLI model design better. Based on this, 
a multi-layer connection mechanism [11] is added to the 
model in order to learn how humans use linguistic feature 
relations. This multi-layer connection mechanism can learn 
the weights of each layer to adapt to the inference samples 
of various linguistic feature relations and explain which lin-
guistic feature relation our model focuses on to make pre-
dictions. Through our empirical research, we confirm that:

• When NLI uses phrase feature relations (e.g., date, noun 
correspondence) to explain, it uses more of the language 
structure learned by lower layers.

• When NLI uses syntactic feature relations (e.g., attribu-
tive clause, adverbial) to explain, it uses more of the lan-
guage structure learned by middle layer.

• When NLI uses semantic feature relations (e.g., attribu-
tive clause, adverbial) to explain, it uses more of the lan-
guage structure learned by higher layer.

Additionally, our experimental results show that this inter-
pretation based on linguistic feature relation can achieve 
comparable accuracy to state-of-the-art methods for XAI 
models.

2  Related Work

In recent years, as deep learning increasingly affects the var-
ious aspects of society and life, making the interpretability 
of deep learning models crucial [12].

Linguistic Structures. Some experiments focus on what 
types of information the model can capture because of the 
current popularity of multi-layer language models. Jawahar 
et al. [10] study some probing tasks including span represen-
tation [13] and sentence embedding [14] detection to explore 
the representation of linguistic structures learned by BERT.

Interpretability. How to provide users with clues about 
the model’s prediction results is the focus of recent inter-
pretability work on NLI tasks [7, 8, 15]. For example, some 
researchers focus on interpreting the predictions of neural 
models in a model-agnostic manner [15]. Following these 
researches, Chen et al. [7] use counterfactual examples to 
add an explanation of “why A and not B” to the model pre-
diction results. Kalouli [8] provides interpretability in the 
form of visual analytics. On the other hand, adding attention 
mechanisms is also one of the ways to provide interpret-
ability for deep learning models. As in works done by Park 
et al. [16] and Vig et al. [17] which is using this mecha-
nism to help build deep learning models with self-generated 
explanations.

Since the detection tasks in BERT [10] are all based on a 
single sentence, it is unclear whether layer-based language 
models can capture the linguistic feature relation between 
sentence pairs when dealing with NLI tasks.

3  Dataset

In our study, the SNLI dataset is used to compare with state-
of-the-art NLI methods [18]. To better evaluate the robust-
ness of the model, this paper increases the use of Hard SNLI 
and Easy SNLI datasets in ablation experiments. It intro-
duces these three datasets separately in this section.

SNLI Dataset. Stanford proposed Natural Language 
Inference (SNLI)1 dataset in 2015 as the first large-scale 
artificially annotated dataset for natural language inference 
tasks. It contains 570k human-annotated sentence pairs, 
550k for training pairs, 10k for test pairs, and 10k for devel-
opment pairs.

Easy/Hard SNLI Dataset. Gururangan et al. [19] found 
that since the construction and labeling of the SNLI dataset 
are done manually, it may contain a lot of information that 

Fig. 1  An sample of using 
linguistic structures to explain 
the basis for a judgment

Table 1  The number distribution of each label in the SNLI dataset

Dataset Entailment Neutral Contradiction

SNLI 3368 3219 9824
Hard SNLI 1058 1068 1135
Easy SNLI 2310 2151 2102 1 https:// nlp. stanf ord. edu/ proje cts/ snli/

https://nlp.stanford.edu/projects/snli/.
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guides the model to the correct result. Experiments show 
that evaluating the model with only hypothesis sentences 
from the SNLI dataset can achieve 67% accuracy. These 
rules make each label in the SNLI dataset have its own char-
acteristics. Therefore, Gururangan et al. [19] split two test 
sets, Hard SNLI and Easy SNLI, based on the SNLI dataset. 
The Hard SNLI dataset is formed by removing all sentence 
pairs containing regularities. The details of SNLI dataset are 
shown in Table 1.

4  Linguistic Feature Relation Analysis

Since an inference sample in NLI contains two sentences 
that rely on various linguistic feature relations for predict-
ing judgments, this section conducts a validation analysis 
of samples in the SNLI dataset to explore the relationship 
between samples, language structures, and model layers.

4.1  Linguistic Feature Relation Between Premise 
and Hypothesis

Jawahar et  al. [10] stated the ability of the layer-based 
models to capture language structures through detection 
experiments: lower layer can capture phrase features; mid-
dle layer can capture syntactic features; higher layer can 
capture semantic features. In order to better incorporate 
human explanation into NLI models, we propose to explore 
how the linguistic feature relations between sentence pairs 
are captured by model layers. Following the latest base-
line experiments, Roberta [20] was used to explore feature 
relationships.

50 samples are selected in the SNLI dataset so that 
those samples are uniform in label (entailment, neutral, 

contradiction) distribution. And then we analyze the atten-
tion heads of all encoding layers for each sample. By com-
paring the attention mechanism weights of different layers, it 
is verified that different layers can capture different linguistic 
structures.

In Fig. 2, we first pass the attention of the same sentence 
in different layers and find that the semantic feature relations 
will be captured in the form of attention view in the sentence 
pair. And the phrase/syntactic/semantic feature relations are 
learned at lower, middle, and higher layers respectively.

It can be seen from the figure that:

– The model learns phrase feature relations in premise and 
hypothesis sentences in lower layer.

– In middle layer, the model analyzes the “where” clause, 
aligns the components of the clause and focuses on the 
syntactic feature relations.

– In higher layer, the model focuses on parsing semantic 
relations between words such as “coca-cola” and “soft 
drinks”.

Therefore, it can be found that the layer-based NLI model 
learns the linguistic feature relation of premises and hypoth-
esis with the help of the attention mechanism. The learn-
ing of the linguistic feature relation between the sentence 
pairs is achieved by adjusting the weights of words between 
the premise sentences and the hypothesis sentences in each 
layer.

4.2  Interpreting with Linguistic Feature Relation

In Fig. 3 we analyze examples using different linguistic fea-
ture relations (phrasal/ syntactic/ semantic) for inference.

Sample 1 The clues of judging entailment are depend-
ent mainly on phrase feature relation (the alignment of the 

Fig. 2  The attention view of the same sample about different linguistic feature relations learned by the layers (where the color is used to repre-
sent the attention of different layers, and the color depth represents the weight of the attention)
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numeral “a”, the alignment of the noun “river” and the 
tense-related be verb “is”). Such phrase feature relation is 
captured by lower layers as shown in the upper left part of 
Fig. 3. It is clear that the alignment relationship of words 
between sentence pairs is in lower layers.

Sample 2 In the lower part of Fig. 3, the premise and 
hypothesis sentences are both attributive clauses guided 
by “where”. In middle layers, the “where” of the hypoth-
esis sentence forms a corresponding relationship with the 
“where” in the premise sentence and the phrases involving 
attributive clauses (“a crowded street” and “people are 
buying”) in the hypothesis sentence.

Sample 3 In the upper right part of Fig. 3, it is shown 
that higher layers of the NLI model are more suitable for 
processing rich semantic feature relations. As in this sam-
ple, the judgment of “cook” in the hypothesis sentence 
relies on the phrases that do not directly refer to cook-
ing but are involved in cooking (e.g., “apron”, “various 
meats”, “grill”) in the premise sentence. This semantic 
correspondence enables alignment at higher layers.

Through the analysis of samples, it can be summarized 
as follow:

• We verify that the linguistic feature relation in premise/
hypothesis pairs can be learned in NLI model, such 

as phrase feature relations captured by lower layers, 
syntactic feature relations captured by middle layer and 
semantic feature relations captured by higher layers.

• Since the linguistic feature relation between sentence 
pairs plays a different role(capturing phrase/syntactic/
semantic features) in interpreting, lower/middle/higher 
layers of an NLI model will have different contributions 
to the judgment of premise/hypothesis pairs.

5  Experiment

Inspired by samples similar to those described in Sect. 3, 
it is evident that human interpretation can be achieved in 
the model through the distinction of attention to linguistic 
structural relations in the hierarchy. Therefore, we hope to 
add a multi-layer connection attention mechanism to let the 
model learn how to adjust the impact of language structure 
relationships in different samples.

As shown in Fig. 3 in Sect. 4, human explanation can 
be achieved in the NLI model through the distinction of 
attention to the linguistic feature relation in layers. Since 
the attention mechanism can learn the weights of the 

Fig. 3  Attention view of lower/middle/higher layer samples in NLI model. The depth of the blue line indicates the size of the attention
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input vector features of each layer [21]. Thus, we hope 
to add a multi-layer connection attention mechanism to 
allow the NLI model to adjust which linguistic feature 
relation should be focused on when interpreting different 
samples.

5.1  Multi‑layer Connection Based NLI

In layer-based models (e.g., BERT, RoBERTa, XLNet, 
GPT), each layer is sequentially connected [20, 22–24]. 
In Fig. 4, our multi-layer connection based NLI model is 
divided into four parts as described below.

In the input layer, SPi (a premise pair) and SHi (a hypoth-
esis pair) are put into the NLI model. And in the embedding 
layer, it is combined token embedding, segment embedding, 
and position embedding. Then the embedded input sequence 
is fed into the multi-attention layer.

In the multi-attention layer, this paper uses an attention 
mechanism to capture the attention relationship between 
different layers. Its core is to learn weights for the fea-
tures of each layer via a linear connection. According to 
the weights learned by each layer, the coding representa-
tion of each layer of the hierarchical structure model is 
multiplied by the weights and then linearly connected to 
obtain the final embedding. Inference labels are predicted 
with softmax.

5.2  Interpretability Analysis

The attention mechanism score ( wi ) of the i-th layer is got by 
dot product with Ki . Let e = (e0, e1 ⋯ en−1) denote the fea-
ture vector output by the encoded hidden layer. In Eq. 1, the 
feature vector E of each layer with the attention mechanism 

weight W is multiplied, and the linear connection code with 
weights of each layer is calculated and represented as Ep.

In the output layer, a linear full connection after Ep is 
adopted in the prediction layer and softmax normalization 
is used to predict the judgments (entailment/neural/contra-
diction). In this way, the inference model with a multi-layer 
attention mechanism can realize layer-based interpretation 
by explaining which layer is the most concerned when mak-
ing judgments for inference samples.

This paper builds upon the RoBERTa model by adding a 
multi-layer attention mechanism. Following Jawahar et al. 
[10], we define layers 1–4 as lower layers, layers 4–8 as 
middle layers, and layers 8–12 as higher layers.

The process of selecting samples is shown in Fig. 5 and 
Eq. 1. In Eq. 1, Spi represents the premise sentence,Shi rep-
resents the hypotheses sentence, labeli represents the real 
label, labelpi represents the predicted label.

First, according to the correctly predicted samples, find 
the layer that each sample is most dependent on (with the 
largest weight) during prediction, and divide the samples 
according to the layer. Divide the samples into three types 
of samples with the largest weight layer in the lower, middle, 
and higher layers. We randomly select samples from each 
type of sample and make a sample-by-sample analysis. In 
Table 2 we randomly choose some samples from these three 
inference labels of data for detailed analysis.

Sample 1: The judgment of this sentence pair is a con-
tradiction. The layer with the largest weight in the model 
is from lower layers. The main basis of linguistic feature 
relation is that the instrument mentioned in the premise is 
“guitar” instead of “banjo”, and the location in the premise 

(1)Ep = w0 ⋅ e0 + w1 ⋅ e1 +⋯ + wn−1 ⋅ en−1

Fig. 4  Multi-layer connected NLI
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is “stage” instead of “floor”. The judgment is based on the 
unequal relationship between the above four nouns. The 
maximum weight of the sample is in lower layer, and the 
samples are classified in the Slower set. This shows that our 
model uses the phrase feature relation to interpreting by pay-
ing more attention to lower layer.

Sample 2: The judgment of the two sentences is neutral. 
The middle layer gets the largest weight layer during infer-
ence. The premise is a simple sentence, and the hypothesis 
is an attributive clause guided by “in which” as a positional 
adverbial. The same phenomenon can be found in Sample 
3, where the premise is a “while” leading clause. The largest 
weights in middle layers indicate that our model is consist-
ent with the linguistic feature relation which is the human 
explanation focus on when interpreting.

Sample 4: When judging “a child” in the hypothesis needs 
to find whether the corresponding subject is “a person” or 
“another” in the premise. As “A person” can be “a child”, 
it is judged to be entailment. When inferring, such layer 
with the largest weights is in higher layers. This verification 
shows that when it comes to complex semantic situations 
(e.g., multiple personal pronouns), it needs higher layers to 
perform semantic understanding to complete the inference.

Sample 5: The judgment is neutral. The layer with the 
largest weight is in the higher layers. It can be seen that it 
mainly depends on the correspondence of the subject’s num-
ber. The subjects between the premise sentence (“a girl” and 
“group of people”) and the hypothesis sentence (“a group of 
people”) are the same. When humans explain the quantity 

relationship between multiple subjects, they need to under-
stand the semantic feature relation between the sentence pair. 
Our model achieves the correct prediction of such sentence 
pairs by increasing the importance of semantic feature rela-
tions captured in higher layers.

Through this analysis, some conclusions are 1)through 
the layer where the maximum weight of each sample is 
located, it can determine which linguistic feature relation 
is more concerned in the judgment of an inference sam-
ple. 2)The weights generated by the multi-layer attention 
mechanism can explain the process of model interpreting 
in the way of linguistic feature relation; Our experiments 
show that the linguistic feature relation between premise 
and hypothesis can be learned through a multi-layer con-
nected model in a human explanation way, and the model 
can achieve self-interpretation.

Fig. 5  The process of selecting 
inference samples

Table 2  Inference samples for 
analysis

No Premise Hypothesis Judgment

1 A man playing an electric guitar on stage A man playing banjo on the floor Contradiction
2 A school girl is jumping over a low hurdle.  A girl is playing a sport in which she

is jumping over a hurdle
Neutral

3 A woman wearing a tank top and black pants
is laying on the ground while looking at a book

A woman is deciding whether or
 not to read a book

Neutral

4 A person rolls down a hill riding a wagon
as another watches

A child in a wagon rolls down a hill Entailment

5 A girl playing a violin along with a group
of people. watches

A group of people are playing
 in a symphony

Neutral

Table 3  Experimental results in terms of accuracy

Interpretability Model SNLI 
Accu-
racy(%)

Without Interpretation DR-BiLSTM[26] 89.3
DMAN[27] 89.6
SemBERT[28] 91.9
CA-MTL[29] 92.1

With Interpretation Ours 92.2
Without Multi-layer Connection Ours(Roberta) 90.9
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5.3  Accuracy Results

For each baseline, we report the accuracy results in cited 
author papers. In our model, we set the learning rate to 1e-5 
and the maximum sentence length to 128 according to the 
statistics of the sample length of the dataset, which is con-
sistent across the three datasets (the SNLI/Easy SNLI/Hard 
SNLI dataset). We still use Adam Optimizer [25] to optimize 
our model parameters by computing different adaptive learn-
ing rates, setting the epoch to 6, and the model is saved every 
10,000 steps. All experiments were performed using version 
1.3.1 of Pytorch on a commodity machine equipped with 2 
GTX 3090 and a total of 48GB memory.

Table 3 shows three classical approaches without the 
interpretation function for NLI tasks on the SNLI data-
set. The experimental results are from the SNLI published 
results form2 including:

• DR-BiLSTM [26], a model that improves the perfor-
mance of NLI tasks through soft attention between prem-
ises and hypotheses.

• DMAN [27], a model based on an attention network to 
transfer knowledge through supervised tasks to solve NLI 
tasks.

• SemBERT [28], a multi-layer neural network model 
based on Transformer.

• CA-MTL [29], a model incorporating a new conditional 
attention mechanism and task conditioning module.

By adding attention, the contribution of each layer to the 
final result can be explored, and the performance of the NLI 
task can be improved by training the model to fuse the infor-
mation captured by all encoding layers. The accuracy results 
show that our model with a multi-layer attention mechanism 
can improve interpretability via learned linguistic structure, 
and has comparable accuracy performance compared with 
other methods.

5.4  Ablation Study

In order to analyze and compare the contributions of differ-
ent network layers in our multi-layer neural network based 
NLI model, this paper designs the following ablation experi-
ments on the SNLI dataset.

First, by removing Eq. 1 added in our model, it is verified 
that the multi-layer attention has an impact on the final pre-
diction result. The experimental results show that the predic-
tion accuracy of the model drops by 1.27% after removing 
the multi-layer attention mechanism. This shows that the 
model integrated with a human explanation way not only 
makes the model interpretable but also improves the accu-
racy of the model by learning the linguistic feature relation.

Second, each layer is used to be the input of the predic-
tion layer for probing their prediction performance. As seen 
from Fig. 6, the prediction performance is poor with only 
75% accuracy at lower layers. As the neural network lay-
ers become deep, from the first layer to the seventh layer, 
the prediction accuracy of the model increases rapidly. The 
performance difference between the two layers is about 1%. 
When the number of network layers reaches the seventh 
layer, the accuracy improvement of model prediction in the 
middle layer slows down.2 https:// nlp. stanf ord. edu/ proje cts/ snli/

Fig. 6  The accuracy(%) results 
of each layer for prediction

https://nlp.stanford.edu/projects/snli/.
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It can be seen that the accuracy trends of different layer 
connection schemes on the SNLI, Hard SNLI, and Easy 
SNLI datasets are the same. In other words, as the number 
of layers increases, the accuracy of the model maintains a 
consistent upward trend. Since the difficulty of the test set in 
the Hard SNLI dataset is greater than that of the Easy SNLI 
dataset, it is more obvious in the upward trend of accuracy, 
highlighting the differences in the information captured by 
each encoding layer. This shows that the fusion of differen-
tial sentence encoding can capture richer and more extensive 
semantic information, which proves the effectiveness of our 
study of multi-layer language information for natural lan-
guage reasoning tasks.

In summary, the ablation study shows that the perfor-
mance and impact of each layer of the model on the predic-
tion results are different. As the number of layers of the 
layer-based language model increases, the model may lose 
the phrase features and syntactic features captured by the 
lower and middle layers, resulting in the incorrect prediction 
of examples that rely more on these two features. The experi-
mental results show that our NLI model with the multi-layer 
connection mechanism introduced in this paper can alleviate 
the problem that the information captured by lower layers is 
lost as the number of network layers goes larger. In addition, 
it also shows that the multi-layer attention-connected NLI 
model captures different information and contributes to the 
results differently.

6  Conclusion and Future Work

This paper focuses on interpreting NLI tasks with linguistic 
feature relation by adding a multi-layer connection mecha-
nism. Our empirical study shows that linguistic feature rela-
tions can help NLI models interpret the prediction process in 
a way that humans explain. Conducted on the SNLI dataset, 
experimental results show that can multi-layer attention-
based NLI model can make greater interpretability with 
92.2% accuracy. In future work, we will increase the number 
of samples to further validate the linguistic structure in sen-
tence pairs. Furthermore, for the linguistic feature relation 
captured by the lower, middle, and higher layers, we will try 
to make predictions via layer-wise prompt-based training.
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