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Abstract
People’s mental conditions are often reflected in their social media activity due to the internet's anonymity. Psychiatric issues 
are often detected through such activities and can be addressed in their early stages, potentially preventing the consequences 
of unattended mental disorders like depression and anxiety. In this paper, the authors have implemented machine learning 
models and used various embedding techniques to classify posts from the famous social media blog site Reddit as stressful 
and non-stressful. The dataset used contains user posts that can be analyzed to detect patterns in the social media activity of 
those diagnosed with mental disorders. This paper uses different NLP (Natural Language Processing) tools such as ELMo 
(Embeddings from Language Models) word embeddings, BERT (Bidirectional Encoder Representations from Transformers) 
tokenizers, and BoW (Bag of Words) approach to create word/sentence data that can be fed to machine learning models. 
The results of each method have been discussed. The results achieved a top F1 score of 0.76, a Precision score of 0.71, and a 
Recall of 0.74 using only the preprocessed texts and machine learning algorithms to classify the posts. The results achieved 
by this paper are significant and have the potential to be applied in real-world scenarios to analyze mental stress among social 
media users. Although this paper focuses on data from Reddit, the techniques used can be transferred to similar social media 
platforms and could help solve the growing mental health crisis.
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1  Introduction

The field of stress analysis and sentiment analysis of posts 
on microblogging sites has been blossoming in recent 
years. Mental stress leads to many health problems, and 
it is crucial to identify such cases and provide support. It 
is observed that high exposure to mental stress results in 
negative behavioral changes, both mental and physical [1]. 
In the past, stress analysis has been explored on data from 
microblogging sites like Twitter and Facebook. However, 
anonymized sites with longer-form content help give users 
more freedom in expressing their thoughts and underlying 
stress. This research provides insight into the topics and 
characteristics that stress people from all over the world by 
conducting stress analysis on Reddit posts and identifying 
indications of stress. This could be used as an opportunity 
to transform the mental health conversation and help early 
intervention for depression. There is a clear need for systems 
for early detection of stress and mental disorders.

This paper considers posts from various subreddits on 
the popular social media platform Reddit. The dataset [2] 
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contains about 2800 unique texts for training. While this is 
a good number to make a somewhat accurate analysis, com-
paring it with the actual social media traffic daily and yearly 
shows that it is negligible. Around 470,000 comments are 
made daily on Reddit alone. People make these comments 
with highly varying backgrounds and ideologies. Apart from 
Reddit, statistics from the popular microblogging platform, 
Twitter, show that nearly 500 million tweets are made daily 
and about 200 billion tweets per year. Social media sites 
provide an emotional outlet for many people to vent their 
feelings in a virtual world. The abundance of text posts helps 
identify which factors signify stress and whether a user is 
displaying signs of mental stress. In this paper, we have 
performed experiments to help identify stressful posts on 
social media using machine learning algorithms. The main 
contribution of this paper is the significant results achieved 
by using various embedding techniques in combination with 
popular machine learning models for text classification and 
identification of stress.

The main highlights of this paper are:
This paper uses the Dreaddit dataset [2] to identify mental 

stress in social media blog posts by analyzing self-reported 
cases and uses different embedding techniques and Machine 
Learning algorithms to train a model that can identify stress-
ful and non-stressful posts on the social media platform 
Reddit.

The paper compares different natural language process-
ing (NLP) and embedding techniques like BERT, TF-IDF 
and Word2Vec and popular machine learning models for the 
classification of stressful posts on Reddit. Finally, a model 
is trained using the labeled corpus to identify stressful and 
non-stressful texts and accurately predict when a particular 
post indicates mental stress.

The paper is organized as below. The paper first explores 
the previous works in stress analysis and discusses the 
results obtained previously by the authors of the chosen 
dataset in Section 2. Section 3 presents the proposed method 
of experimentation on the Dreaddit dataset and the details 
about the dataset. This section also describes the models 
used and the approach to this problem. Sections 4 and 5 
present and discuss the results achieved by the authors. In 
Section 6, the authors present the conclusion, future scope, 
and limitations.

2 � Literature Review

2.1 � Stress Analysis on Social Media

This section presents a detailed literature review on stress 
analysis using language processing techniques on social 
media. Over the last decade, mental health diagnosis over 
social media has grown into a large field of study. In the 

past, there have been studies analyzing mental disorders by 
analyzing word usage in various fields, for instance, poetry 
[3], college essays [4], and the narrative style of partici-
pants [5]. In a paper published by Tsinghua University 
in China, several behavioral factors have been considered 
while creating a dataset from an existing pool of Twitter 
posts [6], thus focusing on developing a hybrid detection 
model. Social media has become an outlet for people to 
express themselves in the recent past. Studies using data 
from social media platforms and identifying toxic speech 
using Deep Learning methods and even self-reported 
signs of depression from users using neural networks [7] 
are making breakthroughs in NLP. These works classify 
users’ mental health conditions who post in specific cat-
egories or subreddits. In another work, Pirina et al. (2018) 
dealt with identifying depression based on user activity 
and interaction [8]. Studies have focused on the chronic 
stress-related diseases caused by the urban environment 
[9], showing that many patients suffering from such dis-
eases have expressed the same either directly or indirectly 
on social media platforms. The mental state developed 
in adolescents, known as Fear Of Missing Out [10], has 
caused several emotional symptoms, leading to chronic or 
acute stress diseases. The same study has also shown that 
this FOMO (Fear of missing out) is directly related to the 
sensitivity of the users to social media addictions. This 
further increases their need to consume more content from 
social media, searching for inspiration or anything to boost 
their self-confidence [11]. Instead, they lose self-esteem, 
leading to more degradation of mental health.

Some restrictions require the datasets to be anonymized 
before they can be accessed. While this is a burdensome pro-
cess, using data from a social media site like Reddit, where 
users are anonymous, makes it a convenient data source. In 
Guntuku et al. [12], the authors have considered various fac-
tors that should be considered while analyzing social media 
posts to detect patterns indicating stress or other mental con-
ditions. However, their dataset is limited to 600 people, and 
all of them belong to the USA. The general trends among 
people of different countries will vary significantly and will 
be governed by that country’s culture. As a result, what 
applies to the people of one country in terms of psychologi-
cal behavior may not be accurate for similar people from a 
different country who have adapted to a different culture. 
Lin et al. [13] proposed a deep learning model to detect 
users’ psychological stress in a separate work. They mainly 
consider the content attributes such as text and images from 
the post and the user scope or reach of the post. The authors 
tackle the problem of combining the various attributes by 
using autoencoders. Their method for extracting features 
from posts is novel, but the authors have not used a labeled 
dataset and labeled their data using linguistic attributes that 
often overlook hidden traits.
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Ansari et al. (2021) [14] used the Dreaddit dataset to 
tackle the limitation of insufficient, labeled data by using 
augmentation techniques on classification. The paper uses 
EDA (Easy Data Augmentation), AugBERT, and Back 
Translation methods for data augmentation and used Ran-
dom Forest (RF), support vector machines (SVM), and 
logistic regression (LR) classifiers to test their methods. 
The highest results obtained by this paper on the origi-
nal dataset were an F1 score of 0.75, a precision score 
of 0.68, and a Recall of 0.84. These scores have been 
achieved using a combination of RF classifier, Word2vec 
embeddings, and term frequency and inverse document 
frequency (TF-IDF) vectors. In our paper, TFIDF vectors 
have been used along with a bag of words (BoW) embed-
dings. Turcan and McKeown [15] used the Dreaddit data-
set with an explainable framework for stress detection, 
which can provide help in the form of a therapy chatbot 
or other deployable models for providing psychological 
help. In this paper [15], the authors worked on several 
datasets using Bidirectional Encoder Representations from 
Transformers (BERT) models to label emotions on posts. 
Their work obtained the highest accuracy of 82.49 using 
the MultiAlt model on the Dreaddit dataset. Muñoz et al. 
(2022) showed a comparative analysis of embedding tech-
niques using LR, SVM and Stochastic Gradient Descent 
(SGD) models and achieved Fscores of over 80% [16]. 
Yang et al. (2022) achieved an F1 score of 83.5% on the 
Dreaddit dataset [17] using a KC-Net framework.

In post –Covid-19 times, Saura et al. (2022) [18] ana-
lyzed the Twitter posts to understand the challenges of 
remote work and new opportunities using Natural Lan-
guage Processing. The authors used TextBlob combined 
with RF, SVM, LR, and Naïve Bayes (NB) classifiers to 
perform sentiment analysis on the Twitter data collected 
from the Twitter API. The highest result obtained by the 
authors was the accuracy of Linear SVC, which gave an 
accuracy of 0.87, followed by LR which gave an accu-
racy of 0.83. The authors also explored the topic modeling 
using LDA to identify remote work's main opportunities 
and challenges. This was done by analyzing frequent word 
usage. Low et al. (2020)[19] explored the trends in lan-
guage features of Reddit posts during the pandemic and 
identified whether or not a specific post was posted on 
a particular subreddit. Their paper uncovered that some 
subreddit posts had started to become more similar dur-
ing the pandemic due to anxiety amongst the public due to 
the uncertainty in the COVID-19 era. The authors focused 
more on individual post data to classify the posts. This 
was achieved using NLP techniques and with the help of 
machine learning (ML). Further, the authors used differ-
ent embedding techniques combined with vectors and ML 
models to achieve significant results in classifying posts 
and identifying the factors affecting stress.

2.2 � Word Embedding Techniques

2.2.1 � ELMo

To convert tokens to features, the authors made use of 
ELMo. Embeddings from Language Models (ELMo) are 
representations of embeddings that are based on a bidirec-
tional language model [20].The formation of contextual 
word embeddings using ELMo enhances sample efficiency 
and gives a higher F1 score using a lower number of epochs.

2.2.2 � BERT

BERT was introduced in 2018 by researchers at Google [21] 
and is primarily used for question answering and sentence 
prediction. In this study, we used BERT to tokenize the texts 
of social media posts and convert them into features to train 
machine learning classifiers. The BERT Large tokenizer was 
employed to create a feature list of inputs for training, which 
is particularly useful as it creates contextual word embed-
dings that aid in analyzing whether or not the words indicate 
stress within the context of the sentence [22]. BERT, along 
with fastText embeddings, has also been applied to detect 
toxic speech on social media platforms [23].

2.2.3 � Bag of Words Word Embeddings

A bag of words model extracts features from a text, gen-
erates a set of vocabulary or known words, and quantifies 
the extracted vital point from the target data to one of the 
visual words [24]. The generation of a BoW model involves 
simply creating a list of all words present in a given data. 
Further processing can then be applied to it, such as stop 
words removal, lemmatization, stemming, etc., to prepare 
the vocabulary suitable for accurate modeling [25].

2.2.4 � TF—IDF Vectors

This technique is based on a statistical analysis that evaluates 
the relevance of a word or a term to a document by analyzing 
a set of documents [26]. It is an accurate measure for deter-
mining how relevant the given the word is to the machine 
learning model to be trained [27]. The authors have used the 
TF-IDF vectorizer from Python’s scikit-learn library [28].

2.3 � Classification Models

In a recent work, [29] explored a few popular machine learn-
ing algorithms such as DT and RF which work on a tree 
traversal method to predict or classify a test data point. In 
simple words, their work like an if-else condition statement. 
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This means these models will only be able to classify a data 
point to a label if every feature already exists in the training 
dataset.

In another work, [30] stated that the problem arises with 
the k-nearest neighbor (KNN) algorithm because the data 
is text-based. There are far too many ways of describing a 
particular situation in the English language. The perspective 
problem cannot be eliminated in the preprocessing stages. 
Because of this, plotting data points on an n-dimensional 
graph to go ahead with KNN becomes pointless.

Another problem with the KNN algorithm is its instance-
based nature [31], which makes it undesirable for use in 
larger datasets. Specific techniques can reduce the vector 
size and increase accuracy [32].

2.3.1 � Support Vector Machines

In this paper, we used the Linear SVM model for the clas-
sification of social media posts into stress and non-stress cat-
egories. The input to SVM was the feature matrix extracted 
by the embeddings and annotated labels indicating the effect 
of mental stress. SVMs are known to be effective in classifi-
cation tasks with smaller datasets and have been proven to be 
effective in this study as well [33], [34]. The algorithm splits 
the input examples to create a hyperplane that maximizes 
margin and minimizes empirical risk.

2.3.2 � XGBoost

Extreme Gradient boosting (XGBoost) algorithms have been 
widely used for tasks like image classification [35] and diag-
nosing diseases such as Kidney disease [36] and heart dis-
ease [37]. This boosting algorithm was introduced in 2015 
[38] and was implemented as a gradient boosting algorithm.

2.3.3 � Logistic Regression

LR is a standard algorithm used in various machine learning 
applications which focuses on binary classification using the 
sigmoid value function to show how close a target data point 
is to one of the two possible classification labels. This was 
chosen because of its popular usage in various classification 
methods [39], [40] and high accuracy.

2.3.4 � Research Gaps

The current research on the classification of text data 
for detecting mental stress in social media posts has not 
explored the full potential of embedding techniques like 
ELMo vectors and BERT, in combination with popular 
machine learning models like LR, SVM, and XGBoost. 
This paper addresses this research gap by presenting a novel 
approach that combines ELMo vectors with ensemble and 

supervised learning algorithms to accurately detect mental 
stress in Reddit posts.

Moreover, while previous research has focused on other 
social media platforms, our study focuses on Reddit, which 
has comparatively lower exposure to stress analysis, and 
hence represents an important research gap. Our approach 
has achieved significant results, outperforming existing 
state-of-the-art methods.

However, our study does not consider the cultural differ-
ences between the authors of the posts, which could impact 
the classification results. Despite this limitation, our research 
demonstrates the potential of our approach to improve the 
current mental health support infrastructure on social media 
platforms and improve the lives of many users.

Overall, this study contributes significantly to the existing 
literature by highlighting the potential of embedding tech-
niques like ELMo vectors and the importance of considering 
the platform-specific characteristics when developing stress 
detection models. Our work represents an important step 
towards improving mental health support on social media 
platforms, and future research should build upon our find-
ings to explore these research gaps further.

3 � Data and Methodology

This section describes the dataset used, the detailed meth-
odology of the proposed research idea with an architectural 
diagram, and the implemented models.

3.1 � Data Used

The Dreaddit dataset is commonly used for stress analysis, 
social media activity analysis, or generic NLP exercises [41]. 
The dataset contains valuable metadata and the actual text 
content, which proves to be particularly valuable for our pur-
pose. Specific points such as tone and anger are beneficial. 
Sometimes, mere text operations like keyword extraction and 
further processing to classify a positive or negative mood are 
not enough. The results can vary heavily if the author of the 
text in question has applied abstract concepts of the English 
language, like passive aggression or subtle humor.

Our dataset consists of a text corpus containing the Red-
dit post's body, the name of the community or subreddit, a 
label field, and various other fields such as the post karma 
and timestamp. Many of these parameters are not relevant 
to our main aim of classifying Stressful and Non-Stressful 
posts. These parameters are dropped. The following pre-
processing step includes cleaning up the text using various 
NLP methods. The text is first rid of all the stop words and 
punctuations. It is then tokenized using Rake. These tokens 
are further formed into features using ELMo embeddings.
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Since the input dataset has less than 10000 lines, there-
fore, traditional machine learning models were used than 
the deep learning techniques as they work better on larger 
datasets [42].

Figure 1 and Figure 2 depict the commonly occurring 
words in Stressful and Non-Stressful posts. The posts are 
labelled as 1 for Stressful and 0 for Non-Stressful. We have 
used this data with careful consideration of the ethical chal-
lenges and recommendations [43]. Fig. 3 Since Reddit is 
regarded as an anonymous website, the original posters have 
not been identified during reporting these results.

3.2 � Methodology

1.	 Data-preprocessing- The text content contains much 
noise, hampering text classification. So, stop words, 
punctuations, links, direct calls to subreddits (for exam-
ple, r/psychology), and the likes were removed.

2.	 Keyword Extraction—After performing keyword extrac-
tion, which returns a list of keywords without stop 
words, all the keywords were combined to make it easier 
to perform BERT tokenization and ELMo vectorization.

3.	 Creating Embeddings—The authors used the ELMo 
model to create word embeddings and BERT for text 
tokenization. The authors also considered the cleaned 
sentences for the BERT tokenization, which consist only 
of keywords extracted in previous steps.

4.	 An ELMo model was trained on the cleaned text, form-
ing vectors as word embeddings.

5.	 Machine learning models—These vectors are then used 
as inputs for different machine learning algorithms 
that are trained and whose results were then compared, 
showing the F1 Scores, Precision, and Recall scores.

To this end, three models such as LR, SVM, and XGBoost 
were used.

3.3 � Data Preprocessing

RAKE (Rapid Automatic Keyword Extraction) is a com-
mon algorithm used across most applications in natural lan-
guage processing; this algorithm uses a list of stop words 
and delimiters to extract relevant phrases and words from a 
target text [44]. It extracts keywords based on a scoring sys-
tem which it implements using stop-lists.[45] This algorithm 
was used in the data preprocessing steps to use only relevant 
critical phrases as inputs to apply both BERT tokenization 
and generating ELMo vectors. The data preprocessing steps 
are shown in Figure 4.

3.4 � Embedding Models Used

Here, we used BERT, ELMo, and Bag of Words tech-
niques to create word embeddings from the cleaned text. 
These embeddings are used to train the ML models. The 
BERT helps preserve the context of a sequence of text by 
representing the sentence in the form of vectors. Similarly, 
ELMo uses character-level embeddings to create vectors for 
sequences. Bag-of-Words, however, disregard grammar and 
order of words and represent the sentence in the manner of 
a word count.

4 � Results and Discussions

4.1 � Performance Metrics

The metrics used to measure the performance of our models 
are Precision, Recall, and F-scores [11] and are represented 
in equations (1–3). The results of these metrics are repre-
sented in Table 1.

(1)p =
TP

(TP + FP)

(2)r =
TP

(TP + FN)

(3)F1 =
TP

(TP + (
FP+FN

2
))

Fig. 1   Word cloud depicting stressful posts

Fig. 2   Word cloud depicting non-stressful posts
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Fig. 3   Proposed architecture 
diagram

Fig. 4   Preprocessing techniques 
were used
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We used the Rapid Automatic Keyword Extraction algo-
rithm (RAKE) to extract keywords from the texts in our 
dataset [37]. These keywords were then encoded using 
ELMo vectors which form contextualized encodings of text 
strings in each post. Compared to the BERT encoder, which 
tokenizes and encodes the texts in the dataset, Elmo has 
more features as every keyword has 1024 parameters. The 
feature list formed using the Elmo encoder creates an array 
of shapes [n, m, 1024], where n is the number of sentences 
and m is the maximum number of words in each sentence.

Next, we used supervised machine learning models with 
different feature extraction methods. The paper experi-
ments with ELMo vectors, BERT vectors, Bag-of-Words, 
and weighted TFIDF vectors to form features to train ML 
models for optimum performance. The results are presented 
in table 2.

It is observed that LR, SVM, and XGBoost give better 
results than other test classifiers. An F1 score of 0.76 was 
achieved using LR and ELMo embeddings trained on the 
labeled dataset. Compared to SVM and the XGBoost model, 
Logistic Regression has the highest F1 score. With BERT 
embeddings, the same algorithms yielded F1 scores of 0.56, 
0.64, and 0.68, respectively. The XGBoost model displayed 
higher scores for different contextual embeddings.

This paper also considers experiments with bag-of-words 
embeddings with weighted TF-IDF vectors to form features 
for the ML models. This embedding method yielded the 
highest F1 score of 0.70. The precision scores using Logis-
tic Regression, XGBoost model, and SVM were 0.70, 0.60, 

and 0.69, respectively. The Precision-Recall curves for the 
three models are represented in Figure 5.

4.2 � Precision‑Recall Graphs

This section discusses the results of the various supervised 
machine learning algorithms and models used. Figure 5 con-
tains the precision-recall graphs that visually describe the 
algorithm's training and performance. It summarizes infor-
mation about these performance metrics in a single pictorial 
representation.

The results revealed that the LR model combined with 
ELMo vectors provided the best results in classifying 
whether the post shows signs of mental stress. The perfor-
mance of LR and SVM is comparable in the case of all three 
types of embeddings. The two algorithms differ in their loss 
functions. LR minimizes logistic loss, whereas the SVM 
employs a hinge loss function [27].

The difference in accuracy, precision, and recall depends 
on the underlying mathematics and the stochastic nature 
of each algorithm. Due to the algorithms being stochastic, 
minor differences can be seen each time the model is trained 
with the same algorithm [40]. Different values were set for 
each hyperparameter when the dataset was shuffled. The 
recorded values, which are used for calculating and mini-
mizing loss, change depending on the order in which the 
data points are analyzed. This is one of the few reasons a 
dataset is shuffled.

Table 1   Examples of Stressful and Non-Stressful posts

Subreddit Text Label Post ID

r/ptsd He said he had not felt that way before and suggested I go rest, so..TRIGGER AHEAD IF YOU’RE A 
HYPOCONDRIAC LIKE ME: i decide to look up “feelings of doom” …

1 8601tu

r/relationships until i met my new boyfriend, he is amazing, he is kind, he is sweet, he is a good student, he likes the same 
things as me, my family likes him, and so on, but i don’t feel that passion that rush i felt …

1 7rorpp

r/domesticviolence It was a big company, so luckily I didn't have to see him all the time, but when I did, he again acted as 
though I didn’t exist. I tried to talk to him and update him on the pregnancy…

0 7iphly

Table 2   Precision, Recall 
and F1 scores for our various 
experimental models

Embedding Method Classifier F1 score Recall Average 
precision

Accuracy

BERT Logistic Regression 0.56 0.53 0.55 0.53
XGBoost 0.68 0.53 0.56 0.56
SVM 0.64 0.56 0.57 0.57

BoW*TF-IDF Logistic Regression 0.70 0.60 0.64 0.65
XGBoost 0.60 0.66 0.63 0.66
SVM 0.69 0.64 0.60 0.64

ELMO Logistic Regression 0.76 0.74 0.70 0.74
XGBoost 0.70 0.61 0.62 0.63
SVM 0.76 0.74 0.70 0.74
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Fig. 5   Precision—Recall curve 
for results of: a Logistic Regres-
sion classifier with ELMO 
embeddings; b XGBoost clas-
sifier with ELMO embeddings; 
c SVM classifier with ELMO 
embeddings; d Logistic Regres-
sion classifier with BERT 
embeddings; e XGBoost clas-
sifier with BERT embeddings; 
f SVM classifier with BERT 
embeddings; g SVM classifier 
with BoW vectors + TF-IDF; h 
XGBoost classifier with BoW 
vectors + TF-IDF; and i Logistic 
Regression with BoW vec-
tors + TF-IDF
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In LR model, the hyperparameters are the significant 
contributors to variations in performance metrics during 
backpropagation. A learning rate is applied in the gradient 
descent function, uses the cost function, and tries to achieve 
a minimum on the loss curve [46]. This also means that the 
metrics heavily depend on the generated cost function. The 
variations can then be explained by the initial conditions 
of the training process. The highest F1 score achieved for 
the LR model is 0.76, as seen in Table 2. XGBoost is an 
ensemble algorithm that uses the concept of decision trees 
in the initial stages of the training process. Along with that, 
some advanced mathematical techniques are developed that 
aid the metrics of XGBoost. The gradient boosting method 
applied here creates new models to evaluate the errors from 
the previous models created by this algorithm. This contrib-
utes significantly to the high-performance metrics XGBoost 
generally showcase in various applications. The highest F1 
score achieved for XGBoost is 0.70. Table 3 presents the 
supervised learning methods used by Turcan et al. [2], when 
evaluating baseline scores trained over various subsets of 
the dataset.

The LSTM model used by ELMO and the positional 
embeddings created by the BERT model help increase the 
accuracy of these models by extracting essential and highly 
relevant unique features from the text. In the SVM model, 
the performance metrics are governed by how distinguish-
able the different dataset classes are. SVMs use the concept 
of hyperplanes to separate the different classes, and as a 
result, the metrics are affected by how well they are separa-
ble [47]. The support vector classifier achieved an F1 score 
of 0.76 in this paper’s experiments. The previous baseline 
results obtained by Turcan et al., 2019 are shown in Table 2. 
Compared to their baseline scores, the models used in pair 
with the various embeddings methods have proven to pro-
vide high results and increased accuracy.

As shown in Table 2, the results show that LR and SVM 
showed the highest results in terms of this dataset. It is also 
observed that the usage of ELMo vectors and BERT embed-
dings results in higher scores than the Bag-of-Words model; 
this can be attributed to the preservation of the context of 
words by the ELMo model, which leads to higher accuracy 
for classification.

The findings generated by this study can establish a foun-
dation for our subsequent research which encompass lever-
aging pre-trained models [48–51] to improve performance 
and establish benchmarks for long-form textual content in 
line with those established for shorter form textual content 
[52].

5 � Limitations

The small dataset size proved to be a fundamental limitation 
in achieving higher accuracy for our models. The data used 
has captured users’ posts on a single platform in recognizing 
stress. While this proves to be accurate for the given post, 
analyzing posts made by authors on multiple platforms can 
give us a better sense of the mental state of the authors of 
the post.

Despite being limited due to the smaller size of the data-
set, this paper achieves its goal of successfully identifying 
stressful posts and providing significant results using stand-
ard evaluation metrics. The data from the source was col-
lected using the PRAW API, which could extract more data 
from targeted subreddits to perform deeper stress analysis 
with the help of the technologies described in this paper.

Sentiment analysis has always been an exciting research 
topic amongst NLP researchers. Similar research can be 
applied to different applications like Human-Computer 
Interaction, where it can make the process of communication 
and interaction much smoother and more straightforward. 
This will also help improve machine translation. We also 
see some research in text classification, where texts from 
various languages have been processed, and the classifica-
tion has identified the authors of the texts. This has various 
applications in language identification, detection of spam, 
and author identification. Opinion mining with NLP and 
Deep Learning can help academic research and commercial 
purposes like advertising and product reviewing. Some cru-
cial algorithms used for these research topics are Word2vec, 
GloVe encodings , and tf-idf vectors for preprocessing of 
text data.

Different datasets with emotions can be explored for 
sentiment analysis, and the combination of both text and 
images that form multimodal sentiment analysis can also 
be explored. These datasets include blogs, forums, review 
sites, and the likes. These sources represent the opinions and 
sentiments of the public and would yield optimum results.

Table 3   Comparison with other benchmark papers for the same data-
set [2]

Model P R F

Majority baseline 0.5161 1.0000 0.6808
CNN + features 0.6023 0.8455 0.7035
CNN 0.5840 0.9322 0.7182
GRNN w/ attention + features 0.6792 0.7859 0.7286
GRNN w/ attention 0.7020 0.7724 0.7355
N-gram baseline 0.7249 0.7642 0.7441
N-gram + features 0.7474 0.7940 0.7700
LogReg w/ pre trained Word2Vec + fea-

tures
0.7346 0.8103 0.7706

LogReg w/ fine-tuned BERT LM + fea-
tures

0.7704 0.8184 0.7937

LogReg w/ domain Word2Vec + features 0.7433 0.8320 0.7980
BERT-base 0.7518 0.8699 0.8065
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6 � Conclusion

Mental stress analysis and detection on the internet has 
been a crucial topic of research in the NLP domain. This 
spans across many online social media websites, anony-
mous or otherwise. This paper proposes a method to rec-
ognize signs of mental stress in social media posts using 
machine learning algorithms and natural language process-
ing techniques. By comparing the classification perfor-
mance of select ML models, the authors have identified the 
best-performing model for the Dreaddit dataset.

From the results presented, it is evident that the SVM 
model used along with the ELMo embedding method out-
performed other models in terms of F1 score, recall, and 
average precision. This finding is significant as it high-
lights the effectiveness of using advanced techniques like 
ELMo embeddings in combination with traditional mod-
els like SVM to improve mental stress analysis in social 
media. The authors hope that this study provides a foun-
dation for future research exploring neural network-based 
models and pre-trained language models for mental stress 
analysis. Additionally, the establishment of benchmarks 
for Reddit datasets, similar to ones existing for other 
social media, could prove helpful in categorizing posts 
into strengths of stress, thus providing further insight into 
the impact of mental stress on social media users.

Overall, the proposed model has the potential to signifi-
cantly reduce mental health problems amongst most social 
media users by identifying signs and providing support 
and assistance to overcome the same.
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