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Abstract
Massive usage of credit cards has caused an escalation of fraud. Usage of credit cards has resulted in the growth of online 
business advancement and ease of the e-payment system. The use of machine learning (methods) are adapted on a larger 
scale to detect and prevent fraud. ML algorithms play an essential role in analysing customer data. In this research article, 
we have conducted a comparative analysis of the literature review considering the ML techniques for credit card fraud detec-
tion (CCFD) and data confidentiality. In the end, we have proposed a hybrid solution, using the neural network (ANN) in a 
federated learning framework. It has been observed as an effective solution for achieving higher accuracy in CCFD while 
ensuring privacy.

Keywords Artificial neural network (ANN) · Credit card fraud · Federated learning · Random forest (RF) method · Support 
vector machine (SVM) · Privacy-preserving · Blockchain

1 Introduction

In the twenty-first century, most financial institutions have 
increasingly made business facilities available for the pub-
lic through internet banking. E-payment methods play an 
imperative role in today's competitive financial society. They 
have made purchasing goods and services very convenient. 
Financial institutions often provide customers with cards 
that make their lives convenient as they go shopping with-
out carrying cash. Other than debit cards the credit cards 
are also beneficial to consumers because it protects them 
against purchased goods that might be damaged, lost or even 
stolen. Customers are required to verify the transaction with 
the merchant before carrying out any transaction using their 
credit card.

According to statistics, Visa [50] and Mastercard [51] 
issued 2287 million total credit cards during 2020 (4th quar-
ter) worldwide (Figs. 1 and 2). 

Visa issued 1131 million, whereas master card issued 
1156 million cards worldwide. These statistics show how the 
usage of card-based transactions became easy and famous 
to the end-users. Fraudsters pave their way to manipulate 
this group of people due to the massive portion of global 
transactions falling in this category. And perhaps sometimes 
it is easy to social engineer humans easily.

Despite the several benefits that credit cards provide to 
consumers, they are also associated with problems such as 
security and fraud. Credit card fraud is considered a chal-
lenge which banks and financial institutions are facing. It 
occurs when unapproved individuals use credit cards for 
gaining money or property using fraudulent means. Credit 
card information is sensitive to be stolen via online plat-
forms and web pages that are unsecured. They can also be 
obtained from identity theft schemes. Fraudsters can access 
the credit and debit card numbers of users illegitimately 
without their consent and knowledge.

According to “U.K. finance” [27], fraudulent activities 
associated with credit and debit cards have proven to be one 
of the major causes of financial losses in the finance indus-
try. Due to the advancement of technology, it is big threat 
that leads to massive loss of finances globally. Therefore, 
it is imperative to carry out credit card fraud detection to 
reduce financial losses.

Machine learning is effective in determining which trans-
actions are fraudulent and those that are legitimate. One of 
the main challenges associated with detection techniques is 
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the barrier to exchanging ideas related to fraud detection. 
According to a study by “U.K. finance”, the number of credit 
and debit fraud cases reported in the U.K. worth £574.2 mil-
lion in 2020 [27].

In recent years, fraud detection in credit card has 
increased tremendously, drawing the attention of most 
scholars and researchers [22]. This research paper seeks 
to review and evaluate various aspects of credit and debit 
fraud detection. The paper examines various techniques 

used to detect fraudulent credit card transactions and 
finally proposes a better technique for credit card fraud. 
Researchers are trying to solve some methodological bar-
riers that pose a limitation in ML real-time application. 
Various research has been done in different domains such 
as abnormal patterns detection [28–35], biometric identi-
fication [36, 37], Diabetes Prediction [38, 39], Happiness 
prediction [40], Water quality prediction [41], accident 
prevention at Heathrow [42], timely diagnosis of bone 

Fig. 1  Amount of Master credit 
card issued worldwide [51]

Fig. 2  Amount of Visa credit 
issued worldwide [50]
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diseases [43], Predicting informational efficiency using 
deep Neural Network [49]. Despite these limitations, 
researchers are working to gain the ML power to detect 
frauds.

1.1  Motivation

CCFD involves quite complex procedures and techniques 
for developing an effective detection system. Following are 
some of the problems in CCFD that I have analyzed from 
the literature review, and it has motivated me to propose 
an effective solution to the problems.

Credit card transactions are substantial in number and 
are heterogeneous. The users use the credit cards for vari-
ous purposes based on geographical locations and cur-
rencies, which shows that the fraudulent transactions are 
widely diverse [10]. This problem has motivated me to 
devise a solution that can potentially help to detect the 
fraudulent transaction irrespective of geographical loca-
tion. Fraud detection is also a multi-objective task. Banks 
and financial institutions need to give their users a good 
experience and service at all times. Therefore, it is chal-
lenging to use the customer datasets for experimental pur-
poses while ensuring service availability and privacy. To 
compensate this challenge, my motivation leads to intro-
duce the framework of federated learning for data privacy 
assurance.

Fraudulent transaction diversity and imbalanced data-
sets is also a big challenge in CCFD [22]. Getting real-time 
datasets of credit card transactions is quite challenging. 
Banks and financial sectors do not expose their customer's 
data due to GDPR. Therefore, it creates a challenge for 
the researchers to gather the datasets for credit card fraud 
detection. My motivation leads to helping research com-
munities and data scientist who work in the financial sec-
tor to devise a system to fulfil the challenges of getting big 
data for an effective machine learning model.

2  Literature Review

It is imperative for any banking or financial institution 
that issues credit and debit cards to put in place an effec-
tive measure to detect any cases of fraudulent transactions. 
Some of the notable methods identified to help detect 
fraud in credit card that includes RF, ANN, SVM, k-near-
est neighbors and other techniques that have a hybrid and 
privacy-preserving approach for data privacy.

We will discuss in brief all the approaches mentioned 
above.

2.1  Random Forest (R.F.)

Random forest is an algorithm based on ML which is con-
structed from a decision tree (DT) algorithm, commonly 
used to resolve various regression and classification prob-
lems. It helps in predicting output with high accuracy in 
large datasets. The Random Forest technique combines 
several classifiers to provide a solution to different intricate 
issues. The random forest helps in predicting the average 
mean of output from other trees. An increase in the number 
of trees tends to increase the precision of the outcome. The 
random forest method helps in eradicating various limita-
tions of a decision tree algorithm [8]. It also minimizes the 
lifting of datasets and thus increasing precision. Several 
decision trees exist in a forest whereby a individual tree act 
as weak-learner; however, they together form strong learner. 
The RF technique is high-speed and effective in handling 
large volumes of datasets and unbalanced ones. However, 
the random forest has limitations in training the range of 
datasets, especially in the regression problems.

The various traditional algorithm was used, such as 
Logistic regression (L.R.), C4,5, and R.F. Logistic regres-
sion (L.R.) describes and explains the association between 
the dependent binary variable and independent variable. The 
C4.5 is commonly considered for data mining as DT clas-
sifiers in generating decisions based on various sets of data 
provided. Traditionally, the algorithm combined Threshold 
optimization (T) as well as Baye’s Minimum Risk Classifi-
ers (M.R.) were used in fraudulent grouping transactions by 
altering the prospect of the limit. T and M.R. improve pre-
dictions' accuracy and reduce the overall cost involved [11]. 
However, logistic regression performs well in the regression 
problem, as it tolerates the model overfitting, unlike the deci-
sion tree. Also, there is a significantly less real-time scenario 
of having linear problems. When considering the CCFD, 
the real-time datasets are nonlinear. Therefore, the use of 
logistic regression is not suitable to be considered.

Olena et al. have proposed a hybrid approach for credit 
card fraud detection using random forest and isolation for-
est, which is used to identify anomaly-based transactions 
[15].The proposed model of the author is based on two pri-
mary sub-systems. One of them is concerned about anom-
aly detection that works based on unsupervised learning. 
The second one is an interpretation that incorporates the 
anomalies type. It is based on supervised learning. The pro-
posed work's primary concern is the data speed that works 
effectively when considered with the hybrid model on the 
real-time data [15, 16]. The system was evaluated for iden-
tifying the users' geolocation while performing transactions 
for detection purpose. This hybrid model is not based on 
the anomaly level. However, the anomaly type determines 
it. The system of anomaly-based transactions detects fraud, 
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based on geolocation. However, preserving privacy and 
confidentiality is a lack of finding in this research work, 
as the real-time data is involved in detecting the fraudulent 
transaction. The researcher did not mention any hashing, or 
encrypted methods followed to keep user’s data from being 
exposed. Therefore, to comply with this challenge, there is 
a need to ensure data confidentiality for the credit card users 
for the research purpose. The researcher also did not mention 
how to tackle geolocation spoofing techniques to prevent 
fraud. Our contribution will be focused on considering the 
geolocation and time features for detecting frauds combin-
ing ANN and federated learning approach to ensure data 
confidentiality.

Although the random forest algorithms are quite effec-
tive in predicting the class of regression problems, they con-
stitute various limitations when it comes to the CCFD in 
real-time. It can perform well on lab-based datasets where 
limited data is available. The random forest algorithms are 
slower in performance in real-time scenarios. The training 
process is slower, and it takes a longer time to make predic-
tions. Therefore, for effective CCFD in real-life datasets, we 
need a large volume of data, and random forest algorithms 
lack the capability of training the datasets effectively and 
making predictions.

2.2  Artificial Neural Network (ANN) Method

ANN is a ML algorithm which functions similarly to the 
human brain. Typically, ANN is based on two types of 
methods: supervised method and unsupervised method. 
The Unsupervised Neural Network is widely used in detect-
ing fraud cases since it has an accuracy rate of 95%[4]. 
The unsupervised neural network attempts to find similar 
patterns between the credit cardholders present and those 
found in earlier transactions. Suppose the details found in 
the current transactions are correlated with the previous 
transactions. Then, a fraud case is likely to be detected [4]. 
ANN methods are highly fault tolerant. For instance, the 
generation of output is sustained even with the corruption in 
single or multiple cells. Due to its high speed and effective 
processing capabilities, ANN can be considered an effective 
solution for the CCFD.

The author used three stages in detecting fraud; verifying 
the user, fuzzy clustering algorithm, and ANN classifica-
tion phase to differentiate between legitimate and suspicious 
transactions. This technique helped generate an accuracy 
rate of 93.90 and 6.10% in classifying transactions incor-
rectly [7]. Although ANN, along with the clustering, per-
forms well in detecting fraudulent transactions, the author 
failed to consider the appropriate structure of ANN that 
requires progressive trials and errors.

An artificial neural network that is trained using a simu-
lated annealing algorithm is effective in identifying vari-
ous fraudulent credit card transactions. The stimulation 
annealing algorithm optimizes the performance by finding 
out the best suitable configuration weight in the neural 
network [10].

Saurabh et al. have proposed a model based on the arti-
ficial neural network (ANN) [17] and backpropagation 
for credit card fraud detection [17, 18]. The procedure 
is followed by taking the customers' dataset, i.e., name, 
transaction ID and time. With 80% of data for training, the 
author experimented, 20% of the data is taken for testing 
and validation purpose. The proposed model has given a 
significant outcome for the detection of fraudulent transac-
tions in real-time data. For the evaluation purpose, authors 
have used confusion matrix, recall, accuracy, and preci-
sion. By performing this experiment, the achieved accu-
racy is 99.96% which is enhanced compared to the previ-
ous model while considering the real-time data. Although 
it has produced good results; however, for training and 
researching, this research work lacks the potential solution 
of data threat by the researcher or even by an individual 
bank employee. Therefore, it is required to have a solution 
that can potentially fulfil all the criteria for data confiden-
tiality and integrity of the bank credit card transactions. 
The authors have not mentioned anything about data con-
fidentiality while using it for training like name, age and 
gender. Therefore, our proposed work will use a federated 
learning model to ensure data privacy to train it for credit 
card fraud detection.

Data mining techniques such as the DT, MLP, and 
CFLANN are widely considered to determine patterns from 
the previous transaction. These models often use two types 
of datasets in comparing the performance. The Multiple-
layer perception (MLP) model has an accuracy of 88.95% 
in the Australian-credit card dataset [Class Distribution: 
CLASS 2: +: 307 (44.5%), CLASS 1 383 (55.5%)] and 
78.50% in the German-credit card dataset [24]. which gives 
the indication that the MLP perform differently in a different 
dataset. The use of MLP could not be very effective in CCFD 
as reason been having a larger number of parameters, and it 
causes the highly dense structure that ultimately results in 
redundancy and performance inefficiency. The author did 
not highlight this concern which is essential to consider to 
use the MLP process in real-time.

ANN is an effective algorithm that can be used in 
CCFD [4, 7, 10]. It can be seen from the literature; it has 
produced good performance when used in congestion 
with various functions and algorithms. Those functions 
have their individual lacking. However, the use of ANN 
in CCFD is proven to be promising due to its capability 
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to accommodate a larger volume of data and distributed 
memory structure.

2.3  Support Vector Machine (SVM)

SVM is considered for classification and carry out regression 
analysis for various problem. In this approach, researchers 
often analyze the patterns in which customers use credit 
cards. The paying patterns of the customers were collected 
from the datasets. The support vector machine technique is 
used in classifying consumer patterns into either fraudulent 
or non-fraudulent transactions. The SVM method is effec-
tive, and it provides accurate results when fewer features 
have been used from the dataset [5]. However, the prob-
lem exists when a larger volume of datasets (at least over 
100,000) is used. While considering the use of SVM in 
CCFD, it is ineffective when used in real-time as the size 
of datasets are large.

Rtayli et al. have proposed a method for credit card fraud 
risk (CCR) for the higher dimensionality data by using the 
classification technique of random forest classifier (RFC) 
[27] and SVM [26, 27], in a hybrid approach. The idea was 
inspired by the feature selection of fraudulent transactions 
in the big imbalanced dataset. The fraud transactions are 
minimal in number and become difficult for detection. To 
evaluate the model, the author has used evaluation metrics 
that comprise accuracy, recall and area under the curve.

Based on SVM while using RFC suggested that it has 
produced the accuracy of 95%, false-positive transactions 
are decreased by improving the sensitively to 87% which has 
caused the better fraud detection in the massive dataset and 
imbalanced data [26, 27]. This model has also improved the 
classification performance. Although the method produced 
efficient corresponding output for fraud detection while 
using classification features, this model limits the transac-
tion's privacy in term of performing the evaluation metrics 
of accuracy and recall. Therefore, to fix privacy concern, we 
are using a federated learning model that trains data locally. 
We are also combining it with artificial neural network. RFC 
performs slow when dealing with large datasets.

2.4  K‑Nearest Neighbour (KNN)

KNN is type of supervised ML method helpful in classi-
fying and performing regression analysis on problems. It 
is an effective method in supervised learning. It helps in 
improving the detection and decreasing false-alarm rate. It 
uses a supervised technique in establishing the presence of 
fraudulent activity in credit card transactions [14]. The KNN 
fraud detection technique requires two estimates: correlation 
of transaction and distance between the occurrence of trans-
action in data. The KNN technique is suitable for detecting 
fraudulent activity during transaction time. By performing 

over-sampling and separating data, it can be possibly used 
to determine the anomalies in the targets. Therefore, it can 
be considered for CCFD in memory limitations. It can assist 
in CCFD while utilizing low memory and less computation 
power. It is a faster approach for any number of datasets. 
While comparing with other anomaly-based techniques, 
KNN results higher in accuracy and efficiency [12].

It is widely used in identifying a similar pattern in previ-
ous transactions carried out by the cardholder. The com-
monly used machine learning algorithms include LR, Naïve 
Bayes and KNN. The KNN has an accuracy rate of 97.69% 
when it comes to the detection of fraudulent transactions 
in Credit card [13]. It has produced optimum performance 
KNN is proven to be efficient in performance with respect 
to all metrics been used, as it didn’t record any false-positive 
while classifying. Another study was performed using KNN, 
where 72% accuracy was achieved for CCFD [12].

Although the authors conducted progressive tests while 
utilizing KNN, it is critical to note the algorithm's limita-
tions. KNN is a memory-intensive algorithm that scales up 
non-essential data characteristics. It likewise falls short in 
the experiments cited above. When the algorithm is fed a 
large amount of data, the performance of the KNN algorithm 
degrades. As a result, these constraints have an effect on the 
accuracy and recall matrix in the CCFD process.

2.5  Hybrid Approach

The procedures for CCFD are now replaced by the ML tech-
niques that have resulted in higher efficiency. One of the 
research teams has proposed a method that involves loan 
fraud detection while using the ML in credit card transac-
tions [44]. The process was experimented with by using the 
Extreme Gradient Boosting (XGBoost) algorithm with other 
data mining procedures that have produced optimal results 
in CCFD. The research work was followed by keeping the 
valuable information without having knowledge about it.

To achieve the research targets, the authors have used a 
hybrid technique of supervised and unsupervised ML algo-
rithms. In this procedure, PK-XGBoost and XGBoost were 
used. While observing the performance, PK-XGBoost has 
performed better in comparison with simple XGBoost [45, 
46]. The performance metric keeps the higher efficiency 
in detecting fraud while ensuring user privacy. Due to the 
higher number of transactions in credit cards, this approach 
possesses limitations in terms of privacy assurance. Also, 
XGBoost overfits the dataset in some cases to avoid these 
various parameters need to be tuned and act together to 
attain adequate accuracy.

The researchers have used the hybrid method for CCFD 
using the random forest as well as isolation forest that is used 
for identification of anomaly transaction [47]. This method 
is comprised of two categories. The first one is involved in 
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anomaly-based detection while using unsupervised learn-
ing, and the other one is used for interpretations of anomaly 
detection, and it works on the basis of supervised learning. 
The proposed method is considered by using high-speed 
data when the method is used on real-life datasets [15, 16]. 
The evaluation of the proposed system was evaluated for the 
identification of the user geolocation. This technique is not 
cantered on the anomaly level; instead, it is the anomaly-
type that defines it. Although it helped to detect the fraudu-
lent transaction on the basis of geolocation, however, data 
confidentiality and privacy could be compromised. While 
considering the author work, the model should be evaluated 
while ensuring the confidentiality of the data. Therefore, it 
is required to have a model that provides data confidentiality 
while achieving higher accuracy in CCFD of more extensive 
datasets.

2.6  Privacy‑Preserving Techniques

In the ML approach, dataset training is essential, and for 
practical training, ML algorithms should be provided with a 
large volume of data. There has been various research done 
by using Credit card data in a privacy-preserving manner. 
One of the experiments was done using the supervised 
ML approach with blockchain technology. It was used on 
Ethereum, and it was performed on 300 thousand accounts. 
The results achieved showed that the alteration of param-
eters changes the value of precision and recall. Also, it was 
observed that the use of blockchain could be a threat on 
the basis of the fact that it is decentralised technology [53]. 
However, blockchain technology is one of the effective ways 
of ensuring data privacy due to its decentralised nature. 
However, considering the use of decentralized technology 
in the Real World for CCFD, it possesses various limitations 
that include scalability issues, maintaining data in the wal-
lets. It is also processor-intensive, consuming higher energy, 
Hence it is expensive, and standardisation is not globally 
adapted. Therefore, considering the blockchain in banks and 
financial institutions for CCFD could not be the right choice.

The use of data for experimental purposes should be fol-
lowed by the GDPR. The research was done by using the 
techniques of gossip learning and federated learning. It was 
observed that the gossip learning techniques are ineffective 
because of not having a central control system. While on the 
other hand, F.L. has performed better as of its semi decen-
tralised nature [52, 54].

Credit card data is imbalanced and skewed. Finance insti-
tutions are not allowed to share their credit card data due to 
privacy concerns and GDPR. Therefore, while considering 
this issue, experiments were done by using the techniques 
of federated learning. In this method, the data was trained 
locally on the participants, i.e., banks and financial institutes. 

The result showed that the use of F.L. could fulfil the privacy 
issue where the data is not shared to the central aggregated 
server; instead, only the trained model is shared [55]. This 
is an ideal situation where the data is secured in terms of 
privacy and confidentiality. F.L. is a cyclic process where 
the information is trained locally at the client’s devices, and 
the mean average of the model from the individual client is 
aggregated together. And by this way, anomaly-based fraud-
ulent transactions are learnt from the respective clients, and 
thus an effective ML model is trained.

2.7  Blockchain Technology

There are various applications based on blockchain tech-
nology that has achieved good public attention. It is based 
on the fact that; it goes beyond the limits of central serv-
ers like banks and other institutions. Instead, it provides the 
decentralised approach where the user behaviour depends on 
the nature of the Blockchain technology. There is malicious 
software that can cause fraud in blockchain transactions. 
Michal et al. (2019) have proposed a supervised machine 
learning approach in blockchain technology [56]. The 
authors have used this technique on Ethereum blockchain. 
The experiment was performed on 300 thousand accounts, 
and the results were compared with random forest, SVM and 
XGBoost [57]. They have concluded in the experiment that 
the various transaction parameters alter the value of preci-
sion and recall. They have also suggested that Blockchain 
is self-maintained technology. This reliance on this could 
be a potential threat, especially in the finance sector. There-
fore, our research is based on a more practical approach with 
federated learning which is semi-decentralised that ensures 
efficiency and privacy at the same time.

2.7.1  Why Not Blockchain?

Machine learning approaches are life-changing and continu-
ously evolving in our daily life to make things more com-
fortable around us. The main hurdle in ML constitutes the 
diversified and complex training data. Crowdsourcing is one 
technique used for data collection for the central server, but it 
possesses limitations concerning data privacy [53]. Blockchain 
is one of the emerging technologies for making the possibility 
of providing the decentralised platform that could result in pro-
viding enhanced security to the data [57]. Therefore, it could 
be considered the medium of data collection for CCFD in 
how data is exchanged among banks and financial institutions 
securely. However, there are several drawback and limitation 
that make this technology less efficient to use for exchanging 
data. Furthermore, due to GDPR exchanging data constitutes 
privacy concerns. Following are some of the disadvantages of 
blockchain technology while considering CCFD:
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• The process slows down if there are too many users in a 
network.

• Due to the consensus method used in Blockchain, it is 
harder to scale the data.

• It requires higher energy usage.
• Blockchain sometime show inefficiency in its operation.
• User must maintain its data in wallets.
• The technology is costly.
• It is not standardised.

The issues mentioned above in blockchain technology 
discourage researchers and academic institutions from 
adopting this technology for CCFD. Our proposed research 
will fix this issue using the semi-decentralised technique 
of federated learning. It would provide higher efficiency 
where the participants will train their model locally (pre-
serve security), resulting in faster processing capability 
than blockchain technology and higher data scalability 
(Table 1).

3  Classification Imbalance Problem

In credit cards, fraud detection data imbalance is one of the 
challenging parts that the researchers tried to study. While 
training the machine learning algorithm could lead to mis-
classification because of the ratio of genuine transactions 
towards the fraud transactions (Fig. 3).

Pre-processing the data is one of the techniques to handle 
imbalanced data, where the oversampling of fraud transac-
tions and under-sampling the legit transaction is performed. 
That increases the fraud class and decrease the legit trans-
action class in the original dataset. The performance of the 
ML algorithm increased after over-sampling where synthetic 
minority oversampling technique (SMOTE) is considered 
[10] for imbalanced data. Balanced classification-rate (BCR) 
and Matthews correlation-coefficient (MCC) are two met-
rics for handling class imbalances, and it was observed that 
the fraud miner is better at achieving higher accuracy. Even 
though there are various drawbacks of using the SMOTE that 
includes the noise and probability of overlapping between the 
class that results in overfitting the model, In the experiment 
[19], SMOTE is found to have achieved 2–4% better accu-
racy as compared to other classification methods. Although 
adaptive synthetic (ADASYN) and Ranked Minority Over-
sampling in Boosting (RAMO) methods were proposed 
afterwards, however, it caused the issue of classification 
while considering the increased number of iterations, and 
the researchers have suggested that the ensemble classifier 
could perform well in contrast to single-classifier when used 
with imbalance datasets.

4  Model Design

The centralised approach is one of the commonly adopted 
methods for credit card fraud detection. A fraud detection 
system (FDS) becomes inefficient when the limited datasets 
are available and the limited detection period. Banks and 
other financial centres cannot share their data on a central 
server due to GDPR. Users’ privacy can still be compro-
mised even if the "anonymised" dataset is locally on servers 
as it could be reversed-engineered. Therefore, to cope with 
this challenge we are using FL in our research model as this 
gives the capability to train the real-time data locally on the 
edges devices and trained model is centrally shared among 
all other banks and research centres that can effectively 
enhance the accuracy of fraudulent transactions.

Secondly, in our research model, we will be using the 
ANN algorithm to find better evaluation matrix’s on cli-
ents’ data in combination with Federated learning to achieve 
higher accuracy. Furthermore, this model will play an essen-
tial role to accomplish the privacy of the user's data in the 
given hybrid model approach.

4.1  Proposed Model with Federated Learning 
and ANN

In our FL model, the following steps are involved in training 
the model until all participants achieve the full transition:

• Clients selection
  Based on the eligibility criteria, the server selects the 

participating clients.
• Broadcasting
  In this stage, the chosen client downloads our model. 

It will be an artificial neural network mode.
• Computation phase
  In this stage, all the participant devices compute the 

model-update by executing the program provided by the 
server.

• Aggregation
  In this stage, the server performs the aggregation of 

the updates from the device.
• Model-update
  In this, the shared server performs aggregation of the 

clients update locally and update the shared model.
• Model Outline

The proposed model of federated learning with ANN can 
be classified into three phases followed one after the other 
until the last phase is completed, and the cycle continues. 
We will start from Step one as follows:



62 Human-Centric Intelligent Systems (2022) 2:55–68

1 3

Ta
bl

e 
1 

 R
ev

ie
w

 c
om

pa
ris

on

Re
f

M
et

ho
ds

D
at

as
et

 n
am

e
Pr

os
C

on
s

A
cc

ur
ac

y

[4
]

D
ee

p 
le

ar
ni

ng
, L

og
ist

ic
-r

eg
re

ss
io

n
N

ig
er

ia
 b

an
k

It 
he

lp
ed

 to
 im

pr
ov

e 
re

al
-li

fe
 

en
tri

es
 o

f t
ra

ns
ac

tio
ns

It 
do

es
n’

t w
or

k 
if 

th
e 

tra
ns

ac
tio

ns
 

ar
e 

no
t b

as
ed

 o
n 

th
e 

re
al

-ti
m

e
95

%
 fo

r d
et

ec
tin

g 
fr

au
du

le
nt

 tr
an

sa
c-

tio
ns

[1
7]

A
N

N
, a

nn
ea

lin
g

U
C

I w
eb

si
te

s
Eff

ec
tiv

e 
re

su
lts

 o
nc

e 
tra

in
ed

 w
ith

 
A

N
N

Ti
m

e-
co

ns
um

in
g 

w
he

n 
tra

in
ed

 w
ith

 
an

ne
al

in
g 

si
m

ul
at

io
ns

92
%

 fo
r d

et
ec

tin
g 

fr
au

du
le

nt
 tr

an
sa

c-
tio

ns
[2

3]
K

N
N

, N
B

, L
.R

., 
D

.T
., 

C
FL

A
N

N
Eu

ro
pe

an
s c

ar
dh

ol
de

rs
C

FL
A

N
N

 re
du

ce
s m

ea
n-

sq
ua

re
d 

er
ro

r
K

N
N

 is
 ti

m
e-

co
ns

um
in

g
97

.5
6%

 fo
r d

et
ec

tin
g 

fr
au

du
le

nt
 

tra
ns

ac
tio

ns
[1

5]
R

F-
1,

 R
TR

F,
 R

F-
2,

 C
R

F
C

hi
ne

se
 E

-c
om

m
er

ce
 fi

rm
R

.F
. p

er
fo

rm
s w

el
l i

n 
co

m
pa

ris
on

 
w

ith
 o

th
er

 D
.T

. a
lg

or
ith

m
s

D
at

a 
im

ba
la

nc
e 

is
 th

e 
la

ck
in

g
96

.7
7%

 a
cc

ur
ac

y 
an

d 
89

.4
6%

 p
re

ci
-

si
on

[1
8]

Su
pp

or
t v

ec
to

r m
ac

hi
ne

, n
eu

ra
l 

ne
tw

or
ks

C
hi

ne
se

 fi
na

nc
ia

l i
ns

tit
ut

io
n

O
ve

ra
ll 

pe
rfo

rm
an

ce
 o

f C
C

FD
 is

 
en

ha
nc

ed
Ti

m
e-

co
ns

um
in

g 
pr

oc
es

s
99

.2
1%

 a
cc

ur
ac

y 
an

d 
re

ca
ll 

of
 

95
.2

0%
[1

9]
R

an
do

m
 fo

re
st 

(R
.F

.),
 lo

gi
sti

c 
re

gr
es

si
on

, S
V

M
, D

.T
., 

K
N

N
,

C
re

di
t c

ar
d 

fro
m

 E
ur

op
ea

n 
da

ta
se

ts
C

la
ss

ifi
ca

tio
n 

m
et

ho
ds

 p
ro

du
ce

 
hi

gh
er

 a
cc

ur
ac

y 
in

 p
re

di
ct

io
n

It 
re

qu
ire

s c
la

ss
ifi

ca
tio

n 
of

 a
no

m
a-

lie
s e

ar
lie

r
O

ve
ra

ll 
ac

cu
ra

cy
 is

 a
ch

ie
ve

d 
hi

gh
er

 
in

 c
on

tra
st 

to
 ra

nd
om

 fo
re

st
[2

0]
R

.F
., 

SV
M

C
re

di
t c

ar
d 

fro
m

 E
ur

op
ea

n 
da

ta
se

ts
Pr

od
uc

es
 b

et
te

r r
es

ul
ts

 c
om

pa
re

d 
to

 
ot

he
r c

la
ss

ifi
ca

tio
n 

m
et

ric
s

Th
is

 a
pp

ro
ac

h 
is

 n
ot

 a
 lo

ng
 te

rm
 

so
lu

tio
n

R
.F

. p
ro

du
ce

s h
ig

he
r a

cc
ur

ac
y 

in
 

st
at

ic
-le

ar
ni

ng
 w

hi
le

 L
.R

. p
ro

du
ce

s 
hi

gh
er

 a
cc

ur
ac

y 
in

 in
cr

em
en

ta
l-

le
ar

ni
ng

[5
]

SV
M

, n
eu

ra
l n

et
w

or
ks

, d
ec

is
io

n 
tre

e
U

C
I w

eb
si

te
s

SV
M

 p
ro

du
ce

s o
pt

im
al

 re
su

lts
 in

 
cl

as
si

fic
at

io
n

Th
e 

m
od

el
 tr

ai
ni

ng
 is

 ti
m

e-
co

n-
su

m
in

g
H

ig
he

r a
cc

ur
ac

y 
is

 p
ro

du
ce

d 
by

 
SV

M
[2

2]
SV

M
, K

N
N

D
at

as
et

s f
ro

m
 fi

na
nc

ia
l i

ns
tit

ut
io

ns
It 

he
lp

s t
o 

cl
as

si
fy

 th
e 

tra
ns

ac
tio

ns
 

in
 re

al
-li

fe
In

-d
ep

th
 k

no
w

le
dg

e 
is

 re
qu

ire
d 

fo
r 

th
e 

al
go

rit
hm

 to
 p

re
di

ct
 in

 re
al

-
lif

e 
si

tu
at

io
ns

91
%

 a
cc

ur
ac

y 
by

 S
V

M
 a

nd
 7

2%
 b

y 
K

N
N

[2
5]

SV
M

B
an

ks
 d

at
as

et
s

SV
M

 d
oe

sn
’t 

ov
er

fit
Ti

m
e-

co
ns

um
in

g 
fo

r t
ra

in
in

g 
m

od
el

SV
M

 p
er

fo
rm

s w
el

l i
n 

co
nt

ra
st 

to
 th

e 
hy

br
id

 B
.P

. m
od

el
[9

]
SV

M
, K

N
N

, N
ai

ve
 B

ay
es

 (N
B

)
U

C
SD

 F
IC

O
 d

at
as

et
s

Th
e 

m
or

e 
ne

gl
ig

ib
le

 a
lte

ra
tio

n 
do

es
n’

t i
m

pa
ct

 m
uc

h 
on

 th
e 

m
od

el
 im

pl
em

en
ta

tio
n

Ti
m

e-
co

ns
um

in
g 

fo
r t

ra
in

in
g 

m
od

el
So

m
et

im
es

 th
e 

pr
ed

ic
tio

n 
is

 n
ot

 
ac

cu
ra

te
. K

N
N

 is
 se

ns
iti

ve
 to

 
no

is
e-

da
ta

se
ts

20
%

 a
cc

ur
ac

y 
by

 S
V

M
, 1

5%
 b

y 
N

B
 

an
d 

10
%

 b
y 

K
N

N

[1
2]

K
N

N
U

C
I w

eb
si

te
s

N
o 

ne
ed

 to
 h

av
e 

pr
ed

ic
tiv

e-
m

od
el

 
pr

io
r c

la
ss

ifi
ca

tio
n

Fr
au

d 
is

 n
ot

 d
et

ec
te

d 
w

hi
le

 tr
an

sa
c-

tio
ns

. I
t i

s d
iffi

cu
lt 

to
 m

on
ito

r t
he

 
sy

ste
m

72
%

 a
cc

ur
ac

y 
is

 a
ch

ie
ve

d 
by

 th
e 

K
N

N

[5
3]

R
.F

., 
bl

oc
kc

ha
in

Sy
nt

he
tic

al
ly

 c
re

at
ed

Pr
iv

ac
y-

pr
es

er
vi

ng
 a

pp
ro

ac
h

Li
m

ite
d 

pr
iv

ac
y

84
.9

2%
 re

ca
ll 

w
hi

le
 u

si
ng

 R
.F

53
]

G
os

si
p 

le
ar

ni
ng

Sp
am

ba
se

 b
in

ar
y 

cl
as

si
fic

at
io

n
Pr

iv
ac

y-
pr

es
er

vi
ng

 a
pp

ro
ac

h
Le

ss
 e

ffe
ct

iv
e 

du
e 

to
 d

ec
en

tra
lis

ed
 

na
tu

re
95

%
-L

R
96

%
 S

V
M

[5
5]

Fe
de

ra
te

d 
Le

ar
ni

ng
Eu

ro
pe

an
 c

ar
dh

ol
de

rs
Pr

iv
ac

y-
pr

es
er

vi
ng

 a
pp

ro
ac

h
Sy

ste
m

 h
et

er
og

en
ei

ty
95

.5
%

 A
U

C
 



63Human-Centric Intelligent Systems (2022) 2:55–68 

1 3

Step 1
This step involves the distribution of our model (ANN) 

from the central server to the respective correspondence 
banks or financial institutions. It is displayed as "Black 
Brain" in Fig. 4. Once the individual banks receive the 
model, it starts training the model with the available data-
sets locally. The training process is illustrated below, where 
the trained model is represented as differentiated by colors 
for the bank (A-purple, B-blue, C-green and D-red). Digit 
"1" shows the first phase of sending process of our model 
to the banks.

Step-2
On completing step-1, step-2 starts simultaneously to 

send a trained model from banks to the central server of the 
federated learning model. On the server, all models from 
the respective banks are combined and form an "upgraded 
model" as illustrated in Fig. 5.

Step-3
Step-3 is the last step of our proposed model, reflecting 

the sending of "upgraded model" (formed by the mean 
average of all corresponding trained models from differ-
ent banks) to the individual bank separately. Furthermore, 
on receiving the model by the banks, it is trained locally 
as step-1. Once the training is completed, it is sent back 
to the server. The process is repeated cyclically until the 
expected outcome is ensured (Fig. 6).

Cycle Repetition
After completion of step-3, the process is continued by send-
ing the trained model to the server as the first step explained. 
Again, the server takes the mean-average of all banks, and it 
is sent to individual banks again. According to our hypothesis, 
this repeated training process repeatedly can ensure higher 
accuracy in CCFD. The overall process is represented in Fig. 7.

The model is commonly and collaboratively shared by 
banks and other research centres where the data is kept 
locally to their database. However, just the trained model 
is shared among all participants, not actual data. The cen-
tral server will be trained mutually by all participants, 
resulting in better classification than the individual model 
trained locally. In simple words, the learning pattern is 

Fig. 3  It shows the ratio of imbalance of the data has in the dataset 
used in most of the research on our table. 284,807 transactions are 
genuine, whereas 492 were a fraud

Fig. 4  : Step 1 of the proposed model
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learnt locally at each client-side, and these learnt patterns 
are aggregated together in the central server. It is trained 
from the mutual inputs from all participants. This central 
model is shared back to all participants, and fraud detec-
tion is performed accordingly. By performing the steps 
mentioned above, FL can significantly enhance fraud 
detection accuracy, and simultaneously, the privacy of the 
customer's data is preserved by using the FL, which will 
incorporate the data according to GDPR.

5  Proposed Method

In this review paper, we found that the usage of supervised 
learning is common practice among researchers. SVM, 
KNN, Naïve-Bayes, logistic-regression and DT models are 
highly used. We also see that the hybrid approach gives 
a better performance than if usage of a single algorithm/ 
classifier. As it can be observed, various experiments 

Fig. 5  Step 2 of the proposed model

Fig. 6  Step 3 of the proposed model
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that are performed on the CCFD in the previous section, 
although different ML models are proven to be effec-
tive in this process however due to data imbalance and 
heterogeneity, CCFD is always challenging, and models 
are unable to yield higher accuracy. The factor of data 
imbalance and heterogeneity could be enhanced for higher 
volume of data and also the real-time fraudulent patterns 
are observed constantly, so the model is updated with the 
potential feature variables. The use of real-time datasets 
involves privacy issues as the banks and financial insti-
tutions are obliged to follow GDPR rules. Our proposed 
solution suggests the use of a privacy-preserving approach 
of using the datasets for effective ML model training. Fol-
lowing is the flow chart of the proposed solution that will 
follow each step as shown, and eventually, it performs an 
iterative process.

Figure 8 shows our proposed methodology following 
number of steps from beginning to the end. Data splitting 
is performed into training, validation and testing with the 
percentage of 75%, 15% and 15% respectively across the 
whole dataset. Machine learning algorithm is used on the 
training data. In our proposed topology, we have used FL 
framework for model training. In this architecture, model is 
sent from FL central server to the local server comprising 
of local devices. The model sent at local devices is trained 
separately and eventually the trained model is sent back 
to the FL server and aggregated together. This process is 
repeated to keep the model updated with the latest patterns. 
In this framework, only the trained model from the local 
devices is shared to the FL server and the data is remained 

secured locally on devices. Once the model is trained, it 
can be evaluated for performance analysis by testing and 
validation data. And the trained model from the real time 
transaction data can be effectively used for CCFD.

Our proposed solutions involve the use of a federated 
learning concept that follows the framework for banks 
and financial institutions to collaborate for training the 
ML model. In this process of collaboration, the model is 
trained locally on each participant, and the trained model is 
combined centrally without data. The mean average of the 
trained model is repeated across the participants for training 
and keep learning new patterns from the variety of data. In 
this process, the data is not shared; instead, only the trained 
model is combined centrally. It follows the data privacy con-
cept, where the data is secured (not shared), but at the same 
time ML model is trained from the datasets. Experiments 
show that the use of Deep learning algorithms has produced 
effective outcomes in CCFD. Our proposed solution outlines 
the use of an artificial neural network with the F.L., which 
can bring up model training on the bigger scale real-time 
datasets where privacy is ensured, and the trained model 
can promise the optimal CCFD. Although work has been 
done on ANN for CCFD, however, it is based on lab-based 
datasets. Our proposed solution is novel in the sense that it 
uses the hybrid approach that is based on using real-time 
data in a privacy-preserving manner. The use of ANN for 
effective detection and federated learning for providing the 
framework of data privacy will provide a hybrid approach 
which is a novel contribution.

Fig. 7  Full model
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6  Conclusion

This review paper explores the various techniques been 
used for CCFD. It can be analysed that the ML techniques 
are a great way to enhance the accuracy of CCFD. How-
ever, we need large datasets to train the model to avoid 
the issue of data imbalance. The use of real-time datasets 
can provide us with more variety of data, while privacy 
remains an issue. According to our proposed method, we 
can utilise the real-time datasets to train the model in a 
privacy-preserving manner. A Federated learning frame-
work with ANN can enhance the capability of the ML 
model to detect fraudulent transactions. The proposed 
hybrid approach can alter the way of CCFD in an effective 
manner while utilising the real-life datasets and give a new 
horizon in the field of the banking and finance industry. 
The proposed method can help the finance institutions and 

banks to utilise the real-time datasets by the mutual col-
laboration that would give a collective benefit for develop-
ing an effective system for CCFD. Although the proposed 
method is effective in terms of CCFD while using the 
real-time datasets in a privacy-preserving way, however, 
it has limitations when it comes to real-life deployment. 
All banks and financial institutes have their own rules and 
regulations, and they are quite strict about it. Adapting the 
proposed method will be challenging as every bank and 
finance institutes have their own limitations, and they rely 
on their internal resources rather than using a centralised 
approach. Although data is not shared centrally, even the 
trained model will be going to learn patterns that can be 
possibly decoded by hackers. Therefore, while keeping the 
limitations in place, there still needs to be work done for 
gaining the confidence of banks and financial institutes to 
adopt this technology.

Fig. 8  It shows our proposed 
methodology. In this model, 
transaction data can be used for 
preprocessing and applying ML 
models. Data splitting, process-
ing, and using the ML model in 
FL framework is used for data 
privacy and effective model 
performance analysis
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