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Abstract
In recent years, short videos are spreading faster and become higher quality due to edge-cloud technology. People receive 
information gradually from graphic to video. At the same time as the number of videos spread rapidly, infringing videos are 
also flooding the Internet. The wild spread of infringing videos on the Internet has brought serious losses to video websites 
and original authors. Although video copy detection can solve such problems, the detection results are easy to be tampered 
with, and the detection results are hardly convincing. Based on this, this paper proposes an open, transparent and verifiable 
video copy detection method, which uses blockchain technology to ensure the transparency and openness of the results. In 
addition, this method adopts the combination of on-chain and off-chain methods to automatically perform copyright detec-
tion by invoking smart contracts on the chain. This mechanism can securely and immutably store video feature values on 
the blockchain, ensuring the originality of copyrighted works and the ability to verify detection results. Swin-Transformer 
and deep hashing are used to obtain video features off the blockchain, which can efficiently match the similarity of existing 
videos. The method of block comparison can greatly shorten the comparison time, which is 1/50 of the traditional comparison 
time. Experimental results show that this method is very effective in retrieving similar images and detecting the similarity 
between original and pirated videos.
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1 Introduction

Digital copyright is the right of network publishing and dis-
semination of all kinds of information resources in the digi-
tal age. With the rapid development of network information 
technology and the continuous progress of the information 
media industry, people's increasing spiritual needs have 
driven the rapid growth of the digital rights industry. People 
seek to fulfill their spiritual needs through digital media and 
online platforms, including entertainment, knowledge acqui-
sition, and information retrieval. Therefore, the digital rights 
industry needs to strengthen copyright protection efforts to 
ensure that individuals can obtain legal, high-quality, and 

verifiable spiritual fulfillment and information experiences 
in the digital environment. The market space is huge, and 
the development prospects are also very broad. According 
to the "Research Report on the Development of China's 
Online Audio-visual Industry" released on June 2, 2021, 
the market size of short video in the network audio-visual 
field accounted for the largest proportion in 2020, reaching 
205.13 billion yuan, an increase of 57.5% year-on-year. By 
the end of 2020, the user utilization rate of short videos in 
China's online audio-visual users is 88.3%, accounting for 
nearly 90% of all Internet users [1]. It can be seen that short 
video has occupied a very key strategic position in the field 
of Internet audio-visual in China. At the same time, with 
the help of high and new technologies such as big data and 
artificial intelligence, short video has rapidly spread in the 
fast-paced life with its characteristics of fragmentation, and 
has rapidly occupied a large area of network video.

However, with the rapid increase of video sharing and 
publishing activities on the Internet, video processing tools 
are gradually popular, and video processing methods are 
diverse, which leads to video infringement acts continue to 
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occur. At present, the protection of original video content 
has become a high-risk and arduous challenge [2]. Video 
infringement act refers to packaging others' works as their 
own or taking others' works directly for use without the per-
mission of copyright owners. Compared with the original 
video, the infringing video may undergo some processing, 
such as hiding it in a long video, changing its color, adding 
black box, etc., which brings great difficulties to the video 
copyright protection. With the edge-cloud technology, short 
videos can be transmitted faster, with less delay and higher 
quality, and people can browse short videos smoothly any-
time and anywhere. This also makes the infringing videos 
spread more widely and in greater quantity, which brings 
more serious damage to the copyright owner. Therefore, 
there needs to be a way to detect infringing videos and pre-
vent the spread of such videos.

Video copy detection is an important means to protect 
video copyright. It is used to ensure the uniqueness of video 
copyright. It can protect the legal rights and interests of the 
copyright owner, and prevent others from abusing the copy-
right content. Video copy detection technology is mainly 
used to detect the degree of similarity between the copyright 
video and the detected video, as a pre-screening for detect-
ing pirated videos. If you want to get more accurate results, 
it is better to need manual final judgment. The detected 
video generally refers to the similar video obtained after 
processing the original copyright video. There are obvious 
processing methods such as scaling, color matching, out-
of-order and mirroring, and there will also be some non-
obvious processing methods, such as changing frame rate 
and resolution, which will bring certain difficulties to video 
copy detection [3].

Video copy detection technology also has a long history 
of development. The traditional video copy detection method 
is based on watermarking at first. Digital watermarking is 
to embed additional information into the original digital 
content for dissemination, and then the watermark informa-
tion can be extracted from the video and the copy video can 
be detected [4]. However, this method cannot detect videos 
that have been released without watermarking, and digital 
watermarking will damage the video content to some extent, 
so digital watermarking cannot solve the problem of video 
copy detection.

Secondly, content-based detection methods begin to 
appear. The traditional method of extracting video features 
is used firstly. These methods use SIFT (Scale-invariant 
feature transform), HOG (Histogram of Oriented Gradient) 
and other techniques to extract features from video frames 

and images. Then, similar images are matched to obtain the 
video copy detection results. There is also the use of hash 
encoding to encode video, generate video fingerprints, and 
perform video copy detection [5].

However, traditional methods of extracting video fea-
tures are not convenient and robust. With the development 
of deep learning, with the emergence of Convolutional Neu-
ral Networks (CNN) and Vision Transformer models (ViT), 
these networks have stronger ability to express images and 
are more convenient to extract video features. Based on 
this, many researchers use deep learning networks to pro-
cess video frames and images, and then perform similarity 
retrieval to detect video copies [6–9]. In addition to extract-
ing the spatial features of the frame image, the temporal 
features are further added for auxiliary detection, which has 
been frequently used in recent years [10].

These methods have high computational cost, high com-
plexity and low retrieval efficiency. At present, deep hash-
ing is widely used in image retrieval. It can easily gener-
ate compact binary fingerprints, and use inverted index to 
improve retrieval efficiency. Deep hashing is a combination 
of deep learning networks and hashing. In order to reduce 
the overhead of deep learning networks, this paper chooses 
the Swin-Transformer model [11], which is an improvement 
of ViT. It adopts a hierarchical structure, greatly reducing 
the computational complexity of high-resolution images.

Although these methods bring great convenience to video 
copy detection, they can solve some video copyright prob-
lems. However, because the detection results are important 
to the copyright owners and may involve important legal 
issues such as whether to file a lawsuit, the final detection 
results must be open, transparent and convincing. In recent 
years, blockchain technology has emerged, and information 
sharing and transparency are its characteristics. It relies on 
a global P2P network rather than a central trusted authority. 
Each node on the blockchain can store complete blockchain 
data locally. The users can view the data on the blockchain 

Fig. 1  Block structure of blockchain
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at any time, and the transparency of operation is guaranteed 
[12]. At the same time, the information on the blockchain 
can also be protected from tampering. The structure of the 
blockchain is shown in Fig. 1. Its chain structure is formed 
by including the hash value of the previous block in the cur-
rent block header. Since the data recorded on the blockchain 
contains time stamps, the data cannot be exactly the same, 
and the final hash value is different. If you want to modify 
the existing content in the block, the corresponding hash 
value will be changed. The block will not be connected to 
the original blockchain, and the users in the block will not 
be able to reach a consensus on the block. Unless there are 
more than half malicious nodes in the system, the data in the 
blockchain cannot be tampered with.

The decentralized and tamper-proof features of block-
chain can meet the requirements of video copyright detec-
tion, make transactions traceable and tamper-proof, while 
also ensuring authenticity and security. The smart contract 
on the blockchain can be used to detect the infringement 
of video copyright after uploading it to ensure the unique-
ness and legitimate rights and interests of video copyright. 
The video copy detection results are open and transparent, 
making them more credible and verifiable. Therefore, it is 
an effective solution to combine blockchain technology for 
video copyright detection.

Based on this, this paper proposes a video copy detec-
tion method combined with blockchain, which consists of 
on-chain and off-chain operations. On-chain refers to opera-
tions that occur on the blockchain. The smart contract is an 
automated contract that contains predefined rules and logic. 
Once deployed on the blockchain, it becomes an immutable 
program, increasing the credibility of copyright detection. 
In this paper, the logic executed by the smart contract is as 
follows: when a user uploads a video, the smart contract 
automatically detects the similarity between that video and 
the videos in the library. If no similar video is found, the 
authentication is passed, and the video's feature informa-
tion is permanently stored on the blockchain. If a similar 
video is detected, the authentication fails, and the video is 
discarded, preventing it from being uploaded. Due to the 
limited resources that can be stored on-chain, the stored 
information is a collection of video frame feature finger-
prints extracted by the proposed model in this paper. This 
part of the work is completed through off-chain operations, 
using the method proposed in this paper, which combines 
Swin-Transformer and deep hashing. This not only ensures 
the openness and transparency of the detection results, but 

also save storage space. The contributions of this paper are 
as follows:

(1) A video copy detection model combining blockchain 
technology and deep learning technology is proposed;

(2) In the process of video copy detection, an on-chain 
comparison process is designed, which can not only 
realize automatic detection but also record the results 
on the blockchain.

(3) Finally, the similarity results between the original 
video and the tampered video are compared to prove 
the effectiveness of the proposed method in this paper.

2  Related Work

(1) Video copy detection
Video copy detection technology has a long history of 

development, and many scholars are studying it. In the early 
stage of traditional video copy detection, the watermarking 
methods are mainly used to embed additional information 
before content distribution, which can detect illegal distri-
bution of content. Chongtham et al. propose an invisible 
video watermarking algorithm based on discrete wavelet 
transform. The binary watermarks are embedded into high-
frequency coefficients of video frames, and the traditional 
manual features are used to resist rotation attacks [4].

However, watermarking technology can reduce the qual-
ity of content and its robustness is insufficient. Therefore 
researchers later use a more robust video fingerprint method, 
which has higher discriminability and robustness against 
various distortions, and has been widely studied. Video fin-
gerprints are extracted mainly in the time domain, spatial 
domain and spatial–temporal domain. The spatial domain 
includes local and global features. Ozbula et al. propose 
an improved method for detecting pirated video content by 
combining traditional features with ORB feature descrip-
tors. This method extracts local features from frame images 
to obtain a compact and effective representation, and then 
performs further query matching. However, this method can-
not recognize brightness changes [13]. Himeu et al. combine 
Invariant Color Descriptor (ICD) and Binarized Statistical 
Image Features (BSIF) methods based on ring decomposi-
tion to construct a global invariant color descriptor that is 
robust to geometric attacks such as rotation and flipping, 
and applied to video frames [14]. However, this method has 
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no distinguishing ability and needs further improvement. 
Wang et al. combine content and temporal information to 
analyze video key frames and convert them into binary code 
that is easy to store and compare. According to the temporal 
relationship, the images near the key frame are divided into 
two groups. The similar information is extracted as the main 
information of the key frame. Based on this, a binary code 
representing the effective information in the key frame is 
obtained. Before matching, key frames are first projected 
into different buckets using position sensitive hashing tech-
nology. Hamming distance metric is used to calculate the 
distance between binary codes in the same bucket at the 
sequence matching stage [15]. However, it is difficult to find 
effective frames that can represent key video information. 
Lee et al. introduce a video copy detection method based 
on combined histogram of orientation gradient features and 
an ordinal metric representation of frames. The Histogram 
of Oriented Gradient (HOG) feature is used to describe the 
global features of frames in a video sequence. The ordinal 
measure histogram is used to generate the feature vector of 
the whole video sequence as the temporal feature, which is 
robust to color shifts and size changes [16]. However, there 
is a trade-off between robustness and discriminability in this 
method.

In recent research, there has been a tendency to com-
bine deep neural networks, such as CNN and Transformer 
models. Zhang et al. perform key frame retrieval by extract-
ing deep CNN features [6]. Firstly, deep CNN features are 
used to encode the image content, then Euclidean distance 
is used to search for video copy candidates. Finally, they 
use a graph-based sequence matching method to process 
the detection and localization of copied video. However, the 
detection effect of this scheme is not very good when adding 
black edges to the original image in addition to using CNN 
to encode video key frames to obtain a similarity matrix. 
Han et al. use their proposed CNN structure to learn two 
matrices from the similarity matrix, which are used as simi-
larity measures for the time dimension and the indication 
map of the segments of the time sequence. They adopt a 
self-supervised learning method to obtain good results [7]. 
Tan et al. use CNN feature extraction and KNN to select 
candidate videos, and then perform video copy detection in 
these videos to improve detection efficiency [8]. He et al. use 
attention mechanism of transformer to enhance features and 
improve the accuracy of video copy detection by capturing 
the temporal correlation [9].

(2) Blockchain and video copy detection

In recent years, more and more scholars have begun to 
study the copyright protection technology based on block-
chain. Guo et  al. have built a blockchain-based digital 
rights management system for online education multimedia 
resources. This system combines public chain and private 
chain, mainly designing registration, secure storage system 
of digital certificates and non-intermediary verification 
[17]. Cerba et al. have improved the blockchain structure, 
and combined digital watermarking technology with an 
extensible blockchain model to construct a media transac-
tion framework for distributed digital rights management, 
allowing only authorized users to use online content and 
provide original multimedia content [18]. Zhai et al. propose 
a blockchain-based digital rights certificate storage system 
model, achieving privacy protection for users' real identities 
[19]. Zhang et al. apply blockchain technology to digital 
music copyright management, providing copyright proof and 
originality proof for music copyright [20]. Hu et al. extend 
the block structure, mainly carry out copyright review and 
authentication in the field of text works, and can fully store 
100,000 levels of text work content, which has confirmed 
the feasibility[21]. Yang and Yu propose a video copyright 
storage system that combines blockchain and facial expres-
sion recognition, using CNN to recognize facial expression 
in videos, and recording these features to represent videos 
to save storage space [22].

At present, most researchers focus on the authorization 
management of the system, the expansion of blockchain 
architecture, and the exploration of privacy, information 
security and other aspects. In all the scientific research con-
tent, there is rarely a key link, namely, the copyright detec-
tion part of copyright protection. Li et al. further protect the 
copyright of original works by encrypting and extracting 
the feature values of digital works and storing them on the 
blockchain, using the tamper-proof characteristics of the 
blockchain as a standard for copyright detection to be com-
pared [23]. Mehta et al. conduct image copyright detection 
using perceptual hashing algorithms to obtain image finger-
prints and further use smart contracts to automatically detect 
infringing images, but did not consider video copyright [24]. 
Zheng et al. propose a video copy detection method that 
combines blockchain and dual watermarks. The dual water-
mark algorithm improves robustness while ensuring that 
the watermark is invisible, and achieves tamper localization 
[25].

(3) Deep hashing and video copy detection
The deep hash algorithm is originally designed to solve 

the problem of waste of storage space and low retrieval 
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efficiency in image retrieval. It represents images as hash 
codes of a specific length for efficient comparison and 
retrieval. This paper applies it to video copy detection, using 
deep hashing to generate fingerprints on key frames of the 
video to obtain a fingerprint set of the video, thereby obtain-
ing a representation of the video.

The purpose of deep hashing algorithm is to extract the 
deep level features of an image through the deep neural net-
work, and then map these features from the original space to 
the Hamming space, finally obtaining a shorter binary code. 
Deep Supervised Hashing (DSH) is one of the classical deep 
hashing algorithms that uses a regularizer to generate dis-
crete binary hash codes on the output of a real-valued net-
work after CNN. [26]. HashNet smoothly converts real-val-
ued features into binary codes by using an extension method 
based on Tanh function. At the same time, it uses weighted 
cross-entropy loss to maintain the similarity between data 
when learning sparse data [27]. The GreedyHash method 
uses the Sign function in the hash layer, and passes the gra-
dient as the identity map of the hash layer to avoid the gra-
dient disappearance phenomenon [28]. The Improved Deep 
Hashing Network (IDHN) uses cross-entropy loss and mean 
square error loss to deal with the "hard similarity" and "soft 
similarity" in multi-label image retrieval, respectively [29]. 
Central Similarity Quantization (CSQ) optimizes the central 
similarity between data points according to their hash cent-
ers to further increase the saliency of hash codes used for 
image retrieval [30]. Deep Polarized Network (DPN) uses 
the polarization loss as a bit-hinge loss, which causes differ-
ent output channels to be away from zero and increases the 
high separability between different types of hash codes [31].

Most of these methods are deep hash algorithms com-
bined with CNN. In recent years, Vision Transformer (ViT) 
[32] has become a hot topic in the field of computer vision. 
Many researchers have applied vision transformer to com-
puter vision tasks. They have achieved comparable or even 

better results than convolutional neural networks. Dubey 
et al. propose a model combining ViT and hash for image 
retrieval, which achieves better performance than CNN as 
the backbone network [33]. However, ViT suffers from high 
complexity and low efficiency when dealing with high-res-
olution images. Swin-Transformer [11] is an improvement 
of ViT. Swin-Transformer adopts a hierarchical structure, 
starting from small image regions and gradually merging 
neighboring image regions into deeper Transformer layers 
to build hierarchical representations and extract hierarchical 
feature maps. This allows Swin-Transformer to better deal 
with high-resolution images and intensive vision tasks [11].

Based on these, in order to improve the efficiency of 
video similarity retrieval, this paper adopts a deep hash 
method to generate compact binary fingerprint features for 
inverted indexing. Deep learning network chooses to use 
Swin-Transformer to extract video features efficiently and 
effectively. In addition, combined with blockchain technol-
ogy, the copied video can not only be detected, but also the 
results are permanently stored on the chain to ensure the 
openness and verifiability of the detection results.

3  Blockchain‑Based Video Copy Detection 
Model

For copyrighted content in the form of video, before apply-
ing for copyright authentication, it is necessary to ensure the 
uniqueness of the copyrighted work, otherwise it may cause 
infringement. Therefore, in the video copy detection method 
based on blockchain, a combination of on-chain and off-
chain is adopted. Firstly, key frames are extracted from the 
video content offline, and the video is converted into images. 
Then, key information of the images is extracted to gener-
ate fingerprints. Finally, a smart contract is called on the 
chain to compare the similarity between video key frames, 

Fig. 2  Blockchain-based video 
copy model



65International Journal of Networked and Distributed Computing (2023) 11:60–74 

1 3

and then the similarity between the videos is obtained. This 
model is shown in Fig. 2.

The main components are as follows:
Copyright owner The owner of digital copyright, who can 

personally control the uploading and trading of copyrighted 
content, and also needs to respond to user requests;

User The user can query the existing copyright infor-
mation on the blockchain, request transactions based on 
requirements, and directly trade with the owner through a 
smart contract to obtain permission.

Video processing This part is to extract key frames of 
video, extract features from key frame images, and form 
key frame fingerprint sequences. This operation is off-chain.

IPFS This part stores original works and feature finger-
prints, a decentralized peer-to-peer hypermedia distribution 
protocol that can be addressed based on content. It uses 
encrypted hashing to set a unique fingerprint for each file, 
eliminating redundancy on the network, and uses this finger-
print for information retrieval. By using IPFS, storage space 
on the blockchain can be saved.

Smart contracts The comparison process of copyright 
detection mainly relies on smart contracts, which provide 
operability for blockchains. It is needed for copyright detec-
tion when the copyright owner uploads content, and it auto-
matically compares whether the uploaded content is similar 
to the copyright content of the blockchain.

Blockchain network There are three kinds of nodes in it:

(1) Authentication node: It is mainly used to verify the 
identity and user requests. After the verification, a 
series of operations can be displayed;

(2) Recording node: It records video copyright informa-
tion, authenticated requests, and transaction informa-
tion that has passed similarity detection.

(3) Agent node: It mainly displays the information about 
copyrighted works for users to choose and trade, and 
also serves as promoter to expand the dissemination of 
copyrighted works.

Video copy detection can be mainly divided into two 
parts, one is on-chain and the other is off-chain. The off-
chain mainly involves video processing, extracting key 
frames from videos, extracting features from key frames, 
forming key frame sequences, and then adding them to copy-
right information and uploading them to the block chain. On 
the chain, this information needs to be verified by nodes and 
smart contracts to detect video copyright. If the similarity 
detection is successful, it will be published on the block-
chain. Otherwise, it will be regarded as pirated video and 
prohibited from being stored on the chain, and feedback will 
be provided to the publisher. The structure diagram of the 

Fig. 3  Video copy detection model
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video copy detection model proposed in this paper is shown 
in Fig. 3. This model will be introduced separately in the 
following sections.

3.1  On‑Chain Detection

3.1.1  Authentication

In order to ensure the security of copyright data, the user’s 
identity needs to be verified before conducting any opera-
tions related to blockchain data. Only users who pass the 
verification can perform other operations.

(1) User identity initialization
The verification nodes in the system are a kind of node 

on the blockchain, which is not fixed, but will change fre-
quently. The system will store the authentication server ID 
and its corresponding public key on the blockchain in real 
time, so as to provide the authentication server ID for users 
to authenticate and ensure the security of the authentication 
server.

User initialization is equivalent to the user registering 
their identity in the system. They need to provide a user 
name and password to log in to the offline system, ensuring 
that they are logged in by themselves. Additionally, a series 
of authentication information is required, and the user gener-
ates a public and private key pair locally.

Firstly, the user queries its public key on the blockchain 
based on the authentication server’s ID, and then encrypts 
the user's identity information using the authentication serv-
er’s public key. The user then generates a registration request 
and sends it to the authentication server, which mainly 
includes the user's public key and encrypted identity infor-
mation. After receiving the registration request, the server 
first decrypts it using its own private key, and then veri-
fies the authenticity and validity of the identity information. 
After the verification is successful, the identity information 
will use the hash algorithm to get the digital fingerprint of 
the identity, which is used as the user's identity ID. The 
identity ID and corresponding public key are stored on the 
blockchain. At the same time, the verification server uses 
its own private key to sign the user’s identity ID and obtain 
a digital certificate, which is returned to the user. The user 
identity initialization process is shown in Fig. 4.

(2) User identity authentication
User identity authentication is equivalent to logging 

in after user registers. Firstly, users need to send identity 
authentication requests to the authentication server, mainly 
including request information signed with the user's private 
key and digital certificates. Then, after the verification server 
receives the user's request, it uses the public key to verify 
the user's digital certificate and obtain the user's identity 
ID. Then check whether there is a corresponding ID and the 
user authenticated. Finally, the user's public key is used to 
decrypt the request information, proving that the information 
is a request made by the authenticated user. The user identity 
authentication process is shown in Fig. 5.

3.1.2  Video Similarity Comparison

After the user identity is verified, when the user uploads the 
video, copyright detection will be performed on the video 
to determine whether it is a copied video. What needs to 
be done on the chain is to use smart contracts on the block-
chain to achieve automatic matching. The smart contract is 
publicly stored on the blockchain platform, and the data and 
rules involved can be viewed, making the information public 
and transparent. At the same time, all transaction informa-
tion on the blockchain is publicly recorded, and there will 
be no other problematic or potential transactions. Therefore, 
video comparison in the smart contracts can be monitored 
and the detection results are also authentic and trustworthy.

Fig. 4  User identity initialization process

Fig. 5  User identity authentication flow chart
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For the fingerprint method of extracting key frames using 
the previously proposed hash algorithm, achieving similar-
ity comparison requires calculating the hamming distance 
between perceived hash values. An appropriate threshold is 
set in advance. If the hamming distance is less than or equal 
to this threshold, two images are considered to be similar. 
The fingerprint feature of video keyframes forms the fin-
gerprint feature set of the video, representing that particular 
video. Then, the video fingerprint set is detected in pairs to 
calculate the similarity of the two videos. However, the vio-
lent comparison method will lead to low efficiency of global 
comparison. Therefore, in order to improve the comparison 
efficiency, this paper uses the fingerprint block [34] method 
to quickly calculate the similarity of two videos.

Firstly, each fingerprint in the video fingerprint set is 
evenly divided into m blocks. If the threshold of hamming 
distance is defined as n, at most n small blocks will be differ-
ent when two fingerprints are determined to be similar, so at 
least m–n (m > n) blocks will be identical. Therefore, accord-
ing to this rule, m–n blocks can be randomly selected from 
the segmented fingerprint blocks in the video to be com-
pared, and an inverted index table can be created to record 

the position of the corresponding fingerprint blocks. When 
searching the video fingerprint blocks of copyright videos, 
if there are exactly the same fingerprint blocks, then fur-
ther compare the whole fingerprint and finally compare all 
the fingerprints. If the hamming distance of the final result 
is not greater than the threshold value n, it is considered 
to be similar fingerprint; if it does not exist, the compari-
son of this fingerprint block is skipped and the next finger-
print block is continued. In this way, pre-screening can be 
achieved after comparing a small amount of information, 

Fig. 6  Transformation of the Patch Partition layer
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reducing unnecessary comparison. The final video similarity 
calculation is obtained from the number of similar frames 
of the two videos as a percentage of the total number of key 
frames of the shorter video. The pseudo-code of the video 
similarity detection algorithm for slice alignment is shown 
in Algorithm l.

Due to the fact that calculating the similarity between two 
videos is automatically compared on a smart contract, the 
first step after uploading video content is to call the smart 
contract to calculate the similarity between the uploaded 
video and the video in the copyright database. If the similar-
ity is too high, it needs to be further reviewed manually to 
improve the accuracy. If the final result is determined to be 
infringement of the uploaded video, the video cannot enter 
the copyright management platform, and even after the later 
design is sound, it is possible to carry out cross-chain opera-
tion and submit it to the Internet court—"Tianping chain" 
for filing.

3.2  Off‑Chain Detection

The basic process of video copy detection is to extract the 
key frames of the video, use Swin-Transformer to extract 
the features of the frames to obtain the key frame feature 
sequence. Then use the deep hash algorithm to generate the 
corresponding binary fingerprints. Finally, the video finger-
print set is compared with the similarity between them by 
the cut alignment method to obtain the similarity results 
with other videos.

3.2.1  Video Preprocessing

For video copyright detection, the first step is to extract key 
frames. In this paper, an inter-frame difference method based 
on local maximum is used to extract video key frames. The 
first step is to process the video, divide it into all image 
frames, and then calculate the difference value of all adja-
cent images in it, and further calculate the mean of inter-
frame difference. Finally, the image representing the local 
maximum value of the inter-frame difference intensity is 
found in the set and extracted as the final key frame sequence 
of the video. All the key frames extracted by this method can 
contain the key information of the whole video to the great-
est extent, and better represent the entire video.

3.2.2  Feature Extraction of the Key Frames

The next step is to extract the features of key frames. In pre-
vious work, perceptual hashing was directly used to extract 
the features of key frames, which can realize video copyright 
detection. However, this method is sensitive to the content 
and location of the picture, especially when the picture is 
mirror transformed, the detection result is not ideal. The 

model in deep learning can extract the high-level semantic 
features of the picture, so the deep learning model is used to 
extract the features of the picture. In this paper, we use the 
Swin-Transformer model, an improvement of ViT, to extract 
features of key frames.

The pre-trained Swin-Transformer model is used to 
extract the effective features of video key frames. The Swin-
Transformer model mainly divides image feature extraction 
into several stages, and each stage gradually reduces the 
resolution of the input feature map and expands the range 
of extracted features. Firstly, the input image is divided into 
blocks in the Patch Partition layer, and these non-overlap-
ping sub-image blocks are used as the input of the stage in 
the model. The feature of the image block is composed of the 
concatenated RGB values of the original pixel. The original 
images are generally H × W × 3 (high × width × channel num-
ber). According to the 4 × 4 size of each sub-image block, 
the final feature dimension of all sub-image blocks is H

4
×W

4

×48, which is equivalent to H
4
×W

4
 sub-image blocks. Each 

sub-image block feature vector length is 4 × 4 × 3. The con-
version process is shown in Fig. 6 (16 × 16 × 3 input image, 
for example). The number of images has increased, the size 
of the images has decreased, resulting in a much smaller 
amount of computation when calculating self-attention 
based on image size.

In stage 1, the features of the image after the initial patch 
partition are mapped through the linear embedding layer to 
obtain the image features of any channel number C. Then, 
getting H

4
×W

4
 ×C image feature dimension specified by the 

Swin-Transformer block processing. In the following stage, 
the Patch Merging layer performs two-fold downsampling, 
that is, the image block will be expanded. Then merging the 
original sub-image patch with the adjacent sub-image patch 
to obtain the image patch with double size, and doubling 
the number of output channels each time, so the output fea-
ture dimensions are H

8
×W

8
×2C, H

16
×W

16
×4C and H

32
×W

32
×8C. In 

this way, the hierarchical structure of Swin-Transformer is 
gradually constructed, which can better deal with multi-scale 
vision tasks.

In the Swin-Transformer block, W-MSA calculates self-
attention in specified non-overlapping windows. Assuming 
that each window is M in width and height, the feature map 
can be divided into H

M
×W

M
 windows. According to the original 

method, the multi-head self-attention is calculated in a sin-
gle window. But it needs to be calculated H

M
×W

M
 times in the 

end, and the multi-head self-attention results are obtained in 
each window. In order to let the windows interact with each 
other, using SW-MSA to calculate multi-head self-attention 
of all the windows. The two improved Transformer blocks 
in which W-MSA and SW-MSA are connected, which not 
only reduces the amount of calculation, but also interacts the 
information between Windows. Then, the calculation rela-
tionship between them is shown in formula (1)–(4).
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where t̂l and tl represent the output features of W–MSA/SW-
MSA and MLP module of the lth block. LN is LayerNorm 
layer. W-MSA and SW-MSA represent two different multi-
head self-attention modules.

In order to further solve the issues of storage space waste 
and low retrieval efficiency, a depth hash algorithm is used 
to generate easily comparable fingerprints, and then com-
bined to generate a video fingerprint set, thereby improving 
the detection efficiency at the video level.

In order to convert the video frame features obtained 
through the Swin-Transformer model into hash code finger-
prints, a hash module needs to be added to the output of 
the Swin-Transformer model, which can also facilitate the 
learning of hash codes. Firstly, the image features of the final 
output of the Swin-Transformer model are dropped by the 

(1)t̂
l = W −MSA

(

LN
(

t
l−1

))

+ t
l−1

(2)t
l = MLP

(

LN
(

t̂
l
))

+ t̂
l

(3)t̂
l+1 = SW −MSA

(

LN
(

t
l
))

+ t
l

(4)t
l+1 = MLP

(

LN
(

t̂
l+1

))

+ t̂
l+1

,

Dropout layer with a parameter of 0.5. Then, the features 
are converted to 1024 dimension, then use the ReLU activa-
tion function layer. Finally, linear projection is used again 
to generate the final hash features. The dimension size is the 
same as the length of the hash bit.

4  Experiment Results and Analysis

4.1  Dataset and Baseline Model

Video keyframe similarity retrieval is the same as image 
retrieval, so the commonly used CIFAR-10 dataset [35] is 
used to verify the effectiveness of Swin-Transformer and 
deep hashing for image fingerprint extraction. We mainly 
collect 60000 images from 10 categories, of which each 
category has 6000 images. When training the model, it is 
divided into 5 training sets and 1 test set. 5000 images are 
randomly selected from the training set, and there are 500 
images for each category. Then, the query set with 1000 
images is randomly and evenly sampled from the 10 catego-
ries. The remaining 59000 images are used as the database.

Table 1  The parameter 
configuration of Swin-T

Parameter Parameter meaning Configuration

hash_length The length of output hash feature 64 bit
img_size Input image size 224 × 224
window_size Sub-window size(the number of pixel in the window) 7 × 7
patch_size Pixel patch size 4 × 4
layers The number of Transformer block per stage [2, 2, 2, 6]
headers The number of self-attention headers [3,6,12,24]
channels The number of input channels 3
downscaling Downscaling per stage [2,2,2,2]

Fig. 7  The first 30 key frames of the original video A
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AlexNet [36] and ResNet50 [37] as the backbone net-
works are selected for experiments to show the improvement 
effect of the proposed scheme.

4.2  Evaluation Metrics and Experimental 
Configurations

In copy detection experiments, common performance evalu-
ation metrics include Precision, Recall, Mean Average Preci-
sion (mAP), and F1 score. Precision and recall are a pair, and 
they can be calculated to produce the F1 score. They are cal-
culated as shown in formula (5), formula (6), and formula (7)

(5)Precision =
Npositive

Ndetected

where Nposition represents the right number of results 
detected, Ndetected represents the number of all the results 
detected, Npos−total represents the number of all positive 
results of predicted results.

The commonly used mAP indicators from PR curve. PR 
curve is a 2d curve with Precision as the ordinate and Recall 
as the abscissa. The area under the PR denotes the Average 
Precision (AP, Average Precision). It can also be seen as the 
average value of Precision corresponding to all values of 
Recall from 0 to 1. As you can see, mAP is simply a global 
measure of precision obtained by averaging the AP for each 
class. In summary, in this experiment, the mAP metric and PR 
plot are used to analyze the performance of different methods.

In this experiment, the miniature pre-trained Swin-T mod-
ule is used for training, and its corresponding parameters are 
mainly shown in Table 1. The experiment is trained by the 
RMSprop optimizer with a learning rate of 1e–3.

In the on-chain part of the experiment, the Hyperledger 
Fabric blockchain is used to verify the feasibility of the 
proposed on-chain and off-chain combined video copy 
detection method. It is mainly to build the environment 

(6)Recall =
Npositive

Npos−total

(7)F1 =
2 × Precision × Recall

Precision + Recall
,

Fig. 8  Processing the first 30 key frames of video A1

Table 2  Hash value comparison

Image Hash value comparison

Frame 508 of Video A 1,011,000,100,000,000,110,0
10,000,010,000,010,000,10
0,001,000,000,000,000,000
,000,000

Frame 419 of Video A1 1,011,000,100,000,000,110,0
01,000,010,000,010,000,10
0,001,000,000,000,000,000
,000,000

Table 3  A Similarity of 
processed videos

The cutting comparison time is greatly shortened compared with traditional comparison method as shown 
in bold

Video A Zoom B Tone C Mirror D Disorder E Cut F

Traditional similarity (%) 93.75 90.41 0.0 96.55 97.5
Cutting similarity (%) 97.92 85.71 0.0 97.92 97.5
Traditional comparison time (s) 12.84 11.47 16.65 11.13 9.29
Cutting comparison time (s) 0.204 0.223 0.220 0.218 0.226
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and write the chain code of the complete on-chain com-
parison fingerprint based on native Fabric-SDK-Go to 
implement a video copyright detection. It is necessary to 
call the function in the chain code through the business 
layer for operating on the data state. The experiment is 

implemented under the software environment of go1.10.3 
and python3.7, and the Ubuntu18.04 Linux operating sys-
tem is set up on the experimental platform.

Fig. 9  PR of HashNet on three different backbone networks

Fig. 10  PR of CSQ on three different backbone networks

Fig. 11  PR of DPN on three different backbone networks
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4.3  Experiment Results and Analysis

4.3.1  On‑Chain Video Copy Detection

The original video A with a duration of about 1 min and 
its’ processed video including common processing such as 
scaling, color matching, mirroring, out-of-order arrangement 
and cutting into short videos. Video A is captured for 40 s, 
and its image size is enlarged and its frame rate is reduced 
to obtain video A1.Video B, C, D, E and F are obtained by 
zooming, toning, mirroring, scrambling and cutting from the 
original video A, respectively.

The video is processed off-chain to obtain the key frames 
of the original video and the processed video. The first 30 
frames are taken for similarity detection. The key frame 
extraction of video A and video A1 is shown in Figs. 7 and 
8. The digital fingerprint of each image is calculated by per-
ceptual hash, which is mainly generated according to the 
low-frequency information of each image. The Hamming 
distance of the perceptual hash values of similar images is 
relatively small, which can be used to determine the similar 
images. For example, it is obvious that frame 508 in Fig. 7 
and frame 419 in Fig. 8 are similar images, and their percep-
tual hashes are shown in Table 2, respectively.

The Hamming distance between two images is 2. Gener-
ally, two images can be judged to be similar if the Hamming 
distance is less than 5. Similarly, the similarity of two videos 
can be determined by the proportion of the similar number 
of all key frames to the shorter video. If the number of key 
frames of two videos is n, the time complexity of the tradi-
tional comparison method is O(n2). Using block matching 
can greatly shorten the comparison time while ensuring the 
similarity. This comparison method is more suitable on the 
blockchain. The comparison results of the processed videos 
are shown in Table 3.

Since the perceptual hashing algorithm is generated 
according to the content of key frames in the video. The 
Hamming distance between the perceptual hashes of key 
frames will be larger than the set Hamming distance thresh-
old in general after the video is mirrored, which leads to the 
inaccuracy of the final calculated similarity results. It can 
be seen that the perceptual hashing algorithm cannot detect 
similar frames well in the face of image content changes.

In the experiment combined with blockchain, in order to 
obtain accurate results during comparison, the two columns 
of video copyright ID and fingerprint value are associated 
in the Couchdb database on the chain to form a composite 
key. The video ID can be accurately located when the com-
parison results are obtained. It is convenient for finding the 
corresponding infringement video after similarity sorting, 
and further prohibiting it from being added to the copyright 
library in the blockchain. Although it will be relatively time-
consuming to process on the blockchain, this comparison 
method takes less time, and the comparison process is open 
and transparent. The final detection result is credible and can 
withstand the test of other users.

4.3.2  Verification of the Effectiveness of Off‑Chain 
Fingerprint Extraction

This experiment is mainly to test and analyze the perfor-
mance of this method under six frameworks of Deep Hash. 
The better performance of deep hash algorithm is selected 
by comparing the mAP value, which lays a good foundation 
for the next generation of effective video fingerprint set. The 
Swin-Transformer model as the backbone of the method is 
replaced to the same function model AlexNet and ResNet50. 
The experimental results are analyzed and compared with 
the two models on PR images to prove the effectiveness of 
the proposed method.

On the CIFAR-10 dataset, experiments is conducted 
to compare a variety of scenarios of combining different 
backbone networks with different deep hashing frame-
works. The PR value results and PR maps generated using 
different backbone networks under the frameworks of 
HashNet, CSQ and DPN are shown in Figs. 9, 10 and 11.

It can be seen from the above figures that the methods 
with Swin-Transformer backbone all perform better than 
AlexNet and ResNet50. This is due to the effective opera-
tion of the Transformer architecture for self-attention cal-
culation in the region, which takes more global information 
into account than the convolution operation, so that it can 
achieve better results.

On the CIFAR-10 dataset, the mAP results obtained by 
combining Swin-Transformer, AlexNet and ResNet50 as the 
backbone to generate 64-bit fingerprint Hash values under 
six frameworks in Deep Hash are shown in Table 4. 

Table 4  mAP Values of 
different Deep Hash Algorithms 
(%)

The model Swin-T’s performence is all best with different Deep Hash as shown in bold

Backbone DSH HashNet GreedyHash IDHN CSQ DPN

Swin-T 81.8 86.1 89.2 88.2 86.2 81.8
AlexNet 79.2 78.6 79.7 77.9 78.3 77.7
ResNet50 76.9 83.7 87.9 85.6 83.9 78.2
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From the results shown in Table 4, firstly, better results 
are achieved under the same deep hashing framework when 
the backbone model is the Swin-Transformer. Among 
them, the maximum average precision of 89.2 is achieved 
on the CIFAR-10 dataset. Compared with the AlexNet and 
ResNet50 backbone networks, the mAP values are increased, 
so the scheme is proved to be effective and excellent.

In the next step, Hamming distance between fingerprints 
needs to be compared when the similarity of video level is 
compared. Therefore, CSQ algorithm under the deep hash 
framework which can better combine with Hamming dis-
tance is selected. Therefore, the final video fingerprint gen-
eration method is obtained by combining CSQ algorithm 
with Swin-Transformer. In summary, the hash fingerprint 
generation method combined with Swin-Transformer is 
effective in detecting similar images. Therefore, it is further 
explained that the fingerprint set generated by this method 
in processing video key frames can also effectively detect 
similar videos.

5  Conclusion

This paper proposes an efficient video copy detection 
method combined with blockchain technology, which can 
effectively detect whether there is a video infringement 
problem. Blockchain technology is used to obtain credible 
results and ensure the transparency and openness of the 
results. The smart contract is invoked on the chain to auto-
matically detect the copyright, which ensures the originality 
of the copyright work and the verifiability of the detection 
results. The video feature values are permanently stored on 
the blockchain without tampering. The Swin-Transformer 
and deep hash are used to obtain the features of the video 
off the chain, and the block comparison method is used for 
the similarity comparison on the chain. Experiments show 
that the proposed method can retrieve similar images, effec-
tively detect the original video and processed video, and 
can greatly save storage space and improve the detection 
efficiency.

In the future, video retrieval can also be combined with 
the temporal information of the video, and the copy detec-
tion can be performed from the video level, not only from 
the image level, which may improve the accuracy of video 
copy detection.
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