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Abstract
In recent years, related research has focused on how to safely transfer and protect the privacy of images in social network
services while providing easy access by authorized users. To safeguard privacy, we suggest an image encryption scheme that
combines data hiding and image encryption. The proposed scheme successfully decrypts images after JPEG compression
attacks and preserves the privacy of secret regions through the use of block scrambling encryption based on region selection.
Simultaneously, the scheme can handle nonuniform secret regions and obtain more sensitive secret keys because of the
incorporation of a chaotic system. The enhanced deep learning-based data-hiding technology reduces algorithm complexity
by enabling the encryption position to be determined in the decryption phase without the need for any information or
equipment. However, this approach also increases algorithm security, because only when the right secret data are extracted
can they be decrypted successfully. According to the experimental findings, the proposed scheme can correctly decrypt images
via JPEG compression while maintaining visually acceptable quality. The proposed scheme can achieve greater robustness
against image processing algorithms and a wider secret key space than traditional schemes.

Keywords JPEG compression · Region selection · Data hiding · Block scrambling · Deep learning

1 Introduction

Advances in cloud computing allow customers to use nearly
infinite computational resources without incurring excessive
expenditures (such as buying andmaintaining extra hardware
and software) [1].Millions of people post images to the Inter-
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net for sharing and archiving, and social network services
(SNSs), such as Instagram and Twitter, have grown in popu-
larity. Service providers usually preprocess uploaded images,
such as by recompressing them, to lower the quantity of data
that need to be processed while preserving the high quality of
the images to minimize the expense of billions of messages.
However, historically,many individuals, including social sci-
entists and attorneys, have seen privacy as a social and legal
concern [2]. Stored images are also susceptible to assaults
(such as brute-force attacks and ciphertext-only attacks) and
exploitation by unauthorized users, because SNSs are pub-
lic or semipublic spaces [3]. For instance, once an image is
uploaded to an SNS, control over the image is given to the
SNS provider, whose reliability is unknown, increasing the
likelihood of image data leakage [4]. Preventing unautho-
rized users from viewing and using images is essential for
safeguarding personal privacy, since most images include
privacy components such as copyright protection and per-
sonal data. Three requirements must be met to guarantee the
security of images shared on social networks: (1) The image’s
visual information is adequately safeguarded. (2) The image
can withstand recompression. (3) The image can be accu-
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rately identified. However, ensuring all three requirements at
once is typically feasible only in some schemes [5–7].

For requirement 1, using a secret key to transform the
original image into one that looks like noise is known as
image encryption, which is the most straightforward and
efficient method of ensuring data security. The image is
encrypted using confusion and diffusion, and without the
correct secret key, the user cannot decrypt it. Numerous aca-
demics have proposed different image encryption techniques,
including the chaotic system, theAdvanced Encryption Stan-
dard (AES), and the Data Encryption Standard (DES) [1,
4–11]. Since chaotic systems exhibit good random behavior,
sensitivity to the initial value, and unpredictability, they are
commonly employed in image encryption.However, because
of the volume of data and the continuity among image pixels,
the conventional encryption technique in the image encryp-
tion scheme is under threat. Ensuring security necessitates
a trade-off with other needs, such as minimization of pro-
cessor requirements, bitstream regulatory compliance, and
cryptographic signal processing [9]. Hu et al. proposed a low-
complexity pseudorandom number generation algorithm that
satisfied the requirements of image encryption by utilizing
the hyperchaotic properties of cellular neural networks [12].
Using the secret key produced by prime numbers, Indira et
al. suggested a lightweight active padding encryption scheme
that can lower the time complexity [13]. Abdullah et al. first
transform an RGB image’s 3D matrix to obtain the optimal
entropy and contrast criterion for image encryption [14].

For requirement 2, the most widely used lossy com-
pression operation for digital images is DCT-based JPEG
compression, which aims to decrease capacity, enhance the
transmission efficiency of digital images, and lower the net-
work cost. JPEG images are frequently stored and transmitted
over the Internet and are utilized in various devices, such
as digital cameras and scanners. Designing an encryption
and compression technique with exceptional reconstruction
ability is crucial, because it is not practical to directly com-
press the data in the encrypted region due to the inability of
existing compressors to handle the encrypted data structure.
Furthermore, the compressed image encryption technique
is challenging, because it requires increasing the image’s
entropy to boost security while lowering the image’s bit rate
to improve compression efficiency. Johnson et al. showed
that the security and compression effectiveness of binary
encrypted images remain unaffected by the application of
coding algorithms based on the idea of auxiliary informa-
tion [15]. By altering the source memory, Schonberg et al.
increased the compression efficiency of encrypted images,
which has the benefits of high encryption source secrecy and
fewer bits needed [16]. Block scrambling image encryption
is used in encryption-then-compression (EtC) techniques to
guarantee that EtC images are unaffected by interpolation,
leading to better compression performance than conventional

approaches [4, 8–11]. Additionally, because the secret key
space of EtC images is sufficiently large, they are highly
resistant to brute-force attacks.

For requirement 3, one efficient method for users to iden-
tify the desired image effectively is to encrypt only its secret
region. In addition to reducing the processing time, partial
encryption enables the encryption of particular regions in
accordance with each individual’s needs [17]. In addition,
users do not need any further information or technologies
to identify the encrypted image on the public network by
obtaining the nonsecret region [18]. Wen et al. used opti-
cal encryption and chaos on the image’s prominent areas
to create visually meaningful encrypted images [19]. Khan
et al. employed a lightweight image encryption technique
that computes the correlation coefficient and blocks the orig-
inal image to improve security [20]. The plaintext region
is visible to the human eye, while the secret region is
rendered unintelligible and unbreakable by the encryption
method. However, data hiding is an additional technique
for image protection that may be used to conceal informa-
tion in unencrypted formats, such as text, audio, video, and
images. Since only the sender and the recipient are aware
that the information is embedded in the sent image, pri-
vate information can be safely transferred across a public
network by making it invisible to an attacker. Ju et al. con-
ducted an experiment to demonstrate how the differential
privacy combination theorem-basedwatermarking technique
can successfully lower the privacy budget [21]. This research
presents a region-selective anti-compression image encryp-
tion algorithm based on deep networks that combines the
benefits of the previously mentioned techniques. We first
employ the Peano mask tree to represent the position infor-
mation of the secret regions for the original image. To obtain
the encrypted image, we encrypt the secret regions during the
encryption phase using a block scrambling approach based
on a chaotic system. Finally,we embed the secret information
into the encrypted image using an upgraded deep learning-
based embedding network to obtain the embedded image.
Our main contributions are as follows:

• We provide a novel image encryption scheme that simul-
taneouslymeets three requirements: the security of image
privacy can be adequately guaranteed, and after JPEG
compression, the image can be successfully decrypted;
moreover, this approach is visually meaningful due to
the region selection technique.

• The proposed scheme has excellent robustness against
JPEG compression attacks because of the improved data-
hiding techniques based on deep learning.

• Experiments prove that the proposed scheme is effective
and has good application prospects for social network
services.
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The rest of the paper is organized as follows. In Sect. 2,
we review the cited related work. In Sect. 3, we introduce
the details of the proposed scheme in detail and present the
experimental results and discussion in Sect. 4. Finally, Sect. 5
concludes.

2 RelatedWork

Different approaches, such as data hiding and image encryp-
tion, have been applied to image technology to guarantee
the security of image privacy. These techniques have shown
their benefits in various uses [22]. Traditional cryptography,
such as symmetric key cryptography, offers no advantage in
regard to image encryption for images used in network ser-
vices, since the algorithm complexity is too high and more
encryption rounds are needed. In contrast, image encryp-
tion using lightweight techniques such as image blurring,
mosaic masking, deletion, and distortion is more common.
These techniques nearly always involve two stages: diffusion
and confusion. Blurring makes the image difficult to recog-
nize, while mosaic masking weights the image through the
tile form. Deletion and distortion remove data from parts of
an image and randomly modify image pixel values. Using
two-point crossover and uniform mutation algorithms in
genetic algorithms, Gupta et al. devised a lightweight sym-
metric image encryption technique [23]. This algorithm’s
lightweight design and quick algorithmic speed make it
appropriate for use in Internet-of-Things devices. A color
image encryption technique based on block scrambling and
chaotic systems was utilized by Hosny et al. [24]. The origi-
nal image was divided into three identical channels, each of
which was further divided into diffuse and confused image
blocks of varying sizes. There are two types of chaotic sys-
tems: low-dimensional chaotic maps and high-dimensional
chaoticmaps.While low-dimensional chaoticmaps have low
temporal complexity and good efficiency, high-dimensional
chaotic maps have excellent security. The proposed scheme
employs a chaotic system-based block scrambling image
encryption technique, which renders it vulnerable to changes
in the secret key. At the same time, the encrypted image
can withstand JPEG compression, because the proposed
approach works with pixel blocks rather than individual pix-
els.

Whole image encryption for images uploaded to SNSs
frequently results in more repetitive tasks, since users are
primarily concerned with the security of their personal
information, such as an image’s license plate or headshot.
Therefore, it is better in accordance with the user’s need to
encrypt only the secret region when encrypting the entire
image. Reversible data hiding (RDH) is used for partial
encryption to pinpoint the secret regions of the original
image. Because the typical secret region is rather large,

embedding the unprocessed secret region into the imagemay
result in a significant waste of computer processing time
and increased expense. Wang et al. used the PSPNet seman-
tic segmentation model to extract images’ relevant portions
(for example, people) and then used an encryption algorithm
based on a chaotic system to encrypt irregularly sized pixel
blocks [25]. Ping et al. developed a resilient image encryption
algorithm based on life-like cellular automata to address the
challenge of encrypting regions of interest of diverse sizes
and types in medical images [26]. Based on the pixel conti-
nuity of the hidden sections, Qin et al. integrated the text data
into the image by compressing it using the Peano mask tree
(PM-tree) [27]. The proposed scheme employs the PM-tree
to treat the encrypted position as secret data and the pixel
scrambling algorithm to encrypt the secret region to enable
the algorithm to handle irregular regions and lower compu-
tational costs.

In some sensitive circumstances, such asmilitary and legal
forensics, data hiding is frequently employed to recover the
carrier medium and recover the hidden information simul-
taneously without losing any content. Digital watermarking
and steganography are the two directions that make up the
data-hiding algorithm. The embedding algorithm and the
extraction method are the two crucial parts of both methods.
Steganography’s goal is to shield confidential information
frombeing discovered by unapproved instruments; the image
that is produced is known as a stego image. An image created
by digital watermarking is known as a watermark image, and
its goal is to safeguard the confidentiality of the secret data.
Luo et al. used a stereo matching-based image watermark-
ing approach for the web service authentication of stereo
images [28]. However, image manipulation algorithms, such
as noise, rotation, and compression, can readily damage
traditional data-hiding techniques, destroying the embed-
ded information. The classic matrix embedding approach
was tested in terms of security when Chen et al. devised
a differential attack algorithm based on matrix embedding
[29]. Because machine learning tools can offer more effec-
tive methods for embedding and extracting secret data, their
use in data-hiding strategies is becoming increasingly com-
mon [30]. Singular value decomposition is the foundation of
Yang et al.’s neural network watermarking algorithm, which
qualifies the algorithm for audio copyright protection [31].
Sinhal et al. presented a novel deep neural network-based
image watermarking method [32]. This method can deter-
mine the source of digital content shared or transferred across
the Internet at various social networking sites. Recurrent
convolutional layers are used in Ahmadi et al.’s residual-
based diffusion watermarking system, which exhibits good
robustness against a variety of attacks, such as Gaussian,
compression effects, and cropping attacks [33]. The proposed
scheme strengthens the robustness of the embedded image
to JPEG compression using an enhanced residual diffusion-
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Table 1 Summary of the literature survey

Algorithm Methods/techniques Low complexity Anti-compression User-friendly Color support Capacity

Chuman et al. [9] Block scrambling × � × × ×
Wang et al. [25] Low-dimensional chaotic system � × � � ×
Anbarjafari et al. [30] Z-transform and QR decomposition � � × � �
Kenta et al. [34] Block scrambling × � × � ×
khan et al. [20] Chaotic maps � × × � ×
Ahmadi et al. [33] CNN � � × × �
Gupta et al. [23] Crossover and mutation operators × × × � ×
kurihara et al. [11] Block scrambling × � × � ×
Huang et al. [35] Least significant bit method � × × × �
Proposed CNN � � � × �

based embedding algorithm. Table 1 provides a summary of
the literature review.

3 Compression-Resistant Image Encryption
Model

Wepropose a deep learning-based image encryptionmodel to
preserve privacy.Rather than encrypting the entire image, our
model is a region-based approach, allowing users to control
the encryption of specific regions of the image. The pro-
posed design consists of several stages: (a) region indicator
stream generation, (b) secret content encryption, (c) infor-
mation embedding and extraction, and (d) network training.

To handle different numbers and sizes of regions of secret
(RoS), we employ a Peano mask tree to represent and com-
press the RoS position information. The corresponding bit
stream of RoS position information, named the region indi-
cator stream (RIS), is then utilized for further information
embedding.Additionally, to enhance resilience against plain-
text crackers, the image region of RoS undergoes encryption
using a block-based scrambling method. We utilize a deep
learning-based model for our information embedding sys-
tem, enabling the hiding of the RIS within an image. This
facilitates the image’s ability to withstand compression oper-
ations with lower quality factors. It is widely recognized
that learning-based methods can be readily deployed in
domain-specific applications by providing appropriate train-
ing samples, and the system’s performance also highly relies
on the quantity of the available samples. With regard to web
applications, we emphasize the robustness of Image JPEG
recompression as a training requirement while extracting
embedded information during network training. The entire
system framework is illustrated in Fig. 1, and the primary
notations and descriptions are listed in Table 2.

3.1 Region Indicator Stream Generation

In the proposed method, it is essential to accurately dis-
tinguish between RoSs and non-RoSs when encrypting an
image.TheRoSposition information is effectively embedded
into the encrypted image for image decryption and recon-
struction. However, directly embedding RoS information
without proper representation can result in unnecessary space
occupation and poor embedding performance. Considering
that the pixels within RoS are contiguous, we can leverage
the RoS position information as a region indicator stream
and adopt the Peanomask tree (PM-tree) to represent theRoS
positions. The PM-tree is a quadrant-based lossless compres-
sion method that enables efficient calculation of the original
spatial data while fully retaining the data information.

RoS position map For a given image I ∈ R
W×H , W and

H are the width and height of the image, respectively. The
secret regions are marked as RoSs; otherwise, as non-RoSs,
both are given by the user. To store the position of RoSs,
a matrix M , a position map, M = [mi, j ] ∈ {0, 1}W×H ,
having the same size as the image I , is used to store the
RoSs position, where mi, j = 1 is labeled 1 with the pixels
in RoSs and mi, j = 0 is labeled 0 for the non-RoSs.

Peano Mask Tree The Peano Count Tree (P-tree) is a
quadrant-based lossless tree representation of spatial data.
The concept of the P-tree is to recursively divide the map
M into hierarchical quadrants Ml1...lk ... = [ml1...lk ...

s,t ] ∈
{0, 1}Wk×Hk , Wk = W

2k
, Hk = H

2k
, lk = 0, 1, 2, 3, k =

1, . . . , K − 1 and K = �log4 (W × H)� and record the
counts of ‘1’ and Cl1...lk ... = ∑

s,t m
l1...lk ...
s,t in each quad-

rant, thus forming a quadrant count tree, where ml1...lk−1
i, j =

ml1...lk−1lk
s,t with i = s + 1[lk=1∨lk=3]Wk and j = t +

1[lk=2∨lk=3]Hk . For example, the map M corresponding to
the root node with value C = ∑

i, j mi, j is divided into four

equal quadrants, Ml1 = [ml1
s,t ] ∈ {0, 1}W

2 × H
2 , l1 = 0, 1, 2, 3,
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Fig. 1 The framework of the proposed encryption scheme

Table 2 Primary notations and descriptions

Notations Descriptions Notations Descriptions

I Original image EXTφ Extraction network

J̃ Rearranged image P̃(k) Depth-based vectorized data

J Encrypted image P̃(k) Output of the DCT transformation

E The embedded image rs Nonoverlapping and disjointed secret region

mi, j RoS mark for each pixel Is Corresponding pixel set coordinates

B Bitstream of RIS L Length of pseudorandom numbers

M Position map to store the position of RoSs ps Number of blocks divided by rs
J Indices of V for the elements in O Hs The scrambling of the pixels Is
Θ(·, ·) Rotation and horizontal and vertical inversion transformation W Width of original image

P(k) Nonoverlapping rectangular image parts α Strength factor

ξ/ρ Control state parameters for chaos dynamics H Height of original image

δ Discarded pseudorandom numbers on the sequences γ Weight to control imperceptibility and robustness

and the value of Cl1 = ∑
s,t m

l1
s,t is the count of ‘1’ in the

Ml1 quadrant.
When the quadrant is composed entirely of ‘1 s’, that is,

if the number of ‘1 s’ is equal to the size of the quadrant, no
subtree is needed; it is a leaf node. Another case of a leaf
node is a quadrant composed entirely of ‘0’. The PM-tree is
a further compressed structure tree of the P-tree that uses a

mask instead of a count. If a node is a leaf node, the value of
the PM-tree is 0 if the count is 0; otherwise, it is 1. If it is a
nonleaf node, the value of the PM-tree is masked to ‘M’. An
example of a PM-tree is shown in Fig. 2.

Region Indicator Stream Finally, the PM-tree of an RoS
positionmap is compressed into a bitstream. The node values
in the PM-tree are further replaced by ‘11’, ‘00’ and ‘10’ for
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‘M’, ‘0’ and ‘1’, respectively, and then, a preorder traversal
is used to record the PM-tree to generate the corresponding
bitstream. For the embedding requirement, the bitstreamwill
be padded with code ‘11’ at the end to a predefined length
as the RIS. According to the definition of code ‘11’ for the
mark ‘M’ in the PM-tree, which represents a nonleaf node,
padding ‘11’ to the end of the bitstream is reasonable and
does not cause harm, as shown in Fig. 2d. The bitstream
of the RIS consists of binary data, B = [bk] ∈ {0, 1}K ,
which are embedded in the image for image decryption and
reconstruction, as discussed in Sect. 3.3.

3.2 Secret Content Encryption

Weconsider anEtC image application,which refers to a lossy
image compression system in the cryptographic domain. The
images are first encrypted by the owner, then compressed
by the provided channel, and finally decompressed and
decrypted by the receiver. We utilize a block-based scram-
bling encryption scheme to encrypt the region of the RoSs
in the original image. This scheme not only demonstrates
compression performance comparable to that of the original
scheme for encrypted JPEG images but also exhibits greater
security and robustness. The proposed RoS block-based
scrambling encryption scheme comprises four main steps:
pixel-based scrambling, block-based scrambling, block rota-
tion and inversion, negative-positive transformation, and
block reconstruction. These steps are illustrated in Fig. 3.

For a given RoS position map M and an image I , each
nonoverlapping and disjoint sensitive region RoS rs , s =
1, 2, . . . , S, can be an irregular shape, the acquired pixels of
RoS rs are denoted by Is = I (rs) = {I (k)

s }tsk=1, and the corre-

sponding pixel coordinates Is = I(rs) = {(i (k)s , j (k)s )}tsk=1,
where ts is the number of pixels in rs , S is the number of
nonoverlapping and disjoint RoS, i.e., Is∩It = ∅, s �= t , and
| ⋃s Is | = ∑

ts , both elements in Is and Is are ordered coor-
dinates lexicographically, i.e., k ≤ k′ if and only if i (k)s < i (k

′)
s

or (i (k)s = i (k
′)

s and j (k)s ≤ j (k
′)

s ). Therefore, to performblock-
based processing, we can integrate all of the pixels in Is as a
one-dimensional array, convert Is into a ws × hs matrix, and
then perform block-based scrambling encryption. Follow-
ing encryption, these RoS pixels are returned to the original
image region using the same guidelines; to facilitate discus-
sion, letws, hs be the closest common divisor pair of ts . This
process is illustrated in Fig. 3a.

• Random number generation Chaos-based encryption
models were found to be fast and efficient. To achieve
high security in image encryption, we adopt the LS chaos
encryption model in both pixel-based and block-based
manners. The adopted LS model embedded a sine map
into a logistic map and was found to be highly random

and sensitive to the control parameters and initial condi-
tions. For pixel set Is = {I (k)

s }tsk=1 of the RoS rs , we first
generate L unpredictable unique pseudorandomnumbers
ui ∈ (0, 1), i = 1, 2, . . . based on the LS chaotic dynam-
ics equation

ui+1 = (ξ + (4 − ξ)ui ) ×
∣
∣
∣
ρ

4
sin(πui−1)

∣
∣
∣

×
(
1 −

∣
∣
∣
ρ

4
sin(πui−1)

∣
∣
∣
)

, (1)

where u1, u2 ∈ (0, 1) are initial values, ξ ∈ [3, 4]
and ρ ∈ [1.4, 4] are control state parameters for chaos
dynamics, L = ts +3× ps + δ, ts is the number of pixels
of the RoS rs , ps is the number of blocks divided by rs ,
which will be discussed later, and δ, the first δ, discard
pseudorandom numbers on the sequences. Here, the user
control key of RoS is (u1, u2, ρ, ξ, δ).

• Pixel Scrambling We scramble the pixels in Is =
{I (k)

s }tsk=1 based on reordering. We take ts random num-
bers from the LS model V = {vk |vk = uδ+k, k =
1, 2, . . . , ts} and rearrange V in descending order to
obtain two lists, O = {ok}tsk=1, (o1 > o2 > · · · > ots ),
the result of rearranging V , andJ = { jk}tsk=1, the indices
of V for the elements in O

O = {ok |ok ∈ V s.t. #{v ∈ V |v ≥ ok} = k}
J = { jk | jk ∈ [ts] s.t. jk = min{i |ok = vi }}. (2)

The scrambling of the pixels Is is obtained by

Hs = {h(k)
s |h(k)

s = I ( jk )
s , k = 1, 2, . . . , ts}. (3)

• Block scrambling As illustrated in Fig. 3a, we con-
vert the RoS pixel array Hs from a one-dimensional
array to a ws × hs matrix. As shown in Fig. 3b, block
scrambling involves dividing the matrix version of Hs

into ps nonoverlapping block-based pixel groups, where
Bs = {b(k)

s }psk=1, and randomly permuting the order of

Bs , where ps = ⌊
ws
8

⌋ ×
⌊
hs
8

⌋
. The process for scram-

bling blocks is the same as that for pixels; we pick ps
random numbers from the LS model, V ′ = {v′

k |v′
k =

uδ+ts+k, k = 1, 2, . . . , ps}, and reorder V ′ to decrease
the order of the blocks Bs .

• Block rotation and inversion Random block inversion
and rotation are performed next to the encryption process,
followed by block scrambling. As Fig. 3b shows, block
rotation represents a random rotation of pixel blocks by
0◦, 90◦, 180◦, or 270◦, and block inversion represents the
horizontal andvertical inversionof pixel blocks.Basedon
the random number obtained by the LS model, we apply
a random rotation and a horizontal and vertical inver-
sion on b(k)

s for each block, b(k)
s ∈ Bs . The LS model’s
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Fig. 2 An example of a region
indicator stream

ps random numbers, V ′′ = {v′′
k |v′′

k = uδ+ts+ps+k, k =
1, 2, . . . , ps}, are used to rotate and reverse the block b(k)

s

rk = 1 +
(⌊∣

∣v
′′
k

∣
∣ × 1012

⌋
mod 16

)
,

b̃(k)
s = Θ(b(k)

s , rk),
(4)

where Θ(·, ·) is a rotation and horizontal and vertical
inversion transformation.

• Negative-positive transformation Random negative-
positive pixel transformation is the next phase in the
encryption process. This phase involves calculating the
pixel values in each block b̃(k)

s using the random num-
ber produced by the LS model. From the LS model,
V ′′′ = {v′′′

k |v′′′
k = uδ+ts+2×ps+k, k = 1, 2, . . . , ps}, we

select ps random numbers. The pixel value Ĩ
b̃(k)
s

(x, y) at

the (x, y) position of b̃(k)
s is determined by

Ĩ
b̃(k)
s

(x, y) =
⎧
⎨

⎩

I
b̃(k)
s

(x, y), r ′
k = 0

255 − I
b̃(k)
s

(x, y), otherwise,
(5)

where r ′
k is a random binary number generated based on

the LS model as

r ′
k = 1 +

(⌊∣
∣v

′′′
k

∣
∣ × 1014

⌋
mod 2

)
. (6)

• Region Reconstruction The processed matrix needs to
be converted back into a one-dimensional pixel array
after the previously outlined procedures. We can fill the
one-dimensional pixel array back into the original image
using the RoS’s position data. We successfully encrypt
the hidden areas of the image I to an encrypted image J
by finishing this procedure.

3.3 Information Embedding and Extraction

An information flow block diagram with three primary mod-
ules: a CNN for embedding the RIS, a microattack layer for
mimicking JPEG attacks, and a CNN for retrieving buried
RIS is shown in Fig. 4. The structure of the embedding
network consists of two nontrainable transform layers, a
discrete cosine transform (DCT) layer, inverse DCT trans-
form layers, and seven trainable convolution-based layers.
The embedding network, E = EMBθ (J , B;α), has three
inputs, an encrypted image J ∈ R

W×H , K -bit binary data
B = [bk] ∈ {0, 1}K , and a strength factor α ∈ R+, where θ

denotes the network parameters. The details of the pipeline
are discussed below and shown in Fig. 4.

Embedding Layer For embedding K bits, we assume that
K can be factorized as K = S × R. The encrypted images
J ∈ R

W×H are divided into K nonoverlapping rectangular
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Fig. 3 The framework of the proposed encryption scheme

Fig. 4 The framework of the proposed embedding scheme
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image parts, P(k) = [p(k)
s,r ] ∈ R

M×N , k = 1, 2, . . . , K , M =
W
S , and N = H

R , and each image part P(k) is used to store one
bit of information bk . To spare the bit information bk to all
the pixels of the image part P(k), a space-to-depth operation
is applied to rearrange spatial pixel data P(k) ∈ R

M×N into
depth-based vectorized data P̃(k) = [ p̃(k)

1,1,d ] ∈ R
1×1×MN

and will work together with convolution operations. After a
space-to-depth operation, the rearranged image J̃ of J is a
tensor J̃ ∈ R

S×R×MN , the mapping of elements from Ji, j to
J̃s,r ,d by s = i/M�, r =  j/N� and d = ( j − r N ) × M +
(i − sM).

To embed B to J̃ , we further reshape and concatenate B ∈
{0, 1}S×R with J̃ ∈ R

S×R×MN in depth as [ J̃ , B], and the
resulting concatenation is a tensor of size S×R×(MN +1).
One 1 × 1 normal convolutional layer, five 2 × 2 circular
convolutional layers and one 3 × 3 circular convolutional
layer are composed sequentially as embedding layers. The
last 3 × 3 layer spreads the information over a wider neigh-
borhood, making the embedded images more secure against
JPEG attacks.

The embedding layers are expected to learn to embed and
distribute the binary data among adjacent image parts as well
as the depths. To obtain the final embedded image E with the
same size of input J , at least the number of filters of the last
final convolution layer must be MN . As a result, the output
of the embedding layers is a tensor of size S × R × MN ;
then, a depth-to-space rearrangement operation will reshape
the tensor back to an image E , which is the same size as J .

TransformLayerThe JPEGcompression algorithmworks
on the DCT domain, and it is suggested that the embedding
network computes the binary data embedding in the DCT
domain, as shown in Fig. 4. TheDCT/inverse DCT transform
layer implements a reversible linear transform that changes
the representation of an image from the spatial domain to the
DCT domain and vice versa. We place a DCT transform and
an inverse DCT transform layer before and after the embed-
ding layers, respectively. Considering DCT compression as a
block-based compression, with the rearrangement of images
J̃ discussed in the previous section, the DCT transformation
layer is simplified to a 1×1 convolution layer and applied to
each image part P(k) independently. The output of the DCT
transformation P̃(k) = [̃p(k)

1,1,τ ] ∈ R
1×1×MN of image part

P̃(k) ∈ R
1×1×MN at depth τ is calculated by

p̃
(k)
1,1,τ = 1

MN

M−1∑

s=0

N−1∑

r=0

ps,r · cos
(

(2s+1)uπ
2M

)

cos
(

(2r+1)vπ
2M

)

︸ ︷︷ ︸
g(s,r;u,v)

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

s= η
M �

r=η−sM

u= τ
M �

v=τ−uM

=
MN−1∑

η=0

p̃(k)
1,1,η ·

[

(MN )−1 · g̃(η, τ )

]

=< P̃(k), G̃(τ ) >, (7)

where g(s, r; u, v) is a two-dimensionalDCT transformation
kernel and g̃(η, τ ) is g after changing the variables. G̃ can
be viewed as a convolutional layer with G̃(τ ) as the τ -th
convolution mask. For the implementation, G̃(τ ) is a 1 × 1
convolution mask with MN input channels representing the
weights of one neuron with no bias, which is only a fixed
weight convolutional layer with MN convolution masks.

Embedding and Extraction Network The final structure
of the embedding network is shown in Fig. 4, which is a
residual-based structure. Skip connections have been shown
to be efficient in network training. The final embedded image
E is the sum of the outputs of the embedding layers and the
original encrypted image. Instead of simply summing the
results of the embedding layers with the original input, a
strength factor α ∈ R+ obtained via multiplication is used
to adjust the strength of the embedding output.

For the extraction network, H = EXTφ(E) has an input
of a binary data embedded image E ∈ R

W×H , and an output
of H ∈ [0, 1]K is the probability of the extracted k-bit binary
data, where φ denotes the network parameters, as shown in
Fig. 4, which is supposed to extract the embedded binary
data from the input image. One notable difference is that the
structure of the extraction network differs from that of the
embedding network. Several modifications are made while
preserving the five convolutional layers and one DCT trans-
formation layer to enhance the performance of the extraction
network. Specifically, three additional layers of 1×1 circular
convolutions are introduced to improve information extrac-
tion.Among these layers, two additional convolutional layers
(shown in red Fig. 4) are expanded by a factor of 2 while
reducing the number of channels by half. This adjustment
aims to optimize the dimensions of the network’s output,
ultimately enhancing the extraction performance. By incor-
porating these modifications into the extraction network,
improved results can be achieved in extracting the hidden
information stream.

3.4 Network Training

The trainable network combines an embedding network,
a JPEG simulation layer, and an extraction network to
form an end-to-end trainable network, as shown in Fig. 4.
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The JPEG simulation layer simulates JPEG compression–
decompression, as a differentiable network layer can facili-
tate the backpropagation of the training gradient and allow
the embedding and extraction networks to train more robust
embedded images during the training phase for JPEG com-
pression.

JPEG Simulation Layer There are several nondiffer-
entiable operations involved in the JPEG compression–
decompression process. Thus, we need a differentiable
approximation to simulate the process in a network layer. The
steps of JPEGcompression are as follows: a) divide the image
into a nonoverlapping 8×8 block and computer block-based
DCT transformation; b) quantize these DCT coefficients by
dividing by a predefined quantization matrix Q and round-
ing the result to the nearest integer, which is a lossy and
nondifferentiable step; and c) apply a lossless compression
algorithm. Similarly, JPEG decompression involves inverse
operations, d) decompression, e) dequantization of the coef-
ficients by multiplying the same quantization matrix Q, and
f) transformation to the spatial domain by inverse DCT.

In the proposed network, the JPEG simulation layer simu-
lates JPEGcompression anddecompressionvia the following
steps: a) DCT transform, b) quantization, e) dequantization,
and f) inverse DCT transform. All the rounding operations
in b) are nondifferentiable, and an approximation is needed
to facilitate backpropagation of the training gradients. The
rounding operation is simulated by adding a uniform noise
in the range [−0.5, 0, 5] to the coefficients as

p̃∗(k)
1,1,τ =

(
p̃
(k)
1,1,τ

Q
+ β

)

× Q = p̃
(k)
1,1,τ + β, (8)

whereβ ∼ U (−0.5, 0.5). Then, the overall process simulates
a JPEG compression–decompression of an image.

Training Objective The embedding network and the
extraction network have independent objective functions.
The embedding network is supposed to generate an embed-
ded image with maximum quality and minimum distortion,
and the extraction network is responsible for maximizing the
extraction rate of the hidden binary data. For the embedding
network, we use the structural similarity index (SSIM) as a
loss function to measure the degradation of image quality
due to position information embedding

L1 = SSIM(J , E) = (2μJμE + c1)(2σJ ,E + c2)

(μ2
Jμ

2
E + c1)(σ 2

Jσ
2
E + c2)

, (9)

where J is the input imageof the embeddingnetwork, E is the
output of the embedding network, μJ and μE are the mean
values of J and E , respectively,σJ andσE are their variances,
and σJ ,E is the covariance of (J , E). During training, we set
the constants c1 and c2 to 10−4 and 9 × 10−4, respectively.

For the extraction network, we use binary cross-entropy loss

L2 = CE(B, H)

= −
K∑

i=1

bi log (hi ) + (1 − bi ) log (1 − hi ) ,
(10)

, where B = [bi ] ∈ {0, 1}K is the original binary data and
H = [hi ] ∈ [0, 1]K is the output of the extraction network,
which is the probability of the k binary bits B, P{H = B}.
The total loss is a weighted sum of the two losses, L total =
γ L1 + (1 − γ )L2, where γ ∈ [0, 1] is the weight to control
imperceptibility and robustness.

In summary, the training network is an end-to-end train-
able network composed of E = EMBθ (J , B), E ′ =
att-JPEG(E), and H = EXTφ(E ′), and the objective func-
tion minθ ,φ L is minimized for network training.

4 Experimental Results

4.1 Experimental Setup and EvaluationMetrics

TensorFlow [36] implements the proposed training network
during the training phase, which is run on a GeForce GTX
1070. In the experiments, we use 32 × 32 grayscale images
as the training input and fix the block size to 8 × 8, so each
input image includes 16 blocks. Simultaneously, we employ
4× 4 random binary bits as the RIS to avoid utilizing a fixed
embedding input,which could causebias in the network.Dur-
ing training, there are 64 convolutional filters in all layers of
the extraction network and embedding network, except for
the extraction network’s labeled convolutional filters, which
have 128 and 32 filters, respectively. The filters’ strides are
also 1. The sigmoid-activated neurons in the extraction net-
work are positioned in the final 1x1 convolutional layers to
generate the information probability map, which is then pro-
cessed using the threshold operation to produce the secret
information. For training set selection, we combined the Pas-
cal VOC2012 [37] and CIFAR10 [38] datasets to form the
patch set to train the network. The CIFAR10 dataset com-
prises 60,000 RGB images of size 32× 32, of which 50,000
are used for training and 10,000 for testing. We take random
32 × 32 pixel blocks from the large high-resolution images
in the Pascal dataset. The patch set includes more than 333k
grayscale image blocks after the chosen pixel blocks have
undergone grayscale processing. The training procedure has
1 million iterations and takes approximately 6 h. Table 3
contains the training parameters. After the training phase,
the embedding and extraction layers are used as separate
networks.

During the simulation stage, we retrieve the hidden data
and use the real JPEG recompression to evaluate the robust-
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Table 3 The training parameters of the data-hiding framework

Parameter Value Description

(W,H) (32,32) Size of training image

(M,N) (8,8) Size of divided image part Ps,r
(S,R) (4,4) Size of reshaped binary data B

Epoch 100 Training epoch number

LR 10−4 Learning rate

λ 0.75 Relative loss function weights

ness. We use the Fdez-Vidal dataset [39], which contains 49
grayscale images as test images, with each test image hav-
ing a size of 512 × 512, to assess the proposed approach.
During the encryption region selection stage, we artificially
designate sensitive positions in the image, such as people,
buildings, and cars. During the RIS-generating phase, the
acquired encrypted position information is processed to pro-
duce the RIS, which is typically limited to Klimit = 1024
bits or 322. For the encryption phase, we set U1=0.4267,
U2=0.4247, ρ = 3.96, ξ = 3.9 and δ = 1000. The gener-
ated encrypted image and RIS are passed to the embedding
network as input. When comparing the training parameters
(Table 3), the trained network has an embedding capacity
of c = 42/322 bits per pixel (BPP). Given an embed-
ding capacity c for a 512 × 512 image, we may embed
K = 42/322 × (512 × 512) = 4, 096 bits. This capacity
is four times greater than our requested limit Klimit. As a
result, the RIS contained in the input pieces has four times
more redundancy, which greatly improves its security.

Multiple JPEG compression attacks were applied to the
resulting embedded images to mimic real-world scenarios.
To acquire a 1024-bit RIS during the decryption phase,
we first use the attacked image as the extraction network’s
input. We then process the network’s output using a voting
technique. The encrypted position was obtained by apply-
ing the inverse RIS-generating procedure to the RIS during
the decryption position identification stage. The attacked
image was decrypted using the acquired secret keys and the
encrypted position to generate the decrypted image. Since
the extracted technique combines steganography with image
encryption, we contrast its robustness, security, and imper-
ceptibility with those of other schemes [34, 40]. We evaluate
the performance of various schemes using metrics such as
the peak signal-to-noise ratio (PSNR), mean-square error
(MSE), and SSIM. The MSE metric is employed to quan-
tify the discrepancy in quality between the original image
and the processed image. The formula for calculating the
MSE is as follows:

MSE = 1

mn

m−1∑

i=0

n−1∑

j=0

[I (i, j) − I ′(i, j)]2, (11)

where I and I ′ are the original image and the noise image
with m × n pixels, respectively.

The PSNR metric is employed to quantify the ratio
between the quality of the original image and the quality
of the processed image. The formula for calculating it is as
follows:

PSNR = 10 · log10
(
MAX2

I

MSE

)

, (12)

where MAX2
I is the maximum possible pixel value of the

image.
Figure 5 shows the output results of the proposed scheme

at each stage. It can be seen that the sensitive region in the
image has been encrypted, and the sensitive region has been
destroyed, resulting in visual unreadability, so the scheme
has good security. The proposed approach offers strong
imperceptibility, since we are unable to distinguish visually
between the encrypted and embedded images. The proposed
approach is reversible, because, following JPEG compres-
sion, the right RIS is extracted to determine the encryption
position, the attacked image is decryptedwith the correct key,
and the sensitive region is precisely restored. Additionally,
the proposed system can encrypt multiple sensitive regions,
sensitive regions of varying sizes, and sensitive regions that
are either regular or irregular. Overall, this trial demonstrated
the efficacy of our image security system.

4.2 Security Analysis of the Key Space

4.2.1 Key Space

The magnitude of the key space is a critical determinant
in assessing the resilience of an encryption system against
brute-force attacks. During such attacks, malevolent people
systematically test every potential key within the encryp-
tion algorithm’s key space to decipher the encrypted image.
Increasing the size of the key space greatly increases the diffi-
culty for malevolent users in deciphering the encryption key.
This attack style is widely recognized as a brute-force attack.
The size of the key space should be no less than 2128 to attain
an elevated level of security to ensure a robust cryptosystem
[41].

In the proposed technique, we establish a maximum pre-
cision of 14, resulting in a key space NP of 1014 for block
preprocessing. The key space NS for block scrambling (step
2) is defined by the total number of possible permutations of
n blocks, which can be stated as follows:

NS = Pn
n = n! (13)
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Fig. 5 The output image of each
step of the proposed scheme

Similarly, the key spaces for the other steps are given
below

NI = 4n, NR = 4n, NI&R = 8n, NN = 2n, (14)

where NI is the key space of block inversion, NR is the key
space of block rotation, NI&R is the key space that combines
block inversion and block rotation, and NN is the key space
of negative-positive transformation. Therefore, the key space

Ntotal of the proposed scheme is as follows:

Ntotal = NP × NS × NI&R × NN

= 1014 × n! × 8n × 2n

≈ 24n+42 × n!
(15)

In our experiment, we utilized the original image dimen-
sions of 512 × 512, resulting in one of the trials containing
218 8×8 pixel blocks. Thus, the key space in our experiment
exceeds 2200, and we compare the experimental key space
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Table 4 The key spaces for different solutions

Algorithm Key space

Proposed > 2200

Content-selected image encryption algorithm [25] 2186

Color image encryption technique [24] 2116

Color image encryption algorithm [42] 2185

Novel control method [43] 2152

Image compression encryption hybrid algorithm [44] 2160

with the actual scheme in Table 4. The proposed approach
possesses a sufficiently extensive secret key space to effec-
tively withstand exhaustive attacks.

4.2.2 Key Sensitivity

An encryption scheme should demonstrate strong key sensi-
tivity to resist differential assaults. Consequently, even small
alterations to the encryption key during the decryption proce-
dure should produce discernible distortion in the decrypted
image, thereby making the original form indistinguishable.
This attribute guarantees that even slight deviations in the
key produce substantial consequences, hence intensifying the
challenge for attackers endeavoring to decipher the key and
augment the overall security of the system. We made small
adjustments to the parameters of the original key (U1,U2, ρ,
ξ , and δ). As demonstrated in Fig. 6, for modifications 10−10

and 1 of ξ , ρ, U1, U2 and δ, respectively, the decrypted RoS
section is still full of noise. This is because the proposed
scheme’s secret key is based on a chaotic system, and due
to the chaotic system’s extremely sensitive features, even a
slight disturbance will cause the subsequent secret key to
entirely alter and fail to decrypt successfully. The encryption
position is also one of the secret keys, as even with the secret
key, it can be properly decrypted only if the proper encryption
position is found. After moving the column of the encrypted
position slightly to the right, we use the appropriate secret
key to decrypt the data. The fact that the sensitive region
is still not correctly recoverable, as depicted in the image,
suggests that the proposed technique is key-sensitive.

4.3 Imperceptibility Analysis of Embedded Images

4.3.1 Analysis of Correlations

Image encryption techniques aim to improve image security
by successfully breaking the correlation between adjacent
pixels in the original image. In anoriginal image, neighboring
pixels usually show strong diagonal, vertical, and horizon-
tal connections. Therefore, an efficient encryption algorithm
should provide an encrypted image with the least correlation

possible between adjacent pixels along each of these three
axes. For example, Fig. 7 shows a significant interpixel cor-
relation since neighboring pixels in the original image tend to
cluster along diagonal lines. Upon encryption, the neighbor-
ing pixels in the encrypted image are randomly distributed
throughout space, effectively breaking the strong correla-
tion between image pixels. This is because the proposed
method increases the complexity of the encrypted image
by performing a negation-positive transform operation on
the secret region. An attacker finds it challenging to gather
details about the original image from the encrypted image
in order to reconstruct the original image because of this
correlation-breaking effect. As a result, the proposed scheme
can strengthen image confidentiality by using encryption.

4.3.2 Analysis of Invisibility

Imperceptibility, robustness, and embedding rate are crucial
to a successful data concealment technique. Imperceptibil-
ity in real-world applications that require security, such as
medical imaging, is particularly important. The embedding
procedure produces an imperceptible embedded image, ide-
ally having the same visual quality as the cover image, to
prevent easy detection of the embedded information. Since
theRIS is embedded inside the encrypted image as embedded
information, the proposed approach requires that the embed-
ded image maintain a substantial degree of visual similarity
with the encrypted image. Specifically, to avoid informa-
tion detection, the histogram of the embedded image should
closely mirror the histogram of the encrypted image. After a
detailed examination of the three test images and the corre-
sponding histograms displayed in Fig. 8, it becomes evident
that the encrypted and embedded histograms are similar. The
end-to-end training framework effectively avoids detection
of any hidden information and offers good data concealment
due to the advancements in deep learning-based data-hiding
technologies. This suggests that the scheme has good imper-
ceptibility and successfully maintains the visual similarity
between these two images.

Simultaneously, an analysis of the imperceptibility of the
proposed technique is necessary to prevent third parties from
identifying the RIS concealed within the embedded image.
Our tests involve the detection of many indicators, including
NC, PSNR, MSE, SSIM, and information entropy (IE). NC
is utilized to identify the presence of patterns in two images.
As the NC increases, so does the resemblance between the
two images. The expression for NC is as follows:

NC =
∑

A(i, j)B(i, j)
√∑

A(i, j)2
√∑

B(i, j)2
, (16)

where A and B represent two different images. Moreover, IE
is a quantitative measure used to assess the level of uncer-
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Fig. 6 Key sensitivity analysis
of disturbances of the secret key
and position parameters: a–d
decrypted images of ξ − 10−10;
e–h decrypted images of
ρ − 10−10; i–l decrypted images
of δ − 1;m–p Decrypted images
of U1 − 10−10; q–t decrypted
images of U2 − 10−10; u–x
decrypted images of one pixel
moved by 1 column
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Fig. 7 The horizontal, vertical, and diagonal correlation between original and embedded image

tainty associated with an event, typically expressed in bits.
The definition of the term is as follows:

IE =
∑

P(A(i, j)) log2 P(A(i, j)), (17)

where P(A(i, j)) is the probability of A(i, j) occurring.
According to Table 5, the proposed scheme has a high
SSIM, indicating high similarity between the encrypted and
embedded images. Additionally, the embedded image has
good visual quality, with a PSNR greater than 33. The pro-
posed method also produces similar IE for the embedded and
encrypted images. Overall, the proposed scheme has decent
imperceptibility.

4.4 Security Analysis of Embedded Images

4.4.1 Robustness Against Plaintext Attacks

The defense against attacks is where robustness is primarily
seen. Among the most frequent types of network attacks,
ciphertext-only attacks use the features of other encryp-
tion systems or the ciphertext itself to gather information
about the original data without decrypting the ciphertext.
We use an improved jigsaw solver to simulate ciphertext-
only attacks to assess the robustness of the proposed system

[45, 46]. After being exposed to ciphertext-only assaults,
the encrypted images of various schemes provide the infor-
mation displayed in Fig. 9. The proposed scheme assembly
outcomes provide less information than the typical scheme
[34], but they also do not allow for the effective extraction
of any information from the scheme. It is difficult for the
puzzle solver to splice pixel blocks based on color, since the
proposed scheme processes the image using grayscale opera-
tions, which significantly diminishes the continuity between
pixels by decreasing the number of color channels in the
image. In parallel, we apply a pixel scrambling procedure
to the image, which further obliterates pixel relationships
and dramatically enhances the difficulty of the puzzle solver.
Generally, the proposed scheme can fend off attacks targeting
ciphertext.

4.4.2 Robustness to JPEG Compression

Themost popular lossy image compression technique in pub-
lic networks, known as JPEG, reduces some of the original
image’s information during compression assaults. Robust-
ness against JPEG compression is strongly needed in the
proposed technique, since it is difficult to extract the whole
RIS and properly identify the encrypted position to decrypt
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Fig. 8 Quality tests between different encrypted images and their corresponding embedded images
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Table 5 The visual quality after
JPEG compression of different
parts of the image with different
quality factors

Test image Information entropy SSIM NC PSNR MSE

Encrypted image Embedded image

Animal 6.9212 7.1229 0.9494 0.9987 33.18 31.26

Human 6.9274 7.1083 0.9400 0.9985 33.01 32.54

House 7.2804 7.3225 0.9396 0.9995 33.40 29.71

Fig. 9 Images assembled from encrypted images via different schemes

the image. The proposed scheme’s bit error rate (BER)
decreases more quickly than does the comparative scheme’s
[33] when α increases, as Fig. 11 illustrates the robustness
of various methods of JPEG compression. The proposed
scheme’s BER may be less than 0.05 of the comparative
scheme when the α value is greater than 0.6. This is because
the proposed system includes a 2×2 and 3×3 circular convo-
lutions, which, in contrast to the comparison scheme, further
encourages the diffusion and exchange of RIS data among
image blocks. α is in charge of striking a balance between
robustness and imperceptibility; when α is set to 0.6, the
proposed scheme’s BER is zero compared to the compared
designs. The proposed scheme meets the robustness require-
ments without requiring α to be 1, which is different from
the comparison schemes. This leads to an enhanced visual
quality of the embedded image.

We set the strength factor α to 0.6 to obtain both good
imperceptibility and robustness. The entire image and RoS
following JPEG decryption subject to various quality vari-
ables are displayed in Fig. 10. When the quality factor
decreases, a portion of the image’s information is lost. The
proposed method still offers respectable visual image quality
and can be successfully decrypted. Table 6 displays the visual
quality degradation curves of both the entire image and RoS
following JPEG compression, allowing for a comparison of
the two’s image quality. Because RoS is encrypted, its visual
quality is generally lower than that of the entire image, and
it is more susceptible to JPEG compression than the entire

image. Overall, the proposed method may guarantee robust-
ness and obtain a respectable level of image quality.

Table 7 displays the BER values of the data recovered
by various schemes following JPEG compression to demon-
strate the advantages of the proposed scheme in aiming for
JPEG compression. Only the proposed schemes can achieve
a BER value of 0 under three JPEG compressions, whereas
many schemes can achieve very small BER values or even 0
after receiving JPEG compression with quality factors of 40,
30, and 20, respectively. This suggests that even with very
low JPEG compression, the proposed scheme can still trans-
mit safely in the channel. Nevertheless, the BER value of the
proposed scheme is still much lower than that of other exam-
ined schemes, despite the fact that it cannot reach 0whenQ is
10. This indicates that the proposed scheme has exceptional
robustness in JPEG compression (Fig. 11).

5 Conclusion and FutureWork

This paper proposes an optimized image security technique
that can both secure private information about an image and
allow for image recompression and accurate identification,
ensuring security and robustness throughout the transmis-
sion process. The secret region is encrypted using a block
scrambling method based on a chaotic model to guaran-
tee privacy and security. The chaotic model is responsible
for preprocessing the irregular secret regions and produc-
ing more sensitive keys. Because of block scrambling, the
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Fig. 10 Decrypted images and RoSs after JPEG compression with different compression factors

Table 6 The visual quality after
JPEG compression of different
parts of the image with different
quality factors

Quality factor Entire image Region of secret

PSNR MSE SSIM PSNR MSE SSIM

90 33.1 31.9 0.974 31.7 44.4 0.973

80 32.3 38.0 0.958 28.6 90.6 0.942

70 31.5 46.1 0.933 26.9 131.6 0.942

60 31.4 47.3 0.907 26.4 150.2 0.920

50 29.8 67.3 0.880 23.9 266.2 0.815

40 29.3 75.9 0.855 23.2 312.3 0.797

30 29.5 72.1 0.812 24.8 215.8 0.748

Table 7 BER values from
different schemes and the
proposed scheme under JPEG
compression attacks

Algorithm QF=40 QF=30 QF=20 QF=10

Wang’s scheme [47] 0.0259 0.0314 0.0333 0.0396

Zhang’s scheme [48] 0.0215 0.0293 0.0371 0.0507

Amini’s scheme [49] 0.0600 0.0609 0.0697 0.0732

Barlaskar’s scheme [50] 0.9776 0.9749 0.9666 0.9951

Shi’s scheme [51] 0 0.0261 0.0361 0.0517

Fan’s scheme [52] 0 0.0035 0.0407 0.3370

Ernawan’s scheme [53] 0.1553 0.2432 0.5010 0.5010

Jamali’s scheme [54] 0.0200 0.1500 0.3800 0.6200

Proposed’s scheme 0 0 0 0.0137

The bold meaning is to emphasize that BER can be 0 after the specified JPEG compression of the scheme.
This means that the secret information embedded in the image can be correctly extracted

technique is successful against JPEG compression. Deep
learning-based steganography not only makes the scheme
less complex by allowing one to identify the secret region
without the need for extra tools or information but also

increases the scheme’s security by requiring the extraction of
the correct embedded data. The proposed scheme is tested in
terms of JPEG compression, ciphertext-only assault, secret
key space and sensitivity, and image quality. The experimen-
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Fig. 11 Robustness of different schemes to JPEG compression

tal findings demonstrate that the proposed method is highly
sensitive to secret key fine-tuning, has a sufficiently large
secret key space to resist brute-force attacks, and has good
imperceptibility. Effective information cannot be constructed
following ciphertext-only attacks in terms of attack resis-
tance, and the proposed approach can still retain a BER of 0
and correctly decrypt the image even in the face of JPEGcom-
pressionwith a low quality factor. Furthermore, we verify the
superiority of the proposed scheme by conducting a compar-
ative analysis with the conventional schemes. A comparative
analysis reveals that the proposed scheme outperforms the
current schemes with respect to the ciphertext-only attack,
secret key space and sensitivity, and JPEG compression.

The proposed scheme has various limitations, including
restricted embedding capacity, limited grayscale images, and
low visual quality of images, even though it offers greater
security and robustness in data transmission. Thus, to achieve
improved performance on public networks, future research
should concentrate on creating high-capacity embedding
frameworks for RGB images. Future research should con-
centrate on employing image-denoising networks to enhance
the visual quality of images andminimize the effects of JPEG
compression on images.
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