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#### Abstract

The Mountain Gazelle Optimizer (MGO) algorithm has become one of the most prominent swarm-inspired meta-heuristic algorithms because of its outstanding rapid convergence and excellent accuracy. However, the MGO still faces premature convergence, making it challenging to leave the local optima if early-best solutions neglect the relevant search domain. Therefore, in this study, a newly developed Chaotic-based Mountain Gazelle Optimizer (CMGO) is proposed with numerous chaotic maps to overcome the above-mentioned flaws. Moreover, the ten distinct chaotic maps were simultaneously incorporated into MGO to determine the optimal values and enhance the exploitation of the most promising solutions. The performance of CMGO has been evaluated using CEC2005 and CEC2019 benchmark functions, along with four engineering problems. Statistical tests like the t-test and Wilcoxon rank-sum test provide further evidence that the proposed CMGO outperforms the existing eminent algorithms. Hence, the experimental outcomes demonstrate that the CMGO produces successful and auspicious results.
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## 1 Introduction

Recently, several challenging non-linear optimization problems have been addressed by employing non-conventional meta-heuristic algorithms inspired by natural phenomena as conventional algorithms often fail to yield desired results in certain situations [1]. Meta-heuristic Algorithms (MAs) use social behavior of animals or natural systems to find the optimal solution for specific problems by generating a random population through stochastic processes and iterations [2]. The majority of MAs may be categorized into two main groups: Firstly, those influenced by biological processes inherent in nature and secondly, those entirely dependent on natural phenomena. Several meta-heuristics that have attracted many scholars are cited over the past 20 years. Some of the MAs which are influenced by biological process are: Evolutionary Programming (EP) [3], Evolutionary

[^0]Strategy (ES) [4], Genetic Algorithm (GA) [5], Genetic Programming (GP) [6], Differential Evolution (DE) [7], Particle Swarm Optimization (PSO) [8], Ant Colony Optimization (ACO) [9], Cuckoo Search (CS) [10], Artificial Bee Colony (ABC) [11], Grey Wolf Optimizer (GWO) [12], Whale Optimization Algorithm (WOA) [13], Salp Swam Algorithm (SSA) [14], Moth-Flame Optimization (MFO) [15], Ant Lion Optimizer (ALO) [16], Aquila Optimizer (AO) [17], White Shark Optimizer (WSO) [18], American zebra optimization algorithm (AZOA) [19], and Modified Whale Optimisation Algorithm (MWOA) [20]. Numerous MAs which are dependent on natural phenomenon are: Simulated Annealing (SA) [21], Big Bang-Big Crunch (BBBC) [22], Gravitational Search Algorithm (GSA) [23], Black Hole Algorithm (BHA) [24], Sine Cosine Algorithm (SCA) [25], Multi-verse Optimizer (MVO) [26], Equilibrium Optimizer (EO) [27], Tabu Search (TS) [28], Harmony Search (HS) [29], Teaching Learning-Based Optimization (TLBO) [30], Successful History-based Adaptive DE variants with linear population size reduction (LSHADE) [31], Covariance Matrix Adaptation of Evolution Strategy (CMAES) [32], Biogeography-Based Optimization (BBO) [33], Farmland Fertility Algorithm (FFA) [34], Cosine Swarm Algorithm
(CSA) [35], and Young double-slit experiment optimizer (YDSE) [36].

Despite the fact that most of the aforementioned MAs have been extensively deployed to address optimization problems, poor convergence or getting stuck in local optima are still prevalent problems. Thus, the growth of thoughtprovoking optimization problems has led to the expansion of new optimization algorithms that consistently generate better outcomes and amend existing techniques. The "No Free Lunch" (NFL) [37] theory is applicable in these circumstances. This theorem has demonstrated that no optimization technique can effectively address every optimization challenge. According to this NFL theorem, several scholars have projected many natural-inspired meta-heuristic algorithms. Therefore, in this study, the Mountain Gazelle Optimizer (MGO) [38], which was projected by Benyamin Abdollahzadeh et al. in 2022, was a thought-provoking MA that was an alternative for global optimization. MGO draws its inspiration from the hierarchy and social organization of wild mountain gazelles and is mathematically simulated based on this inspiration. The algorithm is modeled using the fundamental factors, including motherhood herds, bachelor male herds, territorial males, solitary, and foraging movements. The exploitation (intensification) and exploration (diversification) stages of the MGO are performed concurrently using four processes. Despite MGO's superior performance, simulations show that early iterations may become stuck in less desirable search space domains when interacting with highdimensional problems, indicating that solutions may not reach diversity, but interesting domains are discovered after a few cycles [39]. Examining the advantages and disadvantages of MGO algorithm and improving their effectiveness by implementing new or modified mechanisms have become fascinating research challenges [40, 41]. Chaos theory is one of the fascinating concepts that is widely used in non-linear dynamic systems due to its ergodicity, unpredictability, and regularity properties. It has been effectively applied in technical optimization procedures, as its initial population diversity helps avoid local optima and early convergence trappings, making it an effective tool in various applications [42]. They have not offered a strong theoretical foundation for improving the effectiveness of meta-heuristic algorithms with chaotic maps. Therefore, numerous chaos maps have been applied to enhance variants of meta-heuristic algorithms by analyzing the literature [43]. Inspired by the benefits of chaotic maps and the shortcomings of MGO, as explained above, this paper proposes a unique chaos-based algorithm termed the Chaotic Mountain Gazelle Optimizer (CMGO). The chaotic maps are incorporated into MGO to enhance its diversification and intensification while preventing premature convergence and local optimum traps. It is thus anticipated that a detailed experimental study will be carried out later in the article to demonstrate the robustness
of the newly designed CMGO approach. The main contribution of the paper is provided as below:

- In this work, the MGO algorithm is combined with ten distinct chaotic maps to introduce the CMGO technique for the first time.
- Chaos theory has enhanced the exploitation ability of the classical MGO and helped it avoid falling into local optimal solutions.
- The effectiveness of 23 standard benchmarks of CEC2005 and 10 complex functions of CEC2019 has been assessed through the CMGO approach.
- To validate that the suggested CMGO is statistically superior, the t -test and Wilcoxon statistical tests have been performed.
- For evaluating the proposed CMGO algorithm's prob-lem-solving capability, four real engineering design challenges are addressed.

The remaining section of the research is summarized as follows: Sect. 2 describes related works on the modified MAs and hybridization of chaotic maps. Section 3 yields details of the Mountain Gazelle Optimizer and chaotic maps. Section 4 embodies the description of the projected CMGO algorithm. The numerical experiments and result analysis are established in Sect. 5. Section 6 describes the implementation of the CMGO algorithm to solve practical engineering challenges, and Sect. 7 presents the final conclusion and suggests some few ideas for further research.

## 2 Related Work

An efficient meta-heuristic strikes a good balance between exploration and exploitation to preserve population diversity and increase the algorithm's reliability and rate of convergence. Hence, several attempts have been tried in past to increase the efficiency of the existing meta-heuristics. The African Vultures Optimization Algorithm (AVOA) has been enhanced with the Quantum Rotation Gate mechanism by enhancing population diversity and optimizing local trap escapes [44]. The proposed ResNet50 Convolutional Neural Network (CNN) model utilizes a hybridization of Particle Swarm Optimization (PSO) to introduce different subtypes [45]. To overcome the shortcomings of WOA, an alternative based on multi-population evolution (MEWOA) has been proposed recently [46]. Similarly, the chaotic functions are mostly used to balance the exploration and exploitation phases in meta-heuristic optimization algorithms. It can increase convergence speed and diversity in meta-heuristic algorithms with chaotic maps. The chaos theory is one of the characteristics of nonlinear systems [47] which defines as the randomness generated by the systems. Many researchers
have added chaos theory to different meta-heuristic optimization algorithms to increase the algorithm's ability to obtain the optimum solution. In this section, some of the hybridization, modification and chaos-based algorithms are discussed. Gupta et al. [48] proposed novel algorithm OCSGWO that enhances the performance of original GWO by introducing the opposition-based learning to approximate the closer search candidate solution to the global optima and chaotic local search for the exploitation of the search regions efficiently. In OCS-GWO, a chaotic local search is used for balancing the exploration and exploitation operators that are the underlying features of any stochastic search algorithm. Kumar et al. [49] proposed chaotic teaching learningbased algorithm premature convergence and lack of tradeoff between local search and global search. Li et al. [50] suggested chaotic arithmetic optimization algorithm (AOA) to improve the exploration and exploitation capabilities of AOA. Firstly, ten chaotic maps are separately embedded into two parameter Arithmetic Optimization Accelerator (MOA) and Arithmetic Optimization Probability, then a combination test was carried out by embedding ten chaotic maps into MOA and MOP at the same time. Kaur et al. [51] introduces chaos theory into WOA to enhance the global convergence speed. The fast random opposition-based learning Golden Jackal Optimization algorithm (FROBL-GJO) was introduced by Mohapatra et al. in 2023 [52], a new technique that enhances the precision and convergence speed of the GJO algorithm. Botnet detection in the Internet of Things is addressed by an innovative binary multi-objective dynamic Harris Hawks Optimization (HHO) improved with mutation operator (MODHHO) proposed by Gharehchopogh et al. [53]. A multi-strategy improved Harris Hawks optimization method has been presented by Gharehchopogh for social network community discovery [54]. Chandran, Vanisree et al. introduces an Enhanced Opposition-Based Learning and is incorporated into Grey Wolf Optimizer to form EOBGWO, a novel technique, to boost the efficiency of the traditional GWO method [55]. An improved version of the Golden Jackal Optimization (GJO) algorithm, incorporates the opposition-based learning (OBL) approach with a probability rate, enabling the algorithm to escape from local optima [56]. The proposed chaotic IAS (Interactive Autodidactic School) model utilizes ten chaotic maps and the intra-cluster summation fitness function to enhance the results of the chaotic IAS algorithm and is introduced by Gharehchopogh et al. [57]. An improved chaotic PSO algorithm, based on adaptive inertia weight (AIWCPSO), enhances population diversity and particle periodicity by appropriately generating the initial population [58]. The Chaotic Marine Predators Algorithm (CMPA) is a novel metaheuristic introduced by Sumit et al. that optimizes engineering problems by combining the exploration capabilities of the Marine Predators Algorithm with the exploitation
capabilities of chaotic maps [59]. New 10 chaotic maps are incorporated in SHO to increase the performance of SHO by producing chaotic values instead of random ones, aiming to improve convergence speed and avoid local optimums [60].

## 3 Overview of MGO and Chaotic Maps

### 3.1 Mountain Gazelle Optimizer (MGO)

Mountain Gazelle Optimizer is a novel nature-inspired algorithm proposed in 2022 [38], which is inspired by social structure and hierarchy of wild mountain gazelles. A mathematical representation of the MGO algorithm has been developed using the fundamental ideas underlying the social and group behavior of mountain gazelles. The four primary aspects of the mountain gazelle's life- territorial solitary males, maternity herds, bachelor male herds, and migration in search of food-are employed by the MGO algorithm to execute optimization procedures. Figure 1 illustrates the herd of mountain gazelles, known for their continuous longdistance journey in search of food. Indigenous to the Arabian Peninsula and its surroundings, these gazelles boast a widespread distribution across the region, despite its low population density. Its habitat shares a close connection with the habitat of the Robinia tree species.

### 3.1.1 Territory Solitary Males

When mountain gazelle males are powerful enough and have reached adulthood, they establish solitary territories and are fiercely protective of themselves, with considerable distances separating the territories. Adult male gazelles engage in conflict over the ownership or territory of the female. The young males attempt to claim either the female or the territory, while mature males work to preserve their habitat. Below is an illustration of the territory of an adult male:

$$
\begin{align*}
& \text { TSM }=\text { male }_{\text {gazelle }}-\left|r i_{1} * B H-r i_{2} * X(t) * F\right| * \operatorname{Cof}_{r}  \tag{1}\\
& B H=X_{r a} *\left\lfloor r_{1}\right\rfloor+M_{p r} *\left\lceil r_{2}\right\rceil, r a=\left\{\left\lceil\frac{N}{3}\right\rceil \ldots N\right\} \tag{2}
\end{align*}
$$

$F=N_{1}(D) * \exp \left(2-i t *\left(\frac{2}{\text { Maxit }}\right)\right)$
$\operatorname{Cof}_{i}=\left\{\begin{array}{c}(a+1)+r_{3}, \\ a * N_{2}(D), \\ r_{4}(D), \\ N_{3}(D) * N_{4}(D)^{2} * \cos \left(2 r_{4} N_{3}(D)\right.\end{array}\right.$

Fig. 1 Mountain Gazelle herd

$a=-1+i t * \frac{-1}{\text { Maxit }}$.
Here, the best male adult's position vector is denoted as male $_{\text {gazelle }}$. The coefficient vector of the young male herd is identified as $B H$. $r i_{1}$ and $r i_{2}$ are random numbers with values of 1 or 2. $X_{r a}$ signifies as young male in the range of $r a$, while $M_{p r}$ implies the average number of populations $\left\lceil\frac{N}{3}\right\rceil$ that were arbitrarily nominated. $\operatorname{Cof}_{i}$ symbolizes an arbitrarily generated coefficient vector that is updated after every iteration to increase the effectiveness of the search region. The total number of gazelles is $N$, while $r_{1}, r_{2}, r_{3}$ and $r_{4}$ designate as arbitrary values in between 0 to 1 . The cosine function denoted as cos, whereas, exp embodies the exponential function. $N_{1}$ symbolizes the arbitrary number drawn from the standard distribution. $N_{2}, N_{3}$ and $N_{4}$ characterizes the arbitrary numbers in the normal range and the dimensions of the problem. Finally, Maxit and it expresses the maximum iterations and the current iteration, respectively.

### 3.1.2 Maternity Herds

Mountain gazelles are a species that depend on maternity herds to produce strong male offspring, which is a crucial part of their life cycle. Male gazelles may additionally be associated with the birth of gazelles and the attempts of young males to seize females. This behavior is articulated as:
$M H=\left(B H+\operatorname{Cof}_{1, r}\right)+\left(r i_{3} *\right.$ male $\left._{\text {gazelle }}-r i_{4} * X_{\text {rand }}\right) * \operatorname{Cof}_{1, r}$

Here, the arbitrary integers 1 or 2 are represented by $r i_{3}$ and $r i_{4}$. A gazelle is arbitrarily chosen from the total gazelles, and $X_{\text {rand }}$ displays its vector position.

### 3.1.3 Bachelor Male Herd

Male gazelles have a tendency to generate territories and seize control of female gazelles as they mature. An abundance of violence may be involved when the young male gazelles engage in this conflict with the adult males for dominance of the female gazelles' territory. The mathematical model of this behavior is expressed below:
$B M H=(X(t)-D)+\left(r i_{5} *\right.$ male $\left._{\text {gazelle }}-r i_{6} * B H\right) * \operatorname{Cof}_{r}$
$D=\left(|X(t)|+\mid\right.$ male $\left._{\text {gazelle }} \mid\right) *\left(2 * r_{6}-1\right)$.
Here, the random number between 1 and 2 is selected as $r i_{5}$ and $r i_{6}$. The random number ranges from 0 to 1 is denoted as $r_{6}$. The vector position of gazelle in the current generation is indicated by the symbol $X(t)$.

### 3.1.4 Migration in Search of Food

Mountain gazelles are perpetually on the lookout for sources of food and will travel large distances to seek food and migrate. Mountain gazelles, on the other hand, have a rapid running gait and strong leaping abilities. This behavior of gazelles has been numerically described using the below equation:
$M S F=(u b-l b) * r_{7}+l b$.
Here, $r_{7}$ indicates the arbitrary number between 0 to 1 . $l b$ and $u b$ illustrate the lower and upper bounds, respectively. An overview of the optimization method based on the four MGO's components is displayed in Fig. 2. The MGO

Fig. 2 An overview of the optimization procedure based on the four components of MGO

algorithm operates on exploiting and exploring phases simultaneously by employing four mechanisms in parallel, according to its inherent nature.

### 3.2 Chaotic Maps

Chaos is a phenomenon that can exhibit non-linear behavior changes in response to minor changes in its beginning phase. It may be defined mathematically as the arbitrary nature of a fundamental dynamic deterministic framework, and can be regarded as a cause of randomness. It possesses the characteristics of non-repetition and ergodicity; as a result, it will execute searching at a faster rate than random
searches, which rely largely on probability. Chaos exhibits regularity as it is produced by specified functions called the chaotic functions or chaotic maps. These chaotic maps are extensively utilized in numerical analytic techniques, image encryption, and cryptology, as well as modeling complex problems in the domains of medicine, ecology, economics, and engineering [61]. In this study, chaotic sets are produced using 10 discrete non-invertible one-dimensional mappings. Table 1 emphasizes the mathematical model of the wellknown chaotic maps. Figure 3 illustrates how the deterministic chaotic map equations contain stochastic variations. According to observations, $\operatorname{Cof}_{i}$ is crucial for maintaining an appropriate balancing in MGO between the intensification


Fig. 3 Stochastic variations of ten different chaotic maps

Table 1 Chaotic maps and their mathematical expression

| Sl.no | Name of the maps | Mathematical expression | Limit |
| :---: | :---: | :---: | :---: |
| 1 | Chebyshev map | $x_{k+1}=\cos \left(k \cos ^{-1}\left(x_{k}\right)\right)$ | $\begin{gathered} (-1, \\ 1) \end{gathered}$ |
| 2 | Circle map | $x_{k+1}=\bmod \left(x_{k}+b-\frac{a}{2 \pi} \sin \left(2 \pi x_{k}\right), 1\right), a=0.5, b=0.2$ | $(0,1)$ |
| 3 | Gauss/mouse map | $x_{k+1}=\left\{\begin{array}{cc} 1 & x_{k}=0 \\ \frac{1}{\bmod \left(x_{k}, 1\right)} & \text { otherwise } \end{array}\right.$ | $(0,1)$ |
| 4 | Iterative map | $x_{k+1}=\sin \left(\frac{a \pi}{x_{k}}\right), a=0.7$ | $\stackrel{( }{1,1}^{( }$ |
| 5 | Logistic map | $x_{k+1}=a x_{k}\left(1-x_{k}\right), a=4$ | $(0,1)$ |
| 6 | Piecewise map | $x_{k+1}=\left\{\begin{array}{cc}\frac{x_{k}}{a} & 0 \leq x_{k} \leq a \\ \frac{x_{k}-a}{0.5-a} & a \leq x_{k} \leq 0.5 \\ \frac{1-a-x_{k}}{0.5-a} & 0.5 \leq x_{k} \leq 1-a \\ \frac{1-x_{k}}{a} & 1-a \leq x_{k} \leq 1, a=0.4\end{array}\right.$ | $(0,1)$ |
| 7 | Sine map | $x_{k+1}=\frac{a}{4} \sin \left(\pi x_{k}\right), a=4$ | $(0,1)$ |
| 8 | Singer map | $\begin{aligned} & x_{k+1}=\mu\left(7.86 x_{k}-23.31 x_{k}^{2}+28.75 x_{k}{ }^{3}-13.302875 x_{k}{ }^{4}\right), \\ & \mu=1.07 \end{aligned}$ | $(0,1)$ |
| 9 | Sinusoidal map | $x_{k+1}=a x_{k}^{2} \sin \left(\pi x_{k}\right), a=2.3$ | $(0,1)$ |
| 10 | Tent map | $x_{k+1}=\left\{\begin{array}{cl} \frac{x_{k}}{0.7} & x_{k} \leq 0.7 \\ \frac{10}{3}\left(1-x_{k}\right) & x_{k} \geq 0.7 \end{array}\right.$ | $(0,1)$ |

and diversification phases. MGO's exploitation and convergence speed will be significantly improved by incorporating chaotic maps.

## 4 Proposed Chaotic MGO (CMGO)

Chaotic maps have a significant impact on the quality of the solutions generated by optimization algorithms. Despite having a better convergence rate, MGO is still unable to outperform other methods in locating global optima that have an impact on the algorithm's convergence rate. Therefore, the CMGO algorithm was established by incorporating chaos into the MGO algorithm to improve efficiency in searching for the global optimum by preventing getting entangled in local optima. In the MGO algorithm, four strategies are applied to simultaneously complete the exploration (diversification) and exploitation (intensification) stages. According to observations in MGO, the coefficient vector $\left(\operatorname{Cof}_{i}\right)$ is crucial for maintaining an appropriate balance in MGO between the intensification and diversification phases. MGO's exploitation and convergence speeds will be significantly improved by incorporating chaotic maps. The mathematical expression of the three strategies is given by Eqs. (1), (6), and (7). To enhance the exploration and exploitation phases of the MGO algorithm, the proposed CMGO approach generates the values of these coefficient variables using 10 distinct chaotic maps which is displayed in Fig. 4. Chaos variables are generated through the


Fig. 4 Implementation of 10 different chaotic maps in MGO
utilization of chaotic maps instead of coefficient factors. The variables acquired from chaotic maps are generated in a certain order, while they are unordered with coefficient factor. This explains why chaotic maps ought to be incorporated into optimization techniques to improve their efficacy [49]. Mathematically, Eqs. (1), (6) and (7) in the MGO has been transformed to Eqs. (10), (11) and (12), resulting in the CMGO proposal.

$$
\begin{align*}
T S M= & \text { male }_{\text {gazelle }}  \tag{12}\\
& -\left|r i_{1} * B H-r i_{2} * X(t) * F\right| * \operatorname{Chaos}(t)  \tag{10}\\
M H= & (B H+\operatorname{Chaos}(t)) \\
& +\left(r i_{3} * \text { male }_{\text {gazelle }}-r i_{4} * X_{\text {rand }}\right) * \operatorname{Chaos}(t) \tag{11}
\end{align*}
$$

$$
\begin{aligned}
B M H= & (X(t)-D) \\
& +\left(r i_{5} * \text { male }_{\text {gazelle }}-r i_{6} * B H\right) * \operatorname{Chaos}(t)
\end{aligned}
$$

Here, $\operatorname{Chas}(t)$ is utilized instead of the coefficient vector as the chaotic variable. Ten different chaotic maps are simultaneously used in the formation of CMGO. Algorithm-1 demonstrates the CMGOs pseudo-code. Figure 5 displays the flowchart of the proposed CMGO algorithm.

Algorithm 1 The proposed CMGO algorithm

```
    Inputs: The gazelle population \(N\) and maximum iterations Maxit
    Output: Fitness value and positions of each gazelle
    \% Initialization
    Initialize the random population using \(X_{i}(i=1,2, \ldots, N)\)
    Evaluate Gazelle's fitness value
    while (stopping criteria is not met) do
        for each gazelle \(X_{i}\) do
            \% *Alone male realm*
            Evaluate TSM using eqn.(10)
            \% *Mother and child herd*
            Evaluate MH eqn.(11)
            \% *Young male herd*
            Evaluate BMH using eqn.(12)
            \(\%\) *Migration in search of food*
            Evaluate MSF using eqn.(9)
            Evaluate the fitness values of TSM, MH, BMH, and MSF using chaotic
    maps, then add them to the habitat
        end for
        Sort the entire population in ascending order
        Update Bestgazelle
        Save the \(N\) best gazelles in the maximum number of population
    end while
    Return \(X_{\text {Bestgazelle }}\)
```


## 5 Numerical Experiments and Result Analysis

This section stipulates the outcomes of simulations and a comprehensive analysis of the newly introduced CMGO algorithm to address global optimization problems with less time and greater accuracy. The proposed CMGO was assessed over 33 distinct benchmark functions ( 23 from CEC2005 [62] and 10 from CEC2019 [63]) and applied to four real-world engineering design issues to measure its performance. In this method, several chaotic maps were implemented in MGO individually to generate CMGO1 to CMGO10, which characterize Chebyshev maps, circle maps, Gauss/mouse maps, Iterative maps, logistic maps, piecewise maps, sine maps, singer maps, sinusoidal maps,
and tent maps, and was compared to MGO. Furthermore, the validation process of the CMGO algorithm involved conducting both $t$-test [64] and Wilcoxon-rank tests [65]. These statistical assessments were performed to validate the robustness and effectiveness of the proposed CMGO algorithm. The results obtained from CMGO across the 33 comparison functions were contrasted with those derived from the original MGO, alongside widely recognized meta-heuristic optimization algorithms like PSO [8], GWO [12], DE [7], LSHADE [31], CMAES [32], FFA [34], and WSO [18] found in the existing literature. For each function, 30 individual runs are conducted, employing 30 search agents and performing 500 iterations. The CMGO algorithm was rigorously tested and executed on an 11th Gen Intel Core CPU running Windows 11 with a

Fig. 5 The flowchart of the proposed CMGO algorithm

processing power of 2.42 GHz and 16 GB of RAM using MATLAB R2021b.

### 5.1 Test Functions and Parameter Settings

A test function is often described as an artificial problem that may be employed to estimate how well an algorithm works under various challenging conditions. For the purpose of assessing CMGO performance, a set of 23 benchmark functions from CEC2005 [62] are separated into three groups: The first (F1-F7) unimodal groups which have one global optimum are utilized to determine the exploitation (intensification) of the algorithm. The second (F8-F13) multi-modal groups that have multiple local extrema are employed to evaluate an algorithm's capacity to prevent local sluggishness in sub-optimal regions. Finally, the third (F14-F23) fixed-dimension multi-modal groups have several optimal points and fewer local minima to assess the algorithm's exploration (diversification) ability. The derivation of the benchmark functions and their global optimum values are presented in Tables 2, 3 and 4.

The complexity of 10 functions in CEC2019 [63] is significantly higher than standard functions. The algorithm evaluation method also emphasizes the need for generating accurate outcomes. The mean and standard deviation (std) measurements were frequently considered to be the
best options for these benchmark functions. The purpose of standard deviation analysis is to verify that the performance of the algorithms has remained constant across the thirty different runs. Setting algorithm parameters to their default values is a prudent and appropriate method, as illustrated in Table 5.

### 5.2 Performance of Different Chaotic Maps with MGO.

This subsection describes the approach of employing 10 different alternative chaotic maps separately to enhance and refine the performance of the MGO algorithm. The results of different chaotic maps and MGO algorithm obtained from

Table 2 The details of unimodal functions

| Functions | Dim | Range | $H_{\text {min }}$ |
| :--- | :--- | :--- | :--- |
| $H 1(Z)=\sum_{i=1}^{n} Z_{i}^{2}$ | 30 | $[-100,100]$ | 0 |
| $H 2(Z)=\sum_{i=1}^{n}\|Z\|+\prod_{i}^{n}\left\|Z_{i}\right\|$ | 30 | $[-10,10]$ | 0 |
| $H 3(Z)=\sum_{i=1}^{n}\left(\sum_{j=1}^{i} Z_{j}\right)^{2}$ | 30 | $[-100,100]$ | 0 |
| $H 4(Z)=\max _{i}\left\{\left\|Z_{i}\right\|, 1 \leq i \leq n\right\}$ | 30 | $[-100,100]$ | 0 |
| $H 5(Z)=\sum_{i=1}^{n-1}\left[100\left(Z_{i+1}-Z_{i}^{2}\right)^{2}+\left(Z_{i}-1\right)^{2}\right] 30$ | $[-30,30]$ | 0 |  |
| $H 6(Z)=\sum_{i=1}^{n}\left(\left[Z_{i}+0.5\right]\right)^{2}$ | 30 | $[-100,100]$ | 0 |
| $H 7(Z)=\sum_{i=1}^{n} i Z_{i}^{4}+$ random $[0,1)$ | 30 | $[-1.28,1.28]$ | 0 |

Table 3 The details of multi-modal functions

| Functions | Dim | Range | $H_{\text {min }}$ |
| :---: | :---: | :---: | :---: |
| $H 8(z)=\sum_{i=1}^{n}-z_{i} \sin \left(\sqrt{\mid z_{i}} \mid\right)$ | 30 | [-500, 500] | $-418.982 * 5$ |
| $H 9(Z)=\sum_{i=1}^{n}\left[Z_{i}^{2}-10 \cos \left(2 \pi Z_{i}\right)+10\right]$ | 30 | [-5.12, 5.12] | 0 |
| $H 10(Z)=-20 \exp \left(-0.2 \sqrt{\frac{1}{n}} \sum_{i=1}^{n} Z_{i}^{2}\right)-\exp \left(\frac{1}{n} \sum_{i=1}^{n} \cos \left(2 \pi Z_{i}\right)\right)+20+e$ | 30 | [-32, 32] | 0 |
| $H 11(Z)=\frac{1}{4000} \sum_{i=1}^{n} Z_{i}^{2}-\prod_{i=1}^{n} \cos \left(\frac{z_{i}}{\sqrt{i}}\right)+1$ | 30 | [-600, 600] | 0 |
| $\left.H 12(Z)=\frac{\pi}{n}\left\{10 \sin \pi y_{1}\right)+\sum_{i=1}^{n-1}\left(y_{i}-1\right)^{2}\left[1+10 \sin ^{2}\left(\pi y_{i+1}\right)\right]+\left(y_{n}-1\right)^{2}\right\}+\sum_{i=1}^{n} u\left(z_{i}, 10,100,4\right)$ | 30 | $[-50,50]$ | 0 |
| $y_{i}=1+\frac{z_{i}+1}{4}$ |  |  |  |
| $u\left(Z_{i}, a, k, m\right)=\left\{\begin{array}{cc} k\left(Z_{i}-a\right)^{m} & Z_{i}>a \\ 0 & -a<z_{i}<a \\ k\left(-Z_{i}-a\right)^{m} & Z_{i}<-a \end{array}\right.$ |  |  |  |
| $H 13(Z)=0.1\left\{\left(3 \pi Z_{1}\right)+\sum_{i=1}^{n}\left(Z_{i}-1\right)^{2}\left[1+\sin ^{2}\left(3 \pi Z_{i}+1\right)\right]+\left(Z_{n}-1\right)^{2}\left[1+\sin ^{2}\left(2 \pi Z_{n}\right]\right\}+\sum_{i=1}^{n} u\left(Z_{i}, 5,100,4\right)\right.$ | 30 | $[-50,50]$ | 0 |

Table 4 The details of fixed-dimension multi-modal functions

| Functions | Dim | Range | $H_{\text {min }}$ |
| :--- | :--- | :--- | :--- |
| $H 14(Z)=\left(\frac{1}{500}+\sum_{j=1}^{25} \frac{1}{j+\sum_{i=1}^{2}\left(Z_{i}-a_{i j}\right)^{6}}\right)^{-1}$ | 2 | $[-65,65]$ | 1 |
| $H 15(Z)=\sum_{i=1}^{11}\left[a_{i}-\frac{Z_{1}\left(b_{i}^{2}+b_{i} Z_{2}\right)}{b_{i}^{2}+b_{i} Z_{3}+Z_{4}}\right]^{2}$ | 4 | $[-5,5]$ | 0.0003 |
| $H 16(Z)=Z 4_{1}^{2}-2.1 Z_{1}^{4}+\frac{1}{3} Z_{1}^{6}+Z_{1} Z_{2}-4 Z_{2}^{2}+4 Z_{2}^{4}$ |  |  |  |
| $H 17(Z)=\left(Z_{2}-\frac{5.1}{4 \pi^{2}} Z_{1}^{2}+\frac{5}{\pi} Z_{1}-6\right)^{2}+10\left(1-\frac{1}{8 \pi}\right) \cos Z_{1}+10$ | 2 | $[-5,5]$ | -1.0316 |
| $H 18(Z)=\left[1+\left(Z_{1}+Z_{2}+1\right)^{2}\left(19-14 Z_{1}+3 Z_{1}^{2}-14 Z_{2}+6 Z_{1} Z_{2}+3 Z_{2}^{2}\right)\right]$ | 2 | $[-2,2]$ | 0.398 |
| $\left[30+\left(2 Z_{1}-3 Z_{2}\right)^{2}\left(18-32 Z_{1}+12 Z_{1}^{2}+48 Z_{2}-36 Z_{1} Z_{2}+27 Z_{2}^{2}\right)\right]$ |  | 3 | 3 |
| $H 19(Z)=-\sum_{i=1}^{4} c_{i} \exp \left(-\sum_{j=1}^{3} a_{i j}\left(Z_{j}-p_{i j}\right)^{2}\right)$ | 6 | $[0,1]$ | -3.32 |
| $H 20(Z)=-\sum_{i=1}^{4} c_{i} \exp \left(-\sum_{j=1}^{6} a_{i j}\left(Z_{j}-p_{i j}\right)^{2}\right)$ | 4 | $[0,10]$ | -10.1532 |
| $H 21(Z)=-\sum_{i=1}^{5}\left[\left(Z-a_{i}\right)\left(Z-a_{i}\right)^{T}+c_{i}\right]^{-} 1$ | 4 | $[0,10]$ | -10.4028 |
| $H 22(Z)=-\sum_{i=1}^{7}\left[\left(Z-a_{i}\right)\left(Z-a_{i}\right)^{T}+c_{i}\right]^{-} 1$ | 4 | $[0,10]$ | -10.5363 |
| $H 23(Z)=-\sum_{i=1}^{10}\left[\left(Z-a_{i}\right)\left(Z-a_{i}\right)^{T}+c_{i}\right]^{-} 1$ | 4 | -3.86 |  |

23 functions of CEC2005 and 10 functions of CEC2019 with averages (Mean) and standard deviations (Std) for each test function are separately presented in Tables 6, 7, respectively. The best mean values have been highlighted in boldfaced in Table 6, 7. As observed in Table 6, the optimization efficiency of the method CMGO for the unimodal functions F1-F7 is considerably increased, indicating that CMGO has excellent exploitation capability and can discover the best global solution (F1-F5 and F7). It has been observed that the best outcomes achieved with CMGO2-CMGO10 for F1, CMGO3-CMGO10 for F2, CMGO1 for F3, CMGO8CMGO9 for F4, CMGO6 and CMGO9 for F5, and CMGO10 for F7. In the group of multi-modal functions, F8, F9 and F11 shows the similar performance for MGO and all other chaotic MGO. CMGO2-CMGO10 for F10 and CMGO6 for F13 outperforms better than MGO. This demonstrates that
the newly proposed CMGO has excellent exploration and flexibility when dealing with multimodal functions. In the group of fixed-dimension multi-modal functions, F14 and F16 achieve the same performance in MGO and all other chaotic MGOs. Except for F15 and F18, CMGO1 outperforms better results than MGO. The three enhancement techniques increase the algorithm's optimization performance and convergence speediness. Moreover, the optimization accuracy of the CMGO method for the CEC2019 functions has been enhanced to different degrees when compared to the original MGO algorithm. On the basis of the results observed in Table 7, CMGO1 for cec02, cec03 and cec06 along with CMGO2 for cec 10 achieved the best outcomes when compared to MGO. Therefore, from the aforementioned experiment research, the projected chaotic MGO (CMGO) outperform better in maximum functions and is

Table 5 Parameter settings of comparison algorithms

| Sl.no | Algorithm | Parameter | Value |
| :---: | :---: | :---: | :---: |
| 1 | PSO | Inertia factor | 0.3 |
|  |  | $c_{1}$ | 2 |
|  |  | $c_{2}$ | 2 |
| 2 | GWO | $a$ (converging constant) | [20] |
|  |  | $J_{r}$ (jumping probability) | 0.1 |
| 3 | DE | $P_{c r}$ (crossover probability) | 0.2 |
|  |  | $\beta_{\text {min }}$ | 0.2 |
|  |  | $\beta_{\text {max }}$ | 0.8 |
| 4 | LSHADE | Memory size | 5 |
|  |  | $\operatorname{arc}_{\text {rate }}$ | 1.4 |
|  |  | phest $_{\text {rate }}$ | 0.11 |
| 5 | CMAES | Free parameter | 0 |
|  |  | $a r c_{\text {rate }}$ | 1.4 |
| 6 | FFA | K value | 2 |
|  |  | $\alpha$ | 0.6 |
|  |  | $\beta$ | 0.4 |
|  |  | W | 1 |
|  |  | $Q$ | 0.7 |
| 7 | WSO | $f_{\text {min }}$ | 0.07 |
|  |  | $f_{\text {max }}$ | 0.75 |
|  |  | $a_{0}$ | 6.25 |
|  |  | $a_{1}$ | 100 |
|  |  | $a_{2}$ | 0.0005 |
| 8 | MGO | Free parameter | - |
| 9 | CMGO | Initial point | 0.7 |

appropriate for evaluating exploration (diversification) and exploitation (intensification) capability.

### 5.3 Performance of CMGO with Other State-of-the-Art Algorithms

This study compares the performance and overall efficiency of the proposed CMGO technique against several top-performing algorithms, including PSO, GWO, DE, LSHADE, CMAES, FFA, WSO, and MGO. The outcomes presented in Table 8 demonstrate that the newly designed CMGO algorithm outperformed the comparative algorithms for the majority of the first group of unimodal functions (F1-F5 and F7). Therefore, the CMGO approach is best suited to assess its exploitation potential. The suggested CMGO technique may produce fascinating results on the second group of multi-modal functions for F9, F11, and F13, whereas WSO and MGO offer superior results for F8 and F12, respectively. It reveals that for addressing multimodal functions, the projected CMGO has outstanding exploration and adaptability. On the group of fixed-dimension multi-modal functions, the designed CMGO algorithm achieved superior results for F14, F21, F22, and F23, while achieving comparable
results for F16 and F17. The experimental investigation serves as an illustration of how the CMGO algorithm appropriately blends exploitation and exploration. However, Table 9 divulges that the proposed CMGO algorithm outperforms better in fewer functions like cec 02 , cec03, and cec 10, whereas LSHADE performs better than the CMGO algorithm. In general, the suggested CMGO delivers complimentary benefits to improve the global search capacity, enabling it to identify an accurate solution.

### 5.4 Sensitivity Analysis

The sensitivity analysis of the CMGO algorithm is examined to assess the quality of the proposed CMGO. Here, the impact of varying the parameters of the CMGO on how it operates is investigated. Generally speaking, an initial point is the only major parameter in CMGO; hence, several scenarios are constructed based on the values of these factors. These factors are assessed at one of the following values: $0.1,0.3$, or 0.7 . The test functions that have been selected for the experiment are F1, F4, and F7. The graphical and statistical results for each of the conditions are presented in Fig. 6 and Table 10, respectively. The outcomes demonstrate that the CMGO approach yields excellent results when the initial point (IP) is set at 0.7 .

### 5.5 Statistical Analysis

The purpose of the statistical tests is to identify significant differences between the suggested CMGO approach and other well-established methods. In this work, the benchmark functions applied to all other algorithms are statistically analyzed employing the commonly-used $t$-test [64] and the nonparametric Wilcoxon rank-sum test [65]. The t-values for each function in the t-test may be determined by considering both approaches simultaneously. The statistical $t$-values are presented in Tables 8, 9. The last row in Tables 8, 9, gives the win, tie, and loss total for CMGO, which contributes in producing more efficient outcomes than other various meta-heuristics. Additionally, the outcomes of the two-tailed Wilcoxon rank-sum test are presented in Tables 11, 12. Wilcoxon rank-sum test is a non-parametric statistical test that analyses the importance of two sets of parameters depending on the differences between them. It is performed at a $5 \%$ significance level. Throughout the experiment, when $p$-value $<0.05$, W-value is determined as ' + ', which demonstrates that there is a statistically significant difference between the two groups' data, otherwise W-value is determined as '-' which shows that there is no significant difference. NA stands for "not applicable" that symbolizes ' $=$ ' which demonstrate that the proposed CMGO algorithm have equivalent difference with other meta-heuristics. From the Table 11, it is
Table 6 Results on unimodal, multi-modal and fixed-dimension multi-modal functions with different chaotic maps

| Functions |  | MGO | CMGO1 | CMGO2 | CMGO3 | CMGO4 | CMGO5 | CMGO6 | CMGO7 | CMGO8 | CMGO9 | CMGO10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F1 | Mean | $4.478 \mathrm{E}-70$ | $1.966 \mathrm{E}-150$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | 0.000E +00 | $\mathbf{0 . 0 0 0 E}+00$ | $\mathbf{0 . 0 0 0 E}+00$ | $\mathbf{0 . 0 0 0 E}+00$ | $0.000 \mathrm{E}+00$ | $\mathbf{0 . 0 0 0 E}+00$ |
|  | Std | $2.449 \mathrm{E}-69$ | $9.181 \mathrm{E}-150$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ |
| F2 | Mean | $1.060 \mathrm{E}-41$ | $4.408 \mathrm{E}-81$ | $8.425 \mathrm{E}-230$ | $\mathbf{0 . 0 0 0 E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $\mathbf{0 . 0 0 0 E}+00$ | $0.000 \mathrm{E}+00$ | $\mathbf{0 . 0 0 0 E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ |
|  | Std | $4.697 \mathrm{E}-41$ | $2.128 \mathrm{E}-80$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ |
| F3 | Mean | $1.226 \mathrm{E}-07$ | 1.670E-64 | $2.623 \mathrm{E}-38$ | $1.516 \mathrm{E}-04$ | $1.734 \mathrm{E}-34$ | $1.341 \mathrm{E}-24$ | $3.106 \mathrm{E}-23$ | $9.568 \mathrm{E}-21$ | $3.639 \mathrm{E}-24$ | $2.566 \mathrm{E}-18$ | $7.512 \mathrm{E}-13$ |
|  | Std | $5.140 \mathrm{E}-07$ | $9.147 \mathrm{E}-64$ | $1.436 \mathrm{E}-37$ | $6.661 \mathrm{E}-04$ | $9.497 \mathrm{E}-34$ | $7.222 \mathrm{E}-24$ | $1.694 \mathrm{E}-22$ | $5.241 \mathrm{E}-20$ | $1.881 \mathrm{E}-23$ | $1.397 \mathrm{E}-17$ | $4.097 \mathrm{E}-12$ |
| F4 | Mean | $4.215 \mathrm{E}-24$ | $1.363 \mathrm{E}-69$ | $4.533 \mathrm{E}-177$ | $6.633 \mathrm{E}-52$ | $9.270 \mathrm{E}-248$ | $4.638 \mathrm{E}-270$ | $2.231 \mathrm{E}-279$ | $4.308 \mathrm{E}-252$ | $0.000 \mathrm{E}+00$ | $\mathbf{0 . 0 0 0 E}+00$ | $5.939 \mathrm{E}-299$ |
|  | Std | $2.053 \mathrm{E}-23$ | $4.584 \mathrm{E}-69$ | $0.000 \mathrm{E}+00$ | $2.582 \mathrm{E}-51$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ |
| F5 | Mean | $2.549 \mathrm{E}-20$ | $2.888 \mathrm{E}-31$ | $1.153 \mathrm{E}-29$ | $6.232 \mathrm{E}-29$ | $1.277 \mathrm{E}-30$ | $3.337 \mathrm{E}-30$ | $0.000 \mathrm{E}+00$ | $1.688 \mathrm{E}-30$ | $2.060 \mathrm{E}-30$ | $0.000 \mathrm{E}+00$ | $1.360 \mathrm{E}-30$ |
|  | Std | $1.371 \mathrm{E}-19$ | $1.201 \mathrm{E}-30$ | $1.670 \mathrm{E}-29$ | $8.823 \mathrm{E}-29$ | $5.072 \mathrm{E}-30$ | $9.851 \mathrm{E}-30$ | $0.000 \mathrm{E}+00$ | $7.272 \mathrm{E}-30$ | $9.232 \mathrm{E}-30$ | $0.000 \mathrm{E}+00$ | $5.376 \mathrm{E}-30$ |
| F6 | Mean | $2.713 \mathrm{E}-08$ | $4.547 \mathrm{E}-05$ | $4.125 \mathrm{E}-05$ | $1.702 \mathrm{E}-05$ | $4.307 \mathrm{E}-05$ | $4.941 \mathrm{E}-05$ | $2.066 \mathrm{E}-05$ | $6.356 \mathrm{E}-08$ | $1.537 \mathrm{E}-07$ | $1.273 \mathrm{E}-05$ | $1.226 \mathrm{E}-06$ |
|  | Std | $9.843 \mathrm{E}-08$ | $1.167 \mathrm{E}-04$ | $1.341 \mathrm{E}-04$ | $5.086 \mathrm{E}-05$ | $1.340 \mathrm{E}-04$ | $2.535 \mathrm{E}-04$ | $8.335 \mathrm{E}-05$ | $2.146 \mathrm{E}-07$ | $5.027 \mathrm{E}-07$ | $6.794 \mathrm{E}-05$ | $6.332 \mathrm{E}-06$ |
| F7 | Mean | $4.005 \mathrm{E}-04$ | $1.865 \mathrm{E}-04$ | $5.384 \mathrm{E}-05$ | $4.415 \mathrm{E}-05$ | $4.881 \mathrm{E}-05$ | $5.291 \mathrm{E}-05$ | $5.042 \mathrm{E}-05$ | $4.547 \mathrm{E}-05$ | $4.859 \mathrm{E}-05$ | $4.595 \mathrm{E}-05$ | $4.119 \mathrm{E}-05$ |
|  | Std | $3.084 \mathrm{E}-04$ | $1.478 \mathrm{E}-04$ | $5.327 \mathrm{E}-05$ | $6.009 \mathrm{E}-05$ | $4.302 \mathrm{E}-05$ | $5.746 \mathrm{E}-05$ | $4.859 \mathrm{E}-05$ | $3.286 \mathrm{E}-05$ | $7.194 \mathrm{E}-05$ | $5.041 \mathrm{E}-05$ | $3.665 \mathrm{E}-05$ |
| F8 | Mean | $-1.257 \mathrm{E}+04$ | $-1.257 \mathrm{E}+04$ | $-1.257 \mathrm{E}+04$ | $-1.257 \mathrm{E}+04$ | $-1.257 \mathrm{E}+04$ | $-1.257 \mathrm{E}+04$ | $-1.257 \mathrm{E}+04$ | $-1.257 \mathrm{E}+04$ | $-1.257 \mathrm{E}+04$ | $-1.257 \mathrm{E}+04$ | $-1.257 \mathrm{E}+04$ |
|  | Std | $2.473 \mathrm{E}-08$ | $3.338 \mathrm{E}-04$ | $6.120 \mathrm{E}-03$ | $9.655 \mathrm{E}-04$ | $8.534 \mathrm{E}-04$ | $1.105 \mathrm{E}-03$ | $2.408 \mathrm{E}-04$ | $6.009 \mathrm{E}-03$ | $2.011 \mathrm{E}-03$ | $2.918 \mathrm{E}-03$ | $8.220 \mathrm{E}-04$ |
| F9 | Mean | 0.000E+00 | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | 0.000E+00 | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ |
|  | Std | $1.000 \mathrm{E}-16$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ |
| F10 | Mean | $1.243 \mathrm{E}-15$ | $1.125 \mathrm{E}-15$ | 8.882E-16 | 8.882E-16 | $8.882 \mathrm{E}-16$ | $8.882 \mathrm{E}-16$ | $8.882 \mathrm{E}-16$ | 8.882E-16 | 8.882E-16 | 8.882E-16 | $8.882 \mathrm{E}-16$ |
|  | Std | $1.084 \mathrm{E}-15$ | $9.014 \mathrm{E}-16$ | $1.003 \mathrm{E}-31$ | $1.003 \mathrm{E}-31$ | $1.003 \mathrm{E}-31$ | $1.003 \mathrm{E}-31$ | $1.003 \mathrm{E}-31$ | $1.003 \mathrm{E}-31$ | $1.003 \mathrm{E}-31$ | $1.003 \mathrm{E}-31$ | $1.003 \mathrm{E}-31$ |
| $F 11$ | Mean | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ |
|  | Std | $1.000 \mathrm{E}-16$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ |
| $F 12$ | Mean | 2.561E-26 | $3.166 \mathrm{E}-06$ | $1.458 \mathrm{E}-07$ | $1.092 \mathrm{E}-07$ | $9.432 \mathrm{E}-08$ | $2.351 \mathrm{E}-08$ | $2.535 \mathrm{E}-07$ | $4.647 \mathrm{E}-07$ | $2.044 \mathrm{E}-08$ | $1.596 \mathrm{E}-08$ | $6.518 \mathrm{E}-08$ |
|  | Std | $7.754 \mathrm{E}-26$ | $8.383 \mathrm{E}-06$ | $4.998 \mathrm{E}-07$ | $3.039 \mathrm{E}-07$ | $2.676 \mathrm{E}-07$ | $658 \mathrm{E}-08$ | $1.357 \mathrm{E}-06$ | $2.507 \mathrm{E}-06$ | $7.828 \mathrm{E}-08$ | $4.906 \mathrm{E}-08$ | $1.865 \mathrm{E}-07$ |
| $F 13$ | Mean | $1.600 \mathrm{E}-32$ | $1.407 \mathrm{E}-32$ | $1.568 \mathrm{E}-32$ | $9.295 \mathrm{E}-32$ | $1.518 \mathrm{E}-32$ | $1.522 \mathrm{E}-32$ | 1.350E-32 | $1.605 \mathrm{E}-32$ | $1.444 \mathrm{E}-32$ | $1.411 \mathrm{E}-32$ | $1.383 \mathrm{E}-32$ |
|  | Std | $4.113 \mathrm{E}-33$ | $1.794 \mathrm{E}-33$ | 5.135E-33 | $1.707 \mathrm{E}-31$ | $3.877 \mathrm{E}-33$ | $4.253 \mathrm{E}-33$ | $5.567 \mathrm{E}-48$ | $6.641 \mathrm{E}-33$ | $3.390 \mathrm{E}-33$ | $3.376 \mathrm{E}-33$ | $1.371 \mathrm{E}-33$ |
| F14 | Mean | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ |
|  | Std | $3.388 \mathrm{E}-16$ | $1.414 \mathrm{E}-11$ | $1.699 \mathrm{E}-11$ | $8.998 \mathrm{E}-11$ | $4.835 \mathrm{E}-11$ | $3.209 \mathrm{E}-11$ | $3.900 \mathrm{E}-11$ | $1.814 \mathrm{E}-11$ | $8.221 \mathrm{E}-11$ | $2.249 \mathrm{E}-11$ | $3.168 \mathrm{E}-11$ |
| F15 | Mean | 3.103E-04 | $3.513 \mathrm{E}-04$ | $3.929 \mathrm{E}-04$ | $3.580 \mathrm{E}-04$ | $3.549 \mathrm{E}-04$ | $3.339 \mathrm{E}-04$ | $3.846 \mathrm{E}-04$ | $3.541 \mathrm{E}-04$ | $3.775 \mathrm{E}-04$ | $5.574 \mathrm{E}-04$ | $4.229 \mathrm{E}-04$ |
|  | Std | $1.094 \mathrm{E}-05$ | $4.859 \mathrm{E}-05$ | $1.318 \mathrm{E}-04$ | $7.900 \mathrm{E}-05$ | $8.266 \mathrm{E}-05$ | $3.278 \mathrm{E}-05$ | $9.388 \mathrm{E}-05$ | $1.002 \mathrm{E}-04$ | $1.597 \mathrm{E}-04$ | $1.668 \mathrm{E}-04$ | $1.028 \mathrm{E}-04$ |
| F16 | Mean | $-1.032 \mathrm{E}+00$ | - 1.032E+00 | -1.032E+00 | $-1.032 \mathrm{E}+00$ | $-1.032 \mathrm{E}+00$ | $-1.032 \mathrm{E}+00$ | $-1.032 \mathrm{E}+00$ | $-1.032 \mathrm{E}+00$ | $-1.031 \mathrm{E}+00$ | $-1.024 \mathrm{E}+00$ | $-1.031 \mathrm{E}+00$ |
|  | Std | $1.000 \mathrm{E}-16$ | $6.604 \mathrm{E}-08$ | $4.136 \mathrm{E}-05$ | $7.194 \mathrm{E}-05$ | $8.996 \mathrm{E}-06$ | $2.081 \mathrm{E}-05$ | $2.120 \mathrm{E}-04$ | $9.664 \mathrm{E}-06$ | $1.679 \mathrm{E}-04$ | $1.909 \mathrm{E}-02$ | $8.232 \mathrm{E}-04$ |
| $F 17$ | Mean | 3.979E-01 | 3.979E-01 | $4.024 \mathrm{E}-01$ | $4.228 \mathrm{E}-01$ | $4.292 \mathrm{E}-01$ | $4.125 \mathrm{E}-01$ | $4.392 \mathrm{E}-01$ | $4.152 \mathrm{E}-01$ | $4.660 \mathrm{E}-01$ | $6.783 \mathrm{E}-01$ | $5.078 \mathrm{E}-01$ |
|  | Std | $1.129 \mathrm{E}-16$ | $4.613 \mathrm{E}-05$ | $9.388 \mathrm{E}-03$ | $4.588 \mathrm{E}-02$ | $6.108 \mathrm{E}-02$ | $3.604 \mathrm{E}-02$ | $7.153 \mathrm{E}-02$ | $4.874 \mathrm{E}-02$ | $1.332 \mathrm{E}-01$ | $5.054 \mathrm{E}-01$ | $1.917 \mathrm{E}-01$ |
| F18 | Mean | $3.000 \mathrm{E}+00$ | $6.601 \mathrm{E}+00$ | $9.510 \mathrm{E}+00$ | $1.135 \mathrm{E}+01$ | $1.155 \mathrm{E}+01$ | $1.439 \mathrm{E}+01$ | $8.732 \mathrm{E}+00$ | $1.263 \mathrm{E}+01$ | $1.156 \mathrm{E}+01$ | $5.357 \mathrm{E}+00$ | $1.061 \mathrm{E}+01$ |
|  | Std | $4.723 \mathrm{E}-15$ | $9.338 \mathrm{E}+00$ | $1.201 \mathrm{E}+01$ | $1.296 \mathrm{E}+01$ | $1.330 \mathrm{E}+01$ | $1.419 \mathrm{E}+01$ | $1.166 \mathrm{E}+01$ | $1.386 \mathrm{E}+01$ | $1.330 \mathrm{E}+01$ | $5.787 \mathrm{E}+00$ | $1.269 \mathrm{E}+01$ |

Table 6 (continued)

| Functions |  | MGO | CMGO1 | CMGO2 | CMGO3 | CMGO4 | CMGO5 | CMGO6 | CMGO7 | CMGO8 | CMGO9 | CMGO10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F19 | Mean | $-3.863 \mathrm{E}+00$ | -3.863E+00 | $-3.856 \mathrm{E}+00$ | $-3.854 \mathrm{E}+00$ | $-3.799 \mathrm{E}+00$ | $-3.833 \mathrm{E}+00$ | $-3.802 \mathrm{E}+00$ | $-3.840 \mathrm{E}+00$ | $-3.809 \mathrm{E}+00$ | $-3.673 \mathrm{E}+00$ | $3.786 \mathrm{E}+00$ |
|  | Std | $2.710 \mathrm{E}-15$ | $1.914 \mathrm{E}-04$ | $5.632 \mathrm{E}-03$ | $6.297 \mathrm{E}-03$ | $1.957 \mathrm{E}-01$ | $3.810 \mathrm{E}-02$ | $1.412 \mathrm{E}-01$ | $2.648 \mathrm{E}-02$ | $1.434 \mathrm{E}-01$ | $2.416 \mathrm{E}-01$ | $1.437 \mathrm{E}-01$ |
| F20 | Mean | -3.251E+00 | -3.253E+00 | $-3.146 \mathrm{E}+00$ | $-3.162 \mathrm{E}+00$ | $-3.102 \mathrm{E}+00$ | $-3.105 \mathrm{E}+00$ | $-3.074 \mathrm{E}+00$ | $-3.154 \mathrm{E}+00$ | $-2.980 \mathrm{E}+00$ | $-2.404 \mathrm{E}+00$ | $-2.636 \mathrm{E}+00$ |
|  | Std | $5.924 \mathrm{E}-02$ | $9.476 \mathrm{E}-02$ | $1.385 \mathrm{E}-01$ | $1.402 \mathrm{E}-01$ | $1.292 \mathrm{E}-01$ | $1.363 \mathrm{E}-01$ | $1.363 \mathrm{E}-01$ | $9.607 \mathrm{E}-02$ | $1.519 \mathrm{E}-01$ | $5.116 \mathrm{E}-01$ | $2.840 \mathrm{E}-01$ |
| F21 | Mean | $-1.015 \mathrm{E}+01$ | - 1.015E+01 | $-1.015 \mathrm{E}+01$ | - $1.015 \mathrm{E}+01$ | $-1.015 \mathrm{E}+01$ | $-1.015 \mathrm{E}+01$ | $-1.015 \mathrm{E}+01$ | $-1.015 \mathrm{E}+01$ | - $1.015 \mathrm{E}+01$ | $-1.015 \mathrm{E}+01$ | - $1.015 \mathrm{E}+01$ |
|  | Std | $1.807 \mathrm{E}-15$ | $6.608 \mathrm{E}-06$ | $1.538 \mathrm{E}-05$ | $5.333 \mathrm{E}-05$ | $9.294 \mathrm{E}-06$ | $3.592 \mathrm{E}-05$ | $3.800 \mathrm{E}-05$ | $2.614 \mathrm{E}-05$ | $3.567 \mathrm{E}-05$ | $8.566 \mathrm{E}-06$ | $2.576 \mathrm{E}-05$ |
| F22 | Mean | $-1.040 \mathrm{E}+01$ | -1.040E+01 | - 1.040E+01 | $-1.040 \mathrm{E}+01$ | $-1.040 \mathrm{E}+01$ | $-1.040 \mathrm{E}+01$ | - 1.040E+01 | $-1.040 \mathrm{E}+01$ | $-1.040 \mathrm{E}+01$ | $-1.040 \mathrm{E}+01$ | $-1.040 \mathrm{E}+01$ |
|  | Std | $1.000 \mathrm{E}-16$ | $8.351 \mathrm{E}-06$ | $5.771 \mathrm{E}-05$ | $8.089 \mathrm{E}-05$ | $4.930 \mathrm{E}-05$ | $7.717 \mathrm{E}-05$ | $4.756 \mathrm{E}-05$ | $3.712 \mathrm{E}-05$ | $2.901 \mathrm{E}-05$ | $4.610 \mathrm{E}-05$ | $2.500 \mathrm{E}-05$ |
| F23 | Mean | $-1.054 \mathrm{E}+01$ | - 1.054E+01 | $-1.054 \mathrm{E}+01$ | $-1.054 \mathrm{E}+01$ | $-1.054 \mathrm{E}+01$ | $-1.054 \mathrm{E}+01$ | - 1.054E+01 | $-1.054 \mathrm{E}+01$ | $-1.054 \mathrm{E}+01$ | $-1.054 \mathrm{E}+01$ | $-1.054 \mathrm{E}+01$ |
|  | Std | $9.034 \mathrm{E}-15$ | $4.410 \mathrm{E}-06$ | $7.923 \mathrm{E}-05$ | $2.416 \mathrm{E}-04$ | $5.716 \mathrm{E}-05$ | $3.061 \mathrm{E}-05$ | $3.228 \mathrm{E}-05$ | $1.765 \mathrm{E}-05$ | $2.462 \mathrm{E}-05$ | $5.391 \mathrm{E}-05$ | $5.922 \mathrm{E}-05$ |

observed that the proposed CMGO algorithm has significant difference for the functions F1-F8, F17, F19 and F22 compared with all other algorithms. However, compared with MGO, CMGO has no significant results for the functions F10 and F20. Compared with LSHADE, FFA, WSO and MGO, CMGO illustrates equivalent outcomes for the functions F14 and F9. Therefore, when compared to prominent algorithms, the suggested CMGO demonstrates outstanding results for the majority of the functions. As observed in Table 12, it is perceived that the proposed CMGO has significant difference for the functions cec 01 , cec 05 and cec 06 when compared with other meta-heuristics. Compared with GWO, CMAES, and FFA, the CMGO has significant results in the maximum number of functions except for cec07 and cec08. In general, CMGO proved to be the best optimizer based on the aforementioned statistical analysis, outperforming the other recent and top-performing algorithms on the majority of the problems with the environment.

### 5.6 Convergence Analysis

This subsection illustrates the graphical investigation for a more comprehensive evaluation of the performance of all the algorithms. Line graphs exhibiting the convergence of several benchmark functions using the CMGO method and other algorithms have been displayed in Figs. 7, 8, which make it simple to analyze the rate of convergence of each algorithm over the course of numerous iterations. These figures exhibit the convergence curves of the CMGO for several unimodal, multi-modal, and fixed-dimensional multimodal functions, as well as CEC2019 benchmark functions. As can be observed from the convergence curves in Fig. 7, over the period of each iteration, CMGO tends to accelerate its convergence. In other words, searching individuals can identify desirable areas in the early iterations and accelerate convergence. Functions F1-F5 and F7 each exhibit this behavior. Consequently, while solving the multi-modal functions, CMGO might reveal an outstanding convergence rate. Based on these curves, CMGO sustains a consistent rate of convergence in the final stage of the iterations. This is because the explorers are covering all of the search space, and functions F9, F11 and F13 exhibit this apparent behavior. However, CMGO performs equivalent results than the compared algorithms in context of convergence rate in most of the functions like F17, F21-F23. On the basis of convergence curve in Fig. 8, it is obvious that the CMGO algorithm has better convergence accuracy than competing algorithms at certain functions, such as cec02, cec03, cec06, and cec 10 . These evaluations demonstrate that the search region is initially explored by the CMGO gazelles to evaluate multiple potential destinations. Then, the search area is exploited by the CMGO gazelles to seek out the global optimal solution while compelling them to change locally rather than
Table 7 Results on CEC2019 benchmark functions with different chaotic maps

| Functions |  | MGO | CMGO1 | CMGO2 | CMGO3 | CMGO4 | CMGO5 | CMGO6 | CMGO7 | CMGO8 | CMGO9 | CMGO10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cec01 | Mean | $5.022 \mathrm{E}+04$ | $1.599 \mathrm{E}+05$ | $8.754 \mathrm{E}+04$ | $1.958 \mathrm{E}+05$ | $1.280 \mathrm{E}+05$ | $1.286 \mathrm{E}+05$ | $1.807 \mathrm{E}+05$ | $1.240 \mathrm{E}+05$ | $3.231 \mathrm{E}+05$ | $4.309 \mathrm{E}+05$ | $4.183 \mathrm{E}+05$ |
|  | Std | $8.165 \mathrm{E}+03$ | $1.877 \mathrm{E}+05$ | $1.082 \mathrm{E}+05$ | $2.821 \mathrm{E}+05$ | $7.028 \mathrm{E}+04$ | $1.635 \mathrm{E}+05$ | $2.112 \mathrm{E}+05$ | $1.456 \mathrm{E}+05$ | $1.281 \mathrm{E}+05$ | $2.036 \mathrm{E}+05$ | $1.864 \mathrm{E}+05$ |
| cec02 | Mean | $1.734 \mathrm{E}+01$ | 1.734E+01 | $1.765 \mathrm{E}+01$ | $1.750 \mathrm{E}+01$ | $1.779 \mathrm{E}+01$ | $1.784 \mathrm{E}+01$ | $1.783 \mathrm{E}+01$ | $1.786 \mathrm{E}+01$ | $1.789 \mathrm{E}+01$ | $1.804 \mathrm{E}+01$ | $1.792 \mathrm{E}+01$ |
|  | Std | $1.000 \mathrm{E}-15$ | $4.301 \mathrm{E}-13$ | $3.139 \mathrm{E}-01$ | $1.127 \mathrm{E}-01$ | $3.336 \mathrm{E}-01$ | $2.711 \mathrm{E}-01$ | $2.568 \mathrm{E}-01$ | $2.592 \mathrm{E}-01$ | $3.304 \mathrm{E}-01$ | $3.893 \mathrm{E}-01$ | $2.750 \mathrm{E}-01$ |
| cec03 | Mean | $1.270 \mathrm{E}+01$ | 1.270E+01 | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ |
|  | Std | $2.541 \mathrm{E}-09$ | $9.816 \mathrm{E}-13$ | $2.282 \mathrm{E}-05$ | $3.232 \mathrm{E}-05$ | $5.098 \mathrm{E}-05$ | $1.166 \mathrm{E}-04$ | $7.121 \mathrm{E}-05$ | $1.557 \mathrm{E}-04$ | $6.295 \mathrm{E}-05$ | $1.053 \mathrm{E}-04$ | $2.347 \mathrm{E}-04$ |
| cec04 | Mean | 3.403E+01 | $1.013 \mathrm{E}+02$ | $3.371 \mathrm{E}+03$ | $5.695 \mathrm{E}+03$ | $6.307 \mathrm{E}+03$ | $6.674 \mathrm{E}+03$ | $6.352 \mathrm{E}+03$ | $6.061 \mathrm{E}+03$ | $6.900 \mathrm{E}+03$ | $7.188 \mathrm{E}+03$ | $6.860 \mathrm{E}+03$ |
|  | Std | $1.318 \mathrm{E}+01$ | $5.313 \mathrm{E}+01$ | $1.904 \mathrm{E}+03$ | $1.988 \mathrm{E}+03$ | $2.617 \mathrm{E}+03$ | $2.071 \mathrm{E}+03$ | $1.647 \mathrm{E}+03$ | $2.037 \mathrm{E}+03$ | $2.430 \mathrm{E}+03$ | $2.587 \mathrm{E}+03$ | $2.633 \mathrm{E}+03$ |
| cec05 | Mean | $1.135 \mathrm{E}+00$ | $1.411 \mathrm{E}+00$ | $3.419 \mathrm{E}+00$ | $3.442 \mathrm{E}+00$ | $3.559 \mathrm{E}+00$ | $3.712 \mathrm{E}+00$ | $3.324 \mathrm{E}+00$ | $3.608 \mathrm{E}+00$ | $3.804 \mathrm{E}+00$ | $3.651 \mathrm{E}+00$ | $3.946 \mathrm{E}+00$ |
|  | Std | $9.599 \mathrm{E}-02$ | $3.668 \mathrm{E}-01$ | $6.545 \mathrm{E}-01$ | $7.357 \mathrm{E}-01$ | $7.178 \mathrm{E}-01$ | $9.073 \mathrm{E}-01$ | $7.892 \mathrm{E}-01$ | $8.155 \mathrm{E}-01$ | $7.715 \mathrm{E}-01$ | $6.086 \mathrm{E}-01$ | $9.194 \mathrm{E}-01$ |
| cec06 | Mean | $1.023 \mathrm{E}+01$ | 8.896E+00 | $1.078 \mathrm{E}+01$ | $1.094 \mathrm{E}+01$ | $1.107 \mathrm{E}+01$ | $1.071 \mathrm{E}+01$ | $1.099 \mathrm{E}+01$ | $1.101 \mathrm{E}+01$ | $1.098 \mathrm{E}+01$ | $1.107 \mathrm{E}+01$ | $1.109 \mathrm{E}+01$ |
|  | Std | $6.304 \mathrm{E}-01$ | $1.230 \mathrm{E}+00$ | $6.235 \mathrm{E}-01$ | $6.891 \mathrm{E}-01$ | $4.014 \mathrm{E}-01$ | $7.606 \mathrm{E}-01$ | $3.900 \mathrm{E}-01$ | $5.137 \mathrm{E}-01$ | $7.282 \mathrm{E}-01$ | $4.116 \mathrm{E}-01$ | $2.977 \mathrm{E}-01$ |
| cec07 | Mean | $2.246 \mathrm{E}+02$ | $5.067 \mathrm{E}+02$ | $8.570 \mathrm{E}+02$ | $8.542 \mathrm{E}+02$ | $9.358 \mathrm{E}+02$ | $1.003 \mathrm{E}+03$ | $1.115 \mathrm{E}+03$ | $8.992 \mathrm{E}+02$ | $1.045 \mathrm{E}+03$ | $1.147 \mathrm{E}+03$ | $1.056 \mathrm{E}+03$ |
|  | Std | $1.420 \mathrm{E}+02$ | $3.146 \mathrm{E}+02$ | $2.108 \mathrm{E}+02$ | $2.964 \mathrm{E}+02$ | $2.178 \mathrm{E}+02$ | $2.903 \mathrm{E}+02$ | $2.114 \mathrm{E}+02$ | $3.162 \mathrm{E}+02$ | $2.585 \mathrm{E}+02$ | $2.490 \mathrm{E}+02$ | $3.128 \mathrm{E}+02$ |
| cec08 | Mean | $4.840 \mathrm{E}+00$ | $5.811 \mathrm{E}+00$ | $6.191 \mathrm{E}+00$ | $6.336 \mathrm{E}+00$ | $6.541 \mathrm{E}+00$ | $6.620 \mathrm{E}+00$ | $6.446 \mathrm{E}+00$ | $6.576 \mathrm{E}+00$ | $6.743 \mathrm{E}+00$ | $6.723 \mathrm{E}+00$ | $6.765 \mathrm{E}+00$ |
|  | Std | $9.987 \mathrm{E}-01$ | $9.812 \mathrm{E}-01$ | $5.232 \mathrm{E}-01$ | $6.058 \mathrm{E}-01$ | $4.143 \mathrm{E}-01$ | $4.275 \mathrm{E}-01$ | $5.969 \mathrm{E}-01$ | $4.825 \mathrm{E}-01$ | $5.234 \mathrm{E}-01$ | $4.686 \mathrm{E}-01$ | $4.691 \mathrm{E}-01$ |
| cec09 | Mean | $2.425 \mathrm{E}+00$ | $3.564 \mathrm{E}+00$ | $2.281 \mathrm{E}+02$ | $4.171 \mathrm{E}+02$ | $6.640 \mathrm{E}+02$ | $8.339 \mathrm{E}+02$ | $9.272 \mathrm{E}+02$ | $8.927 \mathrm{E}+02$ | $1.277 \mathrm{E}+03$ | $1.261 \mathrm{E}+03$ | $1.115 \mathrm{E}+03$ |
|  | Std | $4.617 \mathrm{E}-02$ | $3.765 \mathrm{E}-01$ | $1.883 \mathrm{E}+02$ | $3.687 \mathrm{E}+02$ | $5.781 \mathrm{E}+02$ | $5.726 \mathrm{E}+02$ | $5.537 \mathrm{E}+02$ | $5.183 \mathrm{E}+02$ | $5.815 \mathrm{E}+02$ | $7.091 \mathrm{E}+02$ | $7.154 \mathrm{E}+02$ |
| cec 10 | Mean | $2.033 \mathrm{E}+01$ | $2.011 \mathrm{E}+01$ | $1.873 \mathrm{E}+01$ | $2.050 \mathrm{E}+01$ | $2.047 \mathrm{E}+01$ | $2.054 \mathrm{E}+01$ | $2.053 \mathrm{E}+01$ | $2.044 \mathrm{E}+01$ | $2.041 \mathrm{E}+01$ | $2.042 \mathrm{E}+01$ | $1.980 \mathrm{E}+01$ |
|  | Std | $1.329 \mathrm{E}-01$ | $1.295 \mathrm{E}-01$ | $4.180 \mathrm{E}+00$ | $1.114 \mathrm{E}-01$ | $1.100 \mathrm{E}-01$ | $9.463 \mathrm{E}-02$ | $1.261 \mathrm{E}-01$ | $6.797 \mathrm{E}-02$ | $6.656 \mathrm{E}-02$ | $9.264 \mathrm{E}-02$ | $3.218 \mathrm{E}+00$ |

Table 8 Results on unimodal, multi-modal and fixed-dimension multi-modal functions with other state-of-art algorithms

| Functions |  | PSO | GWO | DE | LSHADE | CMAES | FFA | WSO | MGO | CMGO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $F 1$ | Mean | $3.839 \mathrm{E}-08$ | $1.430 \mathrm{E}-27$ | $3.685 \mathrm{E}-04$ | $1.082 \mathrm{E}-01$ | $1.133 \mathrm{E}-05$ | $1.687 \mathrm{E}-05$ | $2.301 \mathrm{E}+02$ | $4.478 \mathrm{E}-70$ | 1.172E-130 |
|  | Std | $7.937 \mathrm{E}-08$ | $1.788 \mathrm{E}-27$ | $1.212 \mathrm{E}-04$ | $1.498 \mathrm{E}-01$ | $4.601 \mathrm{E}-06$ | $1.897 \mathrm{E}-05$ | $8.317 \mathrm{E}+01$ | $2.449 \mathrm{E}-69$ | $6.418 \mathrm{E}-130$ |
|  | $t$-values | $-2.649 \mathrm{E}+00$ | $-4.381 \mathrm{E}+00$ | $-1.665 \mathrm{E}+01$ | $-3.956 \mathrm{E}+00$ | $-1.349 \mathrm{E}+01$ | -4.871E+00 | $-1.516 \mathrm{E}+01$ | $-1.002 \mathrm{E}+00$ |  |
| F2 | Mean | $5.044 \mathrm{E}-02$ | $8.810 \mathrm{E}-17$ | $2.148 \mathrm{E}-03$ | $1.462 \mathrm{E}-01$ | $5.179 \mathrm{E}-03$ | $1.327 \mathrm{E}-04$ | $4.218 \mathrm{E}+00$ | $1.060 \mathrm{E}-41$ | 1.478E-71 |
|  | Std | $6.232 \mathrm{E}-02$ | $7.020 \mathrm{E}-17$ | $4.199 \mathrm{E}-04$ | $1.602 \mathrm{E}-01$ | $1.543 \mathrm{E}-03$ | $1.249 \mathrm{E}-04$ | $1.388 \mathrm{E}+00$ | $4.697 \mathrm{E}-41$ | $8.081 \mathrm{E}-71$ |
|  | $t$-values | -4.433E+00 | $-6.874 \mathrm{E}+00$ | $-2.802 \mathrm{E}+01$ | $-4.999 \mathrm{E}+00$ | $-1.839 \mathrm{E}+01$ | $-5.819 \mathrm{E}+00$ | $-1.664 \mathrm{E}+01$ | $-1.236 \mathrm{E}+00$ |  |
| F3 | Mean | $8.171 \mathrm{E}+01$ | $8.330 \mathrm{E}-06$ | $3.183 \mathrm{E}+04$ | $5.101 \mathrm{E}+02$ | $4.366 \mathrm{E}-01$ | $1.428 \mathrm{E}+04$ | $1.346 \mathrm{E}+03$ | $1.226 \mathrm{E}-07$ | 1.643E-61 |
|  | Std | $5.865 \mathrm{E}+01$ | $1.730 \mathrm{E}-05$ | $5.334 \mathrm{E}+03$ | $3.202 \mathrm{E}+02$ | $2.200 \mathrm{E}-01$ | $3.896 \mathrm{E}+03$ | $4.787 \mathrm{E}+02$ | $5.140 \mathrm{E}-07$ | $6.944 \mathrm{E}-61$ |
|  | $t$-values | $-7.631 \mathrm{E}+00$ | $-2.637 \mathrm{E}+00$ | $-3.269 \mathrm{E}+01$ | $-8.727 \mathrm{E}+00$ | $-1.087 \mathrm{E}+01$ | $-2.008 \mathrm{E}+01$ | - 1.540E+01 | $-1.307 \mathrm{E}+00$ |  |
| F4 | Mean | $2.150 \mathrm{E}+00$ | $7.620 \mathrm{E}-07$ | $1.356 \mathrm{E}+01$ | $1.448 \mathrm{E}+01$ | $2.332 \mathrm{E}-02$ | $2.966 \mathrm{E}+01$ | $1.346 \mathrm{E}+03$ | $4.215 \mathrm{E}-24$ | 3.992E-64 |
|  | Std | $8.272 \mathrm{E}-01$ | $5.860 \mathrm{E}-07$ | $1.812 \mathrm{E}+00$ | $3.042 \mathrm{E}+00$ | $6.227 \mathrm{E}-03$ | $4.660 \mathrm{E}+00$ | $4.787 \mathrm{E}+02$ | $2.053 \mathrm{E}-23$ | $1.406 \mathrm{E}-63$ |
|  | $t$-values | $-1.424 \mathrm{E}+01$ | $-7.122 \mathrm{E}+00$ | $-4.099 \mathrm{E}+01$ | $-2.608 \mathrm{E}+01$ | $-2.051 \mathrm{E}+01$ | $-3.486 \mathrm{E}+01$ | - 1.540E+01 | $-1.124 \mathrm{E}+00$ |  |
| F5 | Mean | $4.966 \mathrm{E}+01$ | $2.724 \mathrm{E}+01$ | $1.587 \mathrm{E}+02$ | $1.563 \mathrm{E}+02$ | $4.365 \mathrm{E}+01$ | $8.242 \mathrm{E}+01$ | $2.088 \mathrm{E}+04$ | $2.549 \mathrm{E}-20$ | $0.000 \mathrm{E}+00$ |
|  | Std | $3.762 \mathrm{E}+01$ | $8.837 \mathrm{E}-01$ | $4.690 \mathrm{E}+01$ | $1.156 \mathrm{E}+02$ | $4.349 \mathrm{E}+01$ | $5.901 \mathrm{E}+01$ | $2.591 \mathrm{E}+04$ | $1.371 \mathrm{E}-19$ | $0.000 \mathrm{E}+00$ |
|  | $t$-values | - 7.231E+00 | $-1.688 \mathrm{E}+02$ | $-1.853 \mathrm{E}+01$ | $-7.408 \mathrm{E}+00$ | $-5.497 \mathrm{E}+00$ | $-7.650 \mathrm{E}+00$ | -4.413E+00 | $-1.019 \mathrm{E}+00$ |  |
| F6 | Mean | $2.458 \mathrm{E}-05$ | $7.877 \mathrm{E}-01$ | $4.416 \mathrm{E}-04$ | $5.139 \mathrm{E}-02$ | $1.083 \mathrm{E}-05$ | $2.625 \mathrm{E}-05$ | $2.403 \mathrm{E}+02$ | $2.713 \mathrm{E}-08$ | $3.597 \mathrm{E}-05$ |
|  | Std | $1.191 \mathrm{E}-04$ | $3.531 \mathrm{E}-01$ | $2.055 \mathrm{E}-04$ | $4.509 \mathrm{E}-02$ | $4.006 \mathrm{E}-06$ | $3.494 \mathrm{E}-05$ | $1.646 \mathrm{E}+02$ | $9.843 \mathrm{E}-08$ | $4.886 \mathrm{E}-05$ |
|  | $t$-values | $4.847 \mathrm{E}-01$ | $-1.222 \mathrm{E}+01$ | $-1.051 \mathrm{E}+01$ | $-6.238 \mathrm{E}+00$ | $2.809 \mathrm{E}+00$ | 8.866E-01 | -7.999E+00 | $4.030 \mathrm{E}+00$ |  |
| F7 | Mean | $3.008 \mathrm{E}-02$ | $2.353 \mathrm{E}-03$ | $6.087 \mathrm{E}-02$ | $8.420 \mathrm{E}-02$ | $2.424 \mathrm{E}-02$ | $4.597 \mathrm{E}-02$ | $1.486 \mathrm{E}-01$ | $4.005 \mathrm{E}-04$ | $1.626 \mathrm{E}-04$ |
|  | Std | $1.849 \mathrm{E}-02$ | $1.298 \mathrm{E}-03$ | $1.400 \mathrm{E}-02$ | $3.955 \mathrm{E}-02$ | $6.499 \mathrm{E}-03$ | $2.328 \mathrm{E}-02$ | $6.374 \mathrm{E}-02$ | $3.084 \mathrm{E}-04$ | $1.051 \mathrm{E}-04$ |
|  | $t$-values | $-8.862 \mathrm{E}+00$ | $-9.217 \mathrm{E}+00$ | $-2.375 \mathrm{E}+01$ | $-1.164 \mathrm{E}+01$ | $-2.029 \mathrm{E}+01$ | $-1.078 \mathrm{E}+01$ | $-1.275 \mathrm{E}+01$ | $-4.000 \mathrm{E}+00$ |  |
| F8 | Mean | $-6.530 \mathrm{E}+03$ | $-6.076 \mathrm{E}+03$ | $-9.936 \mathrm{E}+03$ | $-1.212 \mathrm{E}+04$ | $-1.177 \mathrm{E}+05$ | $-5.711 \mathrm{E}+03$ | - 5.033E+03 | $-1.257 \mathrm{E}+04$ | $-1.257 \mathrm{E}+04$ |
|  | Std | $7.432 \mathrm{E}+02$ | $6.583 \mathrm{E}+02$ | $5.444 \mathrm{E}+02$ | $1.964 \mathrm{E}+02$ | $6.558 \mathrm{E}+04$ | $9.710 \mathrm{E}+02$ | $1.488 \mathrm{E}+03$ | $2.473 \mathrm{E}-08$ | $1.144 \mathrm{E}-03$ |
|  | $t$-values | $-4.451 \mathrm{E}+01$ | $-5.403 \mathrm{E}+01$ | $-2.650 \mathrm{E}+01$ | $-1.262 \mathrm{E}+01$ | $8.781 \mathrm{E}+00$ | $-3.869 \mathrm{E}+01$ | $-2.774 \mathrm{E}+01$ | $3.302 \mathrm{E}+00$ |  |
| F9 | Mean | $5.018 \mathrm{E}+01$ | $4.852 \mathrm{E}+00$ | $8.652 \mathrm{E}+01$ | $5.468 \mathrm{E}+00$ | $1.311 \mathrm{E}+02$ | $1.527 \mathrm{E}+02$ | $4.637 \mathrm{E}+01$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ |
|  | Std | $1.316 \mathrm{E}+01$ | $4.724 \mathrm{E}+00$ | $9.219 \mathrm{E}+00$ | $2.570 \mathrm{E}+00$ | $7.085 \mathrm{E}+01$ | $3.958 \mathrm{E}+01$ | $1.858 \mathrm{E}+01$ | $1.000 \mathrm{E}-16$ | $0.000 \mathrm{E}+00$ |
|  | $t$-values | $-2.088 \mathrm{E}+01$ | $-5.625 \mathrm{E}+00$ | $-5.141 \mathrm{E}+01$ | $-1.166 \mathrm{E}+01$ | $-1.013 \mathrm{E}+01$ | $-2.113 \mathrm{E}+01$ | $-1.367 \mathrm{E}+01$ | $0.000 \mathrm{E}+00$ |  |
| F10 | Mean | $1.654 \mathrm{E}+00$ | $1.079 \mathrm{E}-13$ | $5.907 \mathrm{E}-03$ | $2.917 \mathrm{E}+00$ | $1.036 \mathrm{E}-03$ | $9.438 \mathrm{E}-03$ | $6.474 \mathrm{E}+00$ | $1.243 \mathrm{E}-15$ | $1.362 \mathrm{E}-15$ |
|  | Std | $7.009 \mathrm{E}-01$ | $1.902 \mathrm{E}-14$ | $1.458 \mathrm{E}-03$ | $8.370 \mathrm{E}-01$ | $2.464 \mathrm{E}-04$ | $3.626 \mathrm{E}-02$ | $7.691 \mathrm{E}-01$ | $1.084 \mathrm{E}-15$ | $1.228 \mathrm{E}-15$ |
|  | $t$-values | $-1.292 \mathrm{E}+01$ | -3.062E+01 | $-2.219 \mathrm{E}+01$ | $-1.909 \mathrm{E}+01$ | $-2.304 \mathrm{E}+01$ | $-1.426 \mathrm{E}+00$ | $-4.610 \mathrm{E}+01$ | $3.959 \mathrm{E}-01$ |  |
| F11 | Mean | $3.717 \mathrm{E}-02$ | $6.564 \mathrm{E}-03$ | $6.502 \mathrm{E}-03$ | $1.518 \mathrm{E}-01$ | $1.361 \mathrm{E}-04$ | $3.219 \mathrm{E}-02$ | $3.434 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $\mathbf{0 . 0 0 0 E}+00$ |
|  | Std | $3.609 \mathrm{E}-02$ | $1.178 \mathrm{E}-02$ | $8.967 \mathrm{E}-03$ | $1.243 \mathrm{E}-01$ | $4.556 \mathrm{E}-05$ | $4.230 \mathrm{E}-02$ | $1.409 \mathrm{E}+00$ | $1.000 \mathrm{E}-16$ | $0.000 \mathrm{E}+00$ |
|  | $t$-values | $-5.641 \mathrm{E}+00$ | $-3.052 \mathrm{E}+00$ | $-3.972 \mathrm{E}+00$ | $-6.692 \mathrm{E}+00$ | $-1.636 \mathrm{E}+01$ | $-4.167 \mathrm{E}+00$ | $-1.335 \mathrm{E}+01$ | $0.000 \mathrm{E}+00$ |  |
| F12 | Mean | $7.604 \mathrm{E}-02$ | $6.961 \mathrm{E}-02$ | $5.823 \mathrm{E}-05$ | $1.622 \mathrm{E}+00$ | $1.350 \mathrm{E}-06$ | $6.892 \mathrm{E}-01$ | $3.952 \mathrm{E}+00$ | 2.561E-26 | $3.001 \mathrm{E}-06$ |
|  | Std | $1.387 \mathrm{E}-01$ | $1.040 \mathrm{E}-01$ | $4.100 \mathrm{E}-05$ | $1.478 \mathrm{E}+00$ | $6.060 \mathrm{E}-07$ | $4.667 \mathrm{E}-01$ | $1.966 \mathrm{E}+00$ | $7.754 \mathrm{E}-26$ | $7.479 \mathrm{E}-06$ |
|  | $t$-values | $-3.002 \mathrm{E}+00$ | $-3.667 \mathrm{E}+00$ | $-7.259 \mathrm{E}+00$ | $-6.010 \mathrm{E}+00$ | $1.205 \mathrm{E}+00$ | $-8.089 \mathrm{E}+00$ | - 1.101E+01 | $2.197 \mathrm{E}+00$ |  |

Table 8 (continued)

| Functions |  | PSO | GWO | DE | LSHADE | CMAES | FFA | WSO | MGO | CMGO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F13 | Mean | $2.111 \mathrm{E}-01$ | $6.157 \mathrm{E}-01$ | $2.691 \mathrm{E}-04$ | $3.016 \mathrm{E}+00$ | $1.507 \mathrm{E}-05$ | $2.744 \mathrm{E}-01$ | $2.520 \mathrm{E}+02$ | $1.600 \mathrm{E}-32$ | $1.350 \mathrm{E}-32$ |
|  | Std | $7.185 \mathrm{E}-01$ | $2.876 \mathrm{E}-01$ | $1.339 \mathrm{E}-04$ | $3.733 \mathrm{E}+00$ | $5.822 \mathrm{E}-06$ | $1.956 \mathrm{E}-01$ | $5.626 \mathrm{E}+02$ | $4.113 \mathrm{E}-33$ | $5.567 \mathrm{E}-48$ |
|  | $t$-values | $-1.609 \mathrm{E}+00$ | $-1.173 \mathrm{E}+01$ | $-1.100 \mathrm{E}+01$ | $-4.424 \mathrm{E}+00$ | $-1.418 \mathrm{E}+01$ | $-7.685 \mathrm{E}+00$ | $-2.453 \mathrm{E}+00$ | $-3.337 \mathrm{E}+00$ |  |
| F14 | Mean | $3.692 \mathrm{E}+00$ | $4.459 \mathrm{E}+00$ | $1.360 \mathrm{E}+00$ | $9.980 \mathrm{E}-01$ | $4.945 \mathrm{E}+00$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ | $9.980 \mathrm{E}-01$ |
|  | Std | $2.623 \mathrm{E}+00$ | $4.109 \mathrm{E}+00$ | $1.255 \mathrm{E}+00$ | $3.388 \mathrm{E}-16$ | $3.042 \mathrm{E}+00$ | $3.388 \mathrm{E}-16$ | $5.152 \mathrm{E}-12$ | $3.388 \mathrm{E}-16$ | $6.152 \mathrm{E}-11$ |
|  | $t$-values | $-5.625 \mathrm{E}+00$ | $-4.614 \mathrm{E}+00$ | $-1.579 \mathrm{E}+00$ | $1.662 \mathrm{E}+00$ | $-7.106 \mathrm{E}+00$ | $1.662 \mathrm{E}+00$ | $1.573 \mathrm{E}+00$ | $1.662 \mathrm{E}+00$ |  |
| F15 | Mean | $1.099 \mathrm{E}-03$ | $8.491 \mathrm{E}-03$ | $7.344 \mathrm{E}-04$ | $4.419 \mathrm{E}-04$ | $2.352 \mathrm{E}-03$ | $5.524 \mathrm{E}-04$ | $3.380 \mathrm{E}-04$ | 3.103E-04 | $3.548 \mathrm{E}-04$ |
|  | Std | $3.651 \mathrm{E}-03$ | $1.125 \mathrm{E}-02$ | $1.113 \mathrm{E}-04$ | $3.537 \mathrm{E}-04$ | $1.340 \mathrm{E}-03$ | $9.928 \mathrm{E}-05$ | $1.672 \mathrm{E}-04$ | $1.094 \mathrm{E}-05$ | $5.827 \mathrm{E}-05$ |
|  | $t$-values | $-1.117 \mathrm{E}+00$ | $-3.963 \mathrm{E}+00$ | $-1.655 \mathrm{E}+01$ | $-1.332 \mathrm{E}+00$ | $-8.155 \mathrm{E}+00$ | $-9.405 \mathrm{E}+00$ | $5.182 \mathrm{E}-01$ | $4.103 \mathrm{E}+00$ |  |
| F16 | Mean | $-1.032 \mathrm{E}+00$ | $-1.032 \mathrm{E}+00$ | $-1.032 \mathrm{E}+00$ | $-1.032 \mathrm{E}+00$ | - 1.032E+00 | $-1.032 \mathrm{E}+00$ | - 1.032E+00 | $-1.032 \mathrm{E}+00$ | -1.032E+00 |
|  | Std | $1.000 \mathrm{E}-11$ | $1.835 \mathrm{E}-08$ | $1.000 \mathrm{E}-13$ | $1.000 \mathrm{E}-14$ | $1.000 \mathrm{E}-14$ | $1.612 \mathrm{E}-09$ | $4.498 \mathrm{E}-06$ | $1.000 \mathrm{E}-16$ | $1.026 \mathrm{E}-06$ |
|  | $t$-values | $3.418 \mathrm{E}+00$ | $3.321 \mathrm{E}+00$ | $3.418 \mathrm{E}+00$ | $3.418 \mathrm{E}+00$ | $3.418 \mathrm{E}+00$ | $3.416 \mathrm{E}+00$ | - 1.393E+00 | $3.418 \mathrm{E}+00$ |  |
| F17 | Mean | $3.979 \mathrm{E}-01$ | $3.979 \mathrm{E}-01$ | $3.979 \mathrm{E}-01$ | $3.979 \mathrm{E}-01$ | $3.979 \mathrm{E}-01$ | $3.979 \mathrm{E}-01$ | $3.979 \mathrm{E}-01$ | $3.979 \mathrm{E}-01$ | 3.981E-01 |
|  | Std | $1.129 \mathrm{E}-16$ | $1.221 \mathrm{E}-04$ | $1.129 \mathrm{E}-16$ | $1.129 \mathrm{E}-16$ | $1.129 \mathrm{E}-16$ | $3.787 \mathrm{E}-16$ | $1.129 \mathrm{E}-16$ | $1.129 \mathrm{E}-16$ | $4.237 \mathrm{E}-04$ |
|  | $t$-values | $3.023 \mathrm{E}+00$ | $2.535 \mathrm{E}+00$ | $3.023 \mathrm{E}+00$ | $3.023 \mathrm{E}+00$ | $3.023 \mathrm{E}+00$ | $3.023 \mathrm{E}+00$ | $3.023 \mathrm{E}+00$ | $3.023 \mathrm{E}+00$ |  |
| F18 | Mean | $3.000 \mathrm{E}+00$ | $3.000 \mathrm{E}+00$ | $3.000 \mathrm{E}+00$ | $3.000 \mathrm{E}+00$ | $3.000 \mathrm{E}+00$ | $3.000 \mathrm{E}+00$ | $3.000 \mathrm{E}+00$ | $3.000 \mathrm{E}+00$ | $4.800 \mathrm{E}+00$ |
|  | Std | $3.030 \mathrm{E}-15$ | $5.235 \mathrm{E}-05$ | $4.517 \mathrm{E}-16$ | $2.566 \mathrm{E}-15$ | $4.517 \mathrm{E}-16$ | $5.719 \mathrm{E}-15$ | $4.025 \mathrm{E}-15$ | $4.723 \mathrm{E}-15$ | $6.851 \mathrm{E}+00$ |
|  | $t$-values | $1.439 \mathrm{E}+00$ | $1.439 \mathrm{E}+00$ | $1.439 \mathrm{E}+00$ | $1.439 \mathrm{E}+00$ | $1.439 \mathrm{E}+00$ | $1.439 \mathrm{E}+00$ | $1.439 \mathrm{E}+00$ | $1.439 \mathrm{E}+00$ |  |
| F19 | Mean | -3.005E-01 | -3.862E+00 | -3.005E-01 | -3.005E-01 | $-3.863 \mathrm{E}+00$ | -3.005E-01 | -3.005E-01 | $-3.863 \mathrm{E}+00$ | $-3.835 \mathrm{E}+00$ |
|  | Std | $1.000 \mathrm{E}-11$ | $1.997 \mathrm{E}-03$ | $1.000 \mathrm{E}-13$ | $1.000 \mathrm{E}-14$ | $2.710 \mathrm{E}-15$ | $1.000 \mathrm{E}-13$ | $1.000 \mathrm{E}-14$ | $2.710 \mathrm{E}-15$ | $1.408 \mathrm{E}-01$ |
|  | $t$-values | $-1.375 \mathrm{E}+02$ | $1.020 \mathrm{E}+00$ | $-1.375 \mathrm{E}+02$ | $-1.375 \mathrm{E}+02$ | $1.066 \mathrm{E}+00$ | $-1.375 \mathrm{E}+02$ | $-1.375 \mathrm{E}+02$ | $1.066 \mathrm{E}+00$ |  |
| F20 | Mean | $-3.286 \mathrm{E}+00$ | $-3.243 \mathrm{E}+00$ | -3.322E+00 | $-3.302 \mathrm{E}+00$ | $-3.270 \mathrm{E}+00$ | $-3.322 \mathrm{E}+00$ | $-3.294 \mathrm{E}+00$ | -3.251E+00 | $-3.264 \mathrm{E}+00$ |
|  | Std | $5.542 \mathrm{E}-02$ | $8.016 \mathrm{E}-02$ | $1.706 \mathrm{E}-03$ | $4.507 \mathrm{E}-02$ | $5.992 \mathrm{E}-02$ | $7.462 \mathrm{E}-05$ | $5.115 \mathrm{E}-02$ | $5.924 \mathrm{E}-02$ | $8.950 \mathrm{E}-02$ |
|  | $t$-values | $1.186 \mathrm{E}+00$ | -9.217E-01 | $3.557 \mathrm{E}+00$ | $2.112 \mathrm{E}+00$ | $3.525 \mathrm{E}-01$ | $3.576 \mathrm{E}+00$ | $1.632 \mathrm{E}+00$ | -6.575E-01 |  |
| F21 | Mean | $-5.486 \mathrm{E}+00$ | -9.147E+00 | $-9.508 \mathrm{E}+00$ | $-8.652 \mathrm{E}+00$ | $-8.408 \mathrm{E}+00$ | $-9.989 \mathrm{E}+00$ | -9.902E+00 | - $1.015 \mathrm{E}+01$ | - 1.015E+01 |
|  | Std | $3.450 \mathrm{E}+00$ | $2.336 \mathrm{E}+00$ | $1.676 \mathrm{E}+00$ | $2.830 \mathrm{E}+00$ | $3.217 \mathrm{E}+00$ | $8.701 \mathrm{E}-01$ | $1.373 \mathrm{E}+00$ | $1.807 \mathrm{E}-15$ | $1.052 \mathrm{E}-05$ |
|  | $t$-values | $-7.411 \mathrm{E}+00$ | $-2.360 \mathrm{E}+00$ | $-2.107 \mathrm{E}+00$ | $-2.906 \mathrm{E}+00$ | $-2.971 \mathrm{E}+00$ | $-1.036 \mathrm{E}+00$ | $-1.000 \mathrm{E}+00$ | $3.369 \mathrm{E}+00$ |  |
| F22 | Mean | $-7.839 \mathrm{E}+00$ | $-1.005 \mathrm{E}+01$ | $-1.036 \mathrm{E}+01$ | $-9.620 \mathrm{E}+00$ | $-1.040 \mathrm{E}+01$ | $-1.040 \mathrm{E}+01$ | $-1.040 \mathrm{E}+01$ | $-1.040 \mathrm{E}+01$ | - 1.040E+01 |
|  | Std | $3.455 \mathrm{E}+00$ | $1.348 \mathrm{E}+00$ | $1.788 \mathrm{E}-01$ | $2.065 \mathrm{E}+00$ | $1.000 \mathrm{E}-14$ | $1.284 \mathrm{E}-03$ | $1.000 \mathrm{E}-16$ | $1.000 \mathrm{E}-16$ | $2.778 \mathrm{E}-05$ |
|  | $t$-values | $-4.064 \mathrm{E}+00$ | $-1.447 \mathrm{E}+00$ | $-1.274 \mathrm{E}+00$ | $-2.076 \mathrm{E}+00$ | $7.815 \mathrm{E}+00$ | -8.347E-01 | $7.815 \mathrm{E}+00$ | $7.815 \mathrm{E}+00$ |  |
| F23 | Mean | $-8.136 \mathrm{E}+00$ | $-1.009 \mathrm{E}+01$ | $-1.054 \mathrm{E}+01$ | $-1.013 \mathrm{E}+01$ | $-1.027 \mathrm{E}+01$ | $-1.054 \mathrm{E}+01$ | $-1.040 \mathrm{E}+01$ | $-1.054 \mathrm{E}+01$ | - 1.054E+01 |
|  | Std | $3.525 \mathrm{E}+00$ | $1.747 \mathrm{E}+00$ | $3.978 \mathrm{E}-03$ | $1.540 \mathrm{E}+00$ | $1.482 \mathrm{E}+00$ | $2.409 \mathrm{E}-03$ | $0.000 \mathrm{E}+00$ | $9.034 \mathrm{E}-15$ | $1.503 \mathrm{E}-05$ |
|  | $t$-values | $-3.730 \mathrm{E}+00$ | $-1.413 \mathrm{E}+00$ | -9.928E-01 | $-1.430 \mathrm{E}+00$ | -9.999E-01 | -9.736E-01 | $-4.864 \mathrm{E}+04$ | $9.615 \mathrm{E}+00$ |  |
| w/t/l |  | 16/5/2 | 16/5/2 | 16/4/3 | 16/4/3 | 13/5/5 | 13/7/3 | 15/6/2 | 2/12/9 |  |

Table 9 Results on CEC2019 benchmark functions with recent and topmost algorithms

| Functions |  | PSO | GWO | DE | LSHADE | CMAES | FFA | WSO | MGO | CMGO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cec01 | Mean | $7.020 \mathrm{E}+08$ | $2.630 \mathrm{E}+08$ | $1.676 \mathrm{E}+10$ | $2.088 \mathrm{E}+07$ | $3.866 \mathrm{E}+08$ | $5.637 \mathrm{E}+09$ | $7.069 \mathrm{E}+14$ | $5.022 \mathrm{E}+04$ | $1.023 \mathrm{E}+05$ |
|  | Std | $6.960 \mathrm{E}+08$ | $3.140 \mathrm{E}+08$ | $1.026 \mathrm{E}+10$ | $2.691 \mathrm{E}+07$ | $2.975 \mathrm{E}+08$ | $3.924 \mathrm{E}+09$ | $0.000 \mathrm{E}+00$ | $8.165 \mathrm{E}+03$ | $9.954 \mathrm{E}+04$ |
|  | $t$-values | $-5.524 \mathrm{E}+00$ | $-4.586 \mathrm{E}+00$ | $-8.947 \mathrm{E}+00$ | $-4.230 \mathrm{E}+00$ | $-7.115 \mathrm{E}+00$ | $-7.868 \mathrm{E}+00$ | $-3.890 \mathrm{E}+10$ | $2.854 \mathrm{E}+00$ |  |
| cec02 | Mean | $1.734 \mathrm{E}+01$ | $1.734 \mathrm{E}+01$ | $1.734 \mathrm{E}+01$ | $1.734 \mathrm{E}+01$ | $1.065 \mathrm{E}+02$ | $1.881 \mathrm{E}+01$ | $1.734 \mathrm{E}+01$ | $1.734 \mathrm{E}+01$ | $1.734 \mathrm{E}+01$ |
|  | Std | $1.000 \mathrm{E}-27$ | $5.110 \mathrm{E}-04$ | $1.000 \mathrm{E}-27$ | $3.441 \mathrm{E}-14$ | $4.606 \mathrm{E}+01$ | $7.260 \mathrm{E}+00$ | $5.417 \mathrm{E}-08$ | $1.000 \mathrm{E}-15$ | $4.764 \mathrm{E}-13$ |
|  | $t$-values | $-3.285 \mathrm{E}+07$ | $-1.375 \mathrm{E}+01$ | $2.410 \mathrm{E}+00$ | $2.241 \mathrm{E}+00$ | $-1.060 \mathrm{E}+01$ | $-1.104 \mathrm{E}+00$ | $-7.071 \mathrm{E}+00$ | $2.410 \mathrm{E}+00$ |  |
| cec03 | Mean | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ | $1.270 \mathrm{E}+01$ |
|  | Std | $9.030 \mathrm{E}-15$ | $2.213 \mathrm{E}-06$ | $4.449 \mathrm{E}-06$ | $9.034 \mathrm{E}-15$ | $1.333 \mathrm{E}-04$ | $2.884 \mathrm{E}-06$ | $9.034 \mathrm{E}-15$ | $2.541 \mathrm{E}-09$ | $5.141 \mathrm{E}-10$ |
|  | $t$-values | $-6.160 \mathrm{E}+04$ | $5.491 \mathrm{E}+00$ | $-6.986 \mathrm{E}+00$ | $1.984 \mathrm{E}+00$ | $-2.060 \mathrm{E}+00$ | $-1.945 \mathrm{E}+00$ | $1.984 \mathrm{E}+00$ | $-2.542 \mathrm{E}+00$ |  |
| cec04 | Mean | $2.099 \mathrm{E}+01$ | $5.596 \mathrm{E}+01$ | $2.219 \mathrm{E}+01$ | $9.863 \mathrm{E}+00$ | $2.257 \mathrm{E}+01$ | $4.978 \mathrm{E}+01$ | $1.075 \mathrm{E}+02$ | $3.403 \mathrm{E}+01$ | $1.038 \mathrm{E}+02$ |
|  | Std | $8.920 \mathrm{E}+00$ | $1.544 \mathrm{E}+01$ | $3.781 \mathrm{E}+00$ | $4.792 \mathrm{E}+00$ | $5.667 \mathrm{E}+00$ | $2.629 \mathrm{E}+01$ | $1.032 \mathrm{E}+02$ | $1.318 \mathrm{E}+01$ | $6.093 \mathrm{E}+01$ |
|  | $t$-values | $7.369 \mathrm{E}+00$ | $4.172 \mathrm{E}+00$ | $7.326 \mathrm{E}+00$ | $8.422 \mathrm{E}+00$ | $7.274 \mathrm{E}+00$ | $4.462 \mathrm{E}+00$ | -1.681E-01 | $6.134 \mathrm{E}+00$ |  |
| cec05 | Mean | $1.157 \mathrm{E}+00$ | $1.422 \mathrm{E}+00$ | $1.161 \mathrm{E}+00$ | $1.036 \mathrm{E}+00$ | $1.003 \mathrm{E}+00$ | $1.165 \mathrm{E}+00$ | $1.230 \mathrm{E}+00$ | $1.135 \mathrm{E}+00$ | $1.278 \mathrm{E}+00$ |
|  | Std | $1.210 \mathrm{E}-01$ | $2.192 \mathrm{E}-01$ | $5.682 \mathrm{E}-02$ | $2.250 \mathrm{E}-02$ | $1.391 \mathrm{E}-02$ | $1.083 \mathrm{E}-01$ | $2.503 \mathrm{E}-01$ | $9.599 \mathrm{E}-02$ | $1.854 \mathrm{E}-01$ |
|  | $t$-values | $3.013 \mathrm{E}+00$ | $-2.732 \mathrm{E}+00$ | $3.326 \mathrm{E}+00$ | $7.122 \mathrm{E}+00$ | $8.117 \mathrm{E}+00$ | $2.884 \mathrm{E}+00$ | $8.576 \mathrm{E}-01$ | $3.764 \mathrm{E}+00$ |  |
| cec06 | Mean | $7.851 \mathrm{E}+00$ | $1.115 \mathrm{E}+01$ | $8.173 \mathrm{E}+00$ | $7.591 \mathrm{E}+00$ | $1.093 \mathrm{E}+01$ | $1.063 \mathrm{E}+01$ | $1.134 \mathrm{E}+01$ | $1.023 \mathrm{E}+01$ | $9.554 \mathrm{E}+00$ |
|  | Std | $1.730 \mathrm{E}+00$ | $4.796 \mathrm{E}-01$ | $5.569 \mathrm{E}-01$ | $1.037 \mathrm{E}+00$ | $8.544 \mathrm{E}-01$ | $6.759 \mathrm{E}-01$ | $7.089 \mathrm{E}-01$ | $6.304 \mathrm{E}-01$ | $1.368 \mathrm{E}+00$ |
|  | $t$-values | $4.229 \mathrm{E}+00$ | $-6.049 \mathrm{E}+00$ | $5.119 \mathrm{E}+00$ | $6.262 \mathrm{E}+00$ | $-4.679 \mathrm{E}+00$ | $-3.850 \mathrm{E}+00$ | $-6.357 \mathrm{E}+00$ | $-2.473 \mathrm{E}+00$ |  |
| cec07 | Mean | $2.059 \mathrm{E}+02$ | $3.749 \mathrm{E}+02$ | $2.417 \mathrm{E}+02$ | $9.054 \mathrm{E}+01$ | $2.815 \mathrm{E}+02$ | $6.661 \mathrm{E}+02$ | $8.030 \mathrm{E}+02$ | $2.246 \mathrm{E}+02$ | $4.431 \mathrm{E}+02$ |
|  | Std | $1.220 \mathrm{E}+02$ | $2.354 \mathrm{E}+02$ | $1.000 \mathrm{E}+02$ | $7.245 \mathrm{E}+01$ | $2.411 \mathrm{E}+02$ | $1.440 \mathrm{E}+02$ | $1.264 \mathrm{E}+02$ | $1.420 \mathrm{E}+02$ | $2.681 \mathrm{E}+02$ |
|  | $t$-values | $4.409 \mathrm{E}+00$ | $1.046 \mathrm{E}+00$ | $3.855 \mathrm{E}+00$ | $6.952 \mathrm{E}+00$ | $2.454 \mathrm{E}+00$ | $-4.013 \mathrm{E}+00$ | $-6.650 \mathrm{E}+00$ | $3.945 \mathrm{E}+00$ |  |
| cec08 | Mean | $5.208 \mathrm{E}+00$ | $5.198 \mathrm{E}+00$ | $5.572 \mathrm{E}+00$ | $4.573 \mathrm{E}+00$ | $6.616 \mathrm{E}+00$ | $5.790 \mathrm{E}+00$ | $4.989 \mathrm{E}+00$ | $4.840 \mathrm{E}+00$ | $5.626 \mathrm{E}+00$ |
|  | Std | $7.110 \mathrm{E}-01$ | $9.140 \mathrm{E}-01$ | $4.076 \mathrm{E}-01$ | $5.373 \mathrm{E}-01$ | $6.861 \mathrm{E}-01$ | $4.509 \mathrm{E}-01$ | $8.977 \mathrm{E}-01$ | $9.987 \mathrm{E}-01$ | $8.120 \mathrm{E}-01$ |
|  | $t$-values | $2.122 \mathrm{E}+00$ | $1.920 \mathrm{E}+00$ | $3.289 \mathrm{E}-01$ | $5.925 \mathrm{E}+00$ | $-5.098 \mathrm{E}+00$ | -9.659E-01 | $2.882 \mathrm{E}+00$ | $3.344 \mathrm{E}+00$ |  |
| $\text { cec } 09$ | Mean | $2.391 \mathrm{E}+00$ | $4.489 \mathrm{E}+00$ | $2.480 \mathrm{E}+00$ | $2.468 \mathrm{E}+00$ | $2.393 \mathrm{E}+00$ | $2.780 \mathrm{E}+00$ | $4.026 \mathrm{E}+00$ | $2.425 \mathrm{E}+00$ | $3.703 \mathrm{E}+00$ |
|  | Std | $3.750 \mathrm{E}-02$ | $9.466 \mathrm{E}-01$ | $5.026 \mathrm{E}-02$ | $1.110 \mathrm{E}-01$ | $1.626 \mathrm{E}-02$ | $3.780 \mathrm{E}-01$ | $1.062 \mathrm{E}+00$ | $4.617 \mathrm{E}-02$ | $8.035 \mathrm{E}-01$ |
|  | $t$-values | $8.934 \mathrm{E}+00$ | $-3.465 \mathrm{E}+00$ | $8.321 \mathrm{E}+00$ | $8.338 \mathrm{E}+00$ | $8.931 \mathrm{E}+00$ | $5.693 \mathrm{E}+00$ | $-1.328 \mathrm{E}+00$ | $8.698 \mathrm{E}+00$ |  |
| cec 10 | Mean | $2.014 \mathrm{E}+01$ | $2.046 \mathrm{E}+01$ | $2.016 \mathrm{E}+01$ | $2.010 \mathrm{E}+01$ | $2.043 \mathrm{E}+01$ | $2.044 \mathrm{E}+01$ | $2.053 \mathrm{E}+01$ | $2.033 \mathrm{E}+01$ | $2.012 \mathrm{E}+01$ |
|  | Std | $1.440 \mathrm{E}-01$ | $1.111 \mathrm{E}-01$ | $1.419 \mathrm{E}-01$ | $3.976 \mathrm{E}-02$ | $8.390 \mathrm{E}-02$ | $1.607 \mathrm{E}-01$ | $9.328 \mathrm{E}-02$ | $1.329 \mathrm{E}-01$ | $1.444 \mathrm{E}-01$ |
|  | $t$-values | -5.918E-01 | $-1.028 \mathrm{E}+01$ | $-1.074 \mathrm{E}+00$ | $9.195 \mathrm{E}-01$ | $-1.024 \mathrm{E}+01$ | -8.031E+00 | $-1.294 \mathrm{E}+01$ | $-5.858 \mathrm{E}+00$ |  |
| $w / t / l$ |  | 3/1/6 | 6/1/3 | 2/2/6 | 1/1/8 | 6/0/4 | 5/2/3 | 5/3/2 | 3/0/7 |  |



Fig. 6 Sensitivity analysis of CMGO algorithm

Table 10 Sensitivity analysis of CMGO with different values of parameter

| Sl.no | Parameter | F1 | F4 | F7 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | $I P=0.1$ | $1.5274 \mathrm{E}-161$ | $3.0887 \mathrm{E}-67$ | $1.4904 \mathrm{E}-04$ |
| 2 | $I P=0.3$ | $1.1533 \mathrm{E}-166$ | $1.8310 \mathrm{E}-69$ | $1.7238 \mathrm{E}-05$ |
| 3 | $I P=0.7$ | $2.6519 \mathrm{E}-184$ | $2.7911 \mathrm{E}-76$ | $5.9982 \mathrm{E}-06$ |

globally. As a result, it is shown that the enhancements recommended in this study result in a better balance between the exploration and exploitation abilities of the classical MGO algorithm. Because of these enhancements, the convergence and search rate of CMGO outperform the other compared algorithms.

## 6 CMGO for Real-Life Engineering Problems

Engineering design is the technique of addressing the demands necessary to assemble a product. An intricate objective function and an extensive range of decision factors, including weight, strength, and wear, constitute this process of making decisions. Real design challenges might have a substantial number of design variables and a complex, nonlinear impact on the objective function that has to be optimized. Therefore, design considerations for seven traditional engineering design challenges have been addressed in this section to overcome the projected CMGO algorithm, and its outcomes are evaluated against other competing algorithms.

### 6.1 Tension/Compression Design Problem

The primary objective of this engineering design problem [66] is to reduce the weight of the spring through the combination of three decision variables: wire diameter ( $d$ ), mean coil diameter $(D)$, and number of active coils $(N)$ as displayed in

Fig. 9. The problem may be described numerically as follows:
Suppose $\vec{y}=\left[y_{1}, y_{2}, y_{3}\right]=[N, d, D]$
Minimize $f_{1}(\vec{y})=\left(y_{3}+2\right) y_{2} y_{1}^{2}$ Subject to
$c_{1}(\vec{y})=1-\frac{y_{2}^{3} y_{3}}{71785 y_{1}^{4}} \leq 0$
$c_{2}(\vec{y})=\frac{4 y_{2}^{2}-y_{1} y_{2}}{12566\left(y_{2} y_{1}^{3}-y_{1}^{4}\right)}+\frac{1}{5108 y_{1}^{2}} \leq 0$
$c_{3}(\vec{y})=1-\frac{140.45 y_{1}}{y_{2}^{2} y_{3}} \leq 0$
$c_{4}(\vec{y})=\frac{y_{1}+y_{2}}{1.5}-1 \leq 0$
$0.05 \leq y_{1} \leq 2.00$
$0.25 \leq y_{2} \leq 1.30$
$2.00 \leq y_{3} \leq 15.0$

The results of the analysis are summarized in Table 13, demonstrating that the CMGO can address this problem effectively by providing a better design than the enumerated algorithms such as PSO, GWO, WOA, MFO, ABC, and MGO.

### 6.2 Gear Train Design Problem

An excellent illustration of a mixed challenge is the design of a gear train, which requires determining a number of design elements that are continuous, integer variables, and discrete [30]. The challenge is basically that follows: Given a set input drive and a number of fixed output drive spindles,
Table 11 Statistical results obtained for the Wilcoxon rank-sum test on CEC2005 test functions

| Functions | PSO vs CMGO |  | GWO vs CMGO |  | DE vs CMGO |  | LSHADE vs CMGO |  | CMAES vs CMGO |  | FFA vs CMGO |  | WSO vs CMGO |  | MGO vs CMGO |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p$-value | W | $p$-value | W | $p$-value | W | $p$-value | W | $p$-value | W | $p$-value | W | $p$-value | W | $p$-value | W |
| $F 1$ | $1.779 E-06$ | + | $1.772 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + |
| $F 2$ | $1.779 E-06$ | $+$ | $1.778 E-06$ | $+$ | $1.779 E-06$ | $+$ | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + |
| F3 | $1.779 E-06$ | $+$ | $1.779 E-06$ | $+$ | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | $+$ | $1.779 E-06$ | + | $1.779 E-06$ | + |
| F4 | $1.779 E-06$ | + | $1.778 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.778 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + |
| F5 | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $2.791 E-05$ | + |
| F6 | $4.622 E-04$ | + | $1.779 E-06$ | + | $1.778 E-06$ | + | $1.778 E-06$ | + | $1.621 E-03$ | + | $3.737 E-01$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + |
| F7 | $1.778 E-06$ | + | $1.778 E-06$ | + | $1.778 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $3.383 E-04$ | + |
| F8 | $1.779 E-06$ | + | $1.778 E-06$ | $+$ | $1.778 E-06$ | $+$ | $1.778 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $8.469 E-06$ | + |
| F9 | $1.778 E-06$ | + | $1.745 E-06$ | + | $1.778 E-06$ | + | $1.778 E-06$ | + | $1.778 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | NA | $=$ |
| F10 | $1.776 E-06$ | + | $1.723 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.778 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $8.125 E-01$ | - |
| F11 | $1.777 E-06$ | $+$ | $3.906 E-03$ | + | $1.778 E-06$ | + | $1.779 E-06$ | + | $1.778 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | $+$ | NA | $=$ |
| F12 | $1.075 E-01$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $4.314 E-01$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + |
| F13 | $1.740 E-06$ | $+$ | $1.779 E-06$ | $+$ | $1.779 E-06$ | $+$ | $1.779 E-06$ | + | $1.778 E-06$ | + | $1.779 E-06$ | $+$ | $1.779 E-06$ | + | $9.766 E-04$ | + |
| F14 | $2.491 E-05$ | + | $4.607 E-05$ | $+$ | $1.017 E-03$ | + | NA | = | $1.779 E-06$ | + | NA | = | NA | = | NA | $=$ |
| F15 | $9.303 E-01$ | + | $4.969 E-05$ | + | $1.779 E-06$ | + | $1.501 E-02$ | - | $1.779 E-06$ | + | $4.393 E-06$ | + | $3.183 E-05$ | + | $4.549 E-05$ | + |
| F16 | $2.632 E-06$ | + | $6.491 E-06$ | $+$ | $2.632 E-06$ | $+$ | $2.632 E-06$ | + | $2.632 E-06$ | + | $2.632 E-06$ | $+$ | $3.279 E-01$ | - | $2.632 E-06$ | + |
| F17 | $1.779 E-06$ | + | $2.456 E-03$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | $+$ | $1.779 E-06$ | + |
| F18 | $1.779 E-06$ | $+$ | $5.255 E-02$ | - | $1.779 E-06$ | $+$ | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | $+$ | $1.779 E-06$ | $+$ | $1.779 E-06$ | + |
| F19 | $1.779 E-06$ | + | $2.598 E-02$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + |
| F20 | $5.511 E-02$ | - | $6.325 E-01$ | - | $7.878 E-06$ | + | $1.388 E-04$ | + | $4.811 E-01$ | - | $1.779 E-06$ | + | $8.862 E-03$ | + | $6.770 E-01$ | - |
| F21 | $2.666 E-04$ | + | $1.779 E-06$ | + | $2.645 E-01$ | + | $3.737 E-01$ | - | $3.737 E-01$ | - | $7.852 E-01$ | + | $3.182 E-05$ | - | $1.778 E-06$ | $+$ |
| F22 | $3.848 E-01$ | + | $1.779 E-06$ | + | $9.467 E-01$ | + | $1.779 E-06$ | + | $1.779 E-06$ | + | $3.183 E-05$ | + | $1.779 E-06$ | $+$ | $1.779 E-06$ | + |
| F23 | $6.472 E-01$ | $+$ | $1.779 E-06$ | $+$ | $3.660 E-04$ | - | $1.779 E-06$ | + | $3.183 E-05$ | + | $3.660 E-04$ | - | $1.779 E-06$ | $+$ | $1.779 E-06$ | $+$ |

Table 12 Statistical results obtained for the Wilcoxon rank-sum test on CEC2019 test functions

| Functions | PSO vs CMGO |  | GWO vs CMGO |  | DE vs CMGO |  | LSHADE vs CMGO |  | CMAES vs CMGO |  | FFA vs CMGO |  | WSO vs CMGO |  | MGO vs CMGO |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | p-value | W | p-value | W | p-value | W | p-value | W | p-value | W | p-value | W | p-value | W | p-value | W |
| cec01 | 1.778E-06 | + | $1.778 E-06$ | $+$ | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.778 E-06$ | + | $1.778 E-06$ | $+$ | $1.778 E-06$ | + | $9.411 E-03$ | + |
| cec02 | NA | = | $1.777 E-06$ | $+$ | NA | = | NA | = | $1.779 E-06$ | + | $1.779 E-06$ | + | $1.732 E-06$ | + | NA | = |
| cec03 | NA | = | $1.306 E-04$ | $+$ | $1.779 E-06$ | + | $N A$ | = | $1.779 E-06$ | $+$ | 6.104E-05 | $+$ | NA | = | $1.000 E+00$ | - |
| cec04 | $1.779 E-06$ | + | $6.274 E-04$ | + | $1.971 E-06$ | + | 1.779E-06 | + | $1.971 E-06$ | + | $3.126 E-04$ | + | 5.204E-01 | - | $3.604 E-06$ | $+$ |
| cec 05 | $5.405 E-03$ | + | $1.060 E-02$ | $+$ | $3.007 E-03$ | + | $1.971 E-06$ | + | $1.971 E-06$ | + | $2.096 E-02$ | $+$ | $1.604 E-01$ | $+$ | $1.621 E-03$ | + |
| cec06 | $5.816 E-04$ | $+$ | $1.268 E-05$ | $+$ | $2.270 E-04$ | + | $7.043 E-05$ | + | $4.549 E-05$ | + | $1.219 E-03$ | + | $2.181 E-06$ | $+$ | $1.339 E-02$ | $+$ |
| cec07 | $1.134 E-03$ | + | $2.825 E-01$ | $+$ | $5.389 E-04$ | - | $5.346 E-06$ | + | $3.201 E-02$ | - | $1.865 E-03$ | $+$ | $2.909 E-05$ | $+$ | $1.865 E-03$ | $+$ |
| cec08 | $3.040 E-02$ | + | $7.272 E-02$ | - | $6.922 E-01$ | - | 5.920E-05 | + | $3.183 E-05$ | + | $5.204 E-01$ | - | $2.335 E-02$ | + | $1.407 E-03$ | + |
| cec09 | $1.779 E-06$ | + | $1.219 E-03$ | + | $1.779 E-06$ | + | $1.971 E-06$ | - | $1.779 E-06$ | + | $4.163 E-05$ | + | $2.077 E-01$ | - | $1.971 E-06$ | + |
| cec 10 | $5.752 E-01$ | - | $5.346 E-06$ | $+$ | $5.511 E-02$ | - | $9.959 E-01$ | + | $1.779 E-06$ | + | $9.540 E-06$ | + | $1.779 E-06$ | $+$ | $1.388 E-04$ | $+$ |

how can the output drive spindles be driven by the input retaining the least amount of connecting gear in the train. The purpose of this challenge is to substantially reduce the cost of the gear ratio in the aforementioned mechanical engineering problem, depicted in Fig. 10. Four integer variables, $T_{A}, T_{B}, T_{C}$, and $T_{D}$, which represent the number of teeth on four different gearwheels, are contained in this problem. Below is an investigation of the challenge's formulation.

Consider
$\vec{y}=\left[\begin{array}{llll}y_{1} & y_{2} & y_{3} & y_{4}\end{array}\right]=\left[\begin{array}{lll}T_{A} & T_{B} & T_{C} \\ T_{D}\end{array}\right]$
Minimize
$f(\vec{y})=\left(\frac{1}{6.931}-\frac{y_{3} y_{2}}{y_{1} y_{4}}\right)^{2}$
Variable range $12 \leq y_{1}, y_{2}, y_{3}, y_{4} \leq 60$
In Table 14, the performance of CMGO is contrasted with that of the PSO, GSA, GWO, MVO, WOA, and MGO. These results illustrate how CMGO outperforms competing algorithms and generates outcomes comparable to MGO. These results show that CMGO is adept at addressing various problems.

### 6.3 Speed Reducer Design Problem

The objective of the speed reducer design challenge, which is schematically portrayed in Fig. 11, is to produce a speed reduction with the least amount of weight [67]. Since there are seven design variables in this problem, it is more challenging. The following factors constitute this category: width $\left(x_{1}\right)$, teeth module $\left(x_{2}\right)$, number of pining teeth $\left(x_{3}\right)$, length of shaft 1 between bearings $\left(x_{4}\right)$, length of shaft 2 between bearings $\left(x_{5}\right)$, diameter of shaft $1\left(x_{6}\right)$, and diameter of shaft $2\left(x_{7}\right)$. For this design problem, a mathematical equation is outlined as follows.

Consider
$\vec{y}=\left[\begin{array}{llllll}y_{1} & y_{2} & y_{3} & y_{4} & y_{5} & y_{6} \\ y_{7}\end{array}\right]=\left[\begin{array}{llllll}b m p & l_{1} & l_{2} & D_{1} & d_{1}\end{array}\right]$
Minimize

$$
\begin{aligned}
f(\vec{y})= & 0.7854 y_{1} y_{2}^{2}\left(3.3333 y_{3}^{2}+14.9334 y_{3}-43.0934\right) \\
& -1.508 y_{1}\left(y_{6}^{2}+y_{7}^{2}\right)+7.4777\left(y_{6}^{2}+y_{7}^{2}\right) \\
& +0.7854\left(y_{4} y_{6}^{2}+y_{5} y_{7}^{2}\right)
\end{aligned}
$$

Subject to


Fig. 7 Convergence curve of CEC2005 benchmark functions


Fig. 8 Convergence curve of CEC2019 benchmark functions

Fig. 9 The schematic design of Tension/compression spring problem


Table 13 The results obtained for solving tension/compression design problem

| Algorithms | Optimal values of variable |  | Optimum weight |  |
| :--- | :--- | :--- | :--- | :--- |
|  | d | D |  |  |
| PSO | $5.170 \mathrm{E}-02$ | $3.580 \mathrm{E}-01$ | $1.120 \mathrm{E}+01$ | $1.270 \mathrm{E}-02$ |
| GWO | $5.170 \mathrm{E}-02$ | $3.570 \mathrm{E}-01$ | $1.130 \mathrm{E}+01$ | $1.270 \mathrm{E}-02$ |
| WOA | $6.260 \mathrm{E}-02$ | $6.804 \mathrm{E}-01$ | $3.500 \mathrm{E}+00$ | $1.466 \mathrm{E}-02$ |
| MFO | $5.200 \mathrm{E}-02$ | $3.642 \mathrm{E}-01$ | $1.087 \mathrm{E}+01$ | $1.271 \mathrm{E}-02$ |
| ABC | $5.174 \mathrm{E}-02$ | $3.581 \mathrm{E}-01$ | $1.120 \mathrm{E}+01$ | $1.276 \mathrm{E}-02$ |
| MGO | $5.000 \mathrm{E}-02$ | $3.174 \mathrm{E}-01$ | $1.403 \mathrm{E}+01$ | $1.272 \mathrm{E}-02$ |
| CMGO | $5.058 \mathrm{E}-02$ | $3.306 \mathrm{E}-01$ | $1.300 \mathrm{E}+01$ | $1.269 \mathrm{E}-02$ |



Fig. 10 The schematic design of Gear train design problem

Table 14 The results obtained in solving Gear train design problem
$c_{1}(\vec{y})=\frac{27}{y_{1} y_{2}^{2} y_{3}}-1 \leq 0$
$c_{2}(\vec{y})=\frac{397.5}{y_{1} y_{2}^{2} y_{3}^{2}}-1 \leq 0$
$c_{3}(\vec{y})=\frac{1.93 y_{4}^{3}}{y_{2} y_{6}^{4} y_{3}}-1 \leq 0$
$c_{4}(\vec{y})=\frac{1.93 y_{5}^{3}}{y_{2} y_{7}^{4} y_{3}}-1 \leq 0$
$c_{5}(\vec{y})=\frac{\sqrt{\left(\frac{745 y_{4}}{y_{2} y_{3}}\right)^{2}+16.9 \times 10^{6}}}{110 y_{6}^{3}}-1 \leq 0$
$c_{6}(\vec{y})=\frac{\sqrt{\left(\frac{745 y_{5}}{y_{2} y_{3}}\right)^{2}+157.5 \times 10^{6}}}{85 y_{7}^{3}}-1 \leq 0$
$c_{7}(\vec{y})=\frac{y_{2} y_{3}}{40}-1 \leq 0$
$c_{8}(\vec{y})=\frac{5 y_{2}}{y_{1}}-1 \leq 0$
$c_{9}(\vec{y})=\frac{y_{1}}{12 y_{2}}-1 \leq 0$
$c_{10}(\vec{y})=\frac{1.5 y_{6}+1.9}{y_{4}}-1 \leq 0$
$c_{11}(\vec{y})=\frac{1.1 y_{7}+1.9}{y_{5}}-1 \leq 0$
Where the range of the design variables $b, m, p, l_{1}, l_{2}, D_{1}$, and $d_{1}$ were given as
$2.6 \leq y_{1} \leq 3.6$
$0.7 \leq y_{2} \leq 0.8$
$y_{3} \in\{17,18,19, \ldots, 28\}$
$7.3 \leq y_{4}$
$y_{5} \leq 8.3$
$2.9 \leq y_{6} \leq 3.9$
$5 \leq y_{7} \leq 5.5$


Fig. 11 The schematic design of Speed reducer design problem

Table 15 compares the best solutions obtained through CMGO with other optimizers like PSO, GWO, WOA, MVO, SCA, and MGO. The statistical results summarized in Table 15 divulge that CMGO generated the best optimum solutions among the competing algorithms.

### 6.4 Three-Bar Truss Design Problem

Three-bar truss design is a standard optimization problem in civil engineering [68]. Its primary objective is to establish the best values for two parameters (A1 and A2, albeit a third value, $\mathrm{A} 3=\mathrm{A} 1$, is also generated), which might help decrease weight when designing a truss similar to the one in Fig. 12 by determining the best values for those two parameters. The following equation quantitatively expresses the truss design problem:

Consider

Table 15 The results obtained in solving speed reducer design problem

| Algorithms | Optimal values of variable |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $b$ | $m$ | $p$ | $l_{1}$ | $l_{2}$ | $D_{1}$ | $d_{1}$ |  |
| PSO | $3.500 \mathrm{E}+00$ | $7.000 \mathrm{E}-01$ | $1.700 \mathrm{E}+01$ | $8.300 \mathrm{E}+00$ | $7.800 \mathrm{E}+00$ | $3.352 \mathrm{E}+00$ | $5.287 \mathrm{E}+00$ |  |
| GWO | $3.505 \mathrm{E}+00$ | $7.000 \mathrm{E}-01$ | $1.700 \mathrm{E}+01$ | $7.463 \mathrm{E}+00$ | $8.072 \mathrm{E}+00$ | $3.402 \mathrm{E}+00$ | $5.291 \mathrm{E}+00$ |  |
| WOA | $3.547 \mathrm{E}+00$ | $7.068 \mathrm{E}-01$ | $2.769 \mathrm{E}+01$ | $8.130 \mathrm{E}+00$ | $8.073 \mathrm{E}+00$ | $3.347 \mathrm{E}+00$ | $5.304 \mathrm{E}+00$ |  |
| MVO | $3.511 \mathrm{E}+00$ | $7.000 \mathrm{E}-01$ | $1.700 \mathrm{E}+01$ | $7.525 \mathrm{E}+00$ | $8.184 \mathrm{E}+00$ | $3.474 \mathrm{E}+00$ | $5.287 \mathrm{E}+00$ |  |
| SCA | $3.600 \mathrm{E}+00$ | $7.000 \mathrm{E}-01$ | $1.700 \mathrm{E}+01$ | $7.300 \mathrm{E}+00$ | $8.300 \mathrm{E}+00$ | $3.470 \mathrm{E}+00$ | $5.389 \mathrm{E}+00$ | $3.044 \mathrm{E}+03$ |
| MGO | $3.500 \mathrm{E}+00$ | $7.000 \mathrm{E}-01$ | $1.700 \mathrm{E}+01$ | $7.300 \mathrm{E}+00$ | $7.715 \mathrm{E}+00$ | $3.350 \mathrm{E}+00$ | $5.287 \mathrm{E}+00$ | $2.994 \mathrm{E}+03$ |
| CMGO | $3.500 \mathrm{E}+00$ | $7.000 \mathrm{E}-01$ | $1.700 \mathrm{E}+01$ | $7.300 \mathrm{E}+00$ | $7.716 \mathrm{E}+00$ | $3.350 \mathrm{E}+00$ | $5.287 \mathrm{E}+00$ | $2.994 \mathrm{E}+03$ |



Fig. 12 The schematic design of Three-bar truss design problem
$\vec{y}=\left[\begin{array}{ll}y_{1} & y_{2}\end{array}\right]=\left[\begin{array}{ll}A_{1} & A_{2}\end{array}\right]$
Minimize
$f(\vec{y})=\left(2 \sqrt{2 y_{1}}+y_{2}\right) * l$
Subject to
$c_{1}(\vec{y})=\frac{\sqrt{2} y_{1}+y_{2}}{\sqrt{2} y_{1}^{2}+2 y_{1} y_{2}} P-\sigma \leq 0$,
$c_{2}(\vec{y})=\frac{y_{2}}{\sqrt{2} y_{1}^{2}+2 y_{1} y_{2}} P-\sigma \leq 0$,
$c_{3}(\vec{y})=\frac{1}{\sqrt{2} y_{2}+y_{1}} P-\sigma \leq 0$,
Variable range $0 \leq y_{1}, y_{2} \leq 1$
Here, $l=100 \mathrm{~cm}, \sigma=2 \mathrm{kN} / \mathrm{cm}^{2}, P=2 \mathrm{kN} / \mathrm{cm}^{2}$
The outcomes of the projected CMGO algorithm are juxtaposed with those of other optimizers like PSO, GSA,

Table 16 The results obtained in solving the three-bar truss problem

| Algorithms | $y_{1}$ | $y_{2}$ | Optimal cost |
| :--- | :--- | :--- | :--- |
| PSO | $7.878 \mathrm{E}-01$ | $4.107 \mathrm{E}-01$ | $2.639 \mathrm{E}+02$ |
| GWO | $7.878 \mathrm{E}-01$ | $4.110 \mathrm{E}-01$ | $2.639 \mathrm{E}+02$ |
| WOA | $7.623 \mathrm{E}-01$ | $4.884 \mathrm{E}-01$ | $2.645 \mathrm{E}+02$ |
| SCA | $7.730 \mathrm{E}-01$ | $4.555 \mathrm{E}-01$ | $2.642 \mathrm{E}+02$ |
| SSA | $8.722 \mathrm{E}-01$ | $2.256 \mathrm{E}-01$ | $2.693 \mathrm{E}+02$ |
| MGO | $7.930 \mathrm{E}-01$ | $3.963 \mathrm{E}-01$ | $2.639 \mathrm{E}+02$ |
| CMGO | $7.911 \mathrm{E}-01$ | $4.014 \mathrm{E}-01$ | $2.639 \mathrm{E}+02$ |

GWO, MVO, WOA, and MGO to assess how effectively it performs in solving this problem. The approximate optimal cost achieved through the proposed approach and the added algorithms are summarized in Table 16. As this table demonstrates, the outcomes of the CMGO are relatively comparable to all the other algorithms. The suggested algorithm's optimal cost is utilized as an indication of the outstanding performance of the CMGO in addressing this challenge.

## 7 Conclusions and Future Works

This study attempts to improve the recently proposed swarmbased algorithm called Mountain Gazelle Optimizer (MGO) by incorporating 10 distinct chaotic maps to form a newly developed algorithm, namely, Chaotic Mountain Gazelle Optimizer (CMGO), to accelerate convergence, prevent local optimums, and enhance MGO's capacity to balance between exploration and exploitation stages. At first, 10 different chaotic maps were implemented individually and
compared to different chaotic maps along with MGO. Afterwards, ten chaotic maps were incorporated into MGO simultaneously and compared to top-performing algorithms. The outcomes of the investigation indicate that for the majority of the tested functions of CMGO, the accuracy of the generated solutions and the convergence rate were superior to those of other optimization techniques for the majority of the functions. Engineering challenge evaluations reveal that the recently established chaotic-based CMGO outperforms its competitors. Additionally, the statistical results of the Wilcoxon sign-rank test showed that the CMGO has a p-value of less than 0.05 for the CEC2005 and CEC2019 benchmark functions, indicating its statistically significant superiority over competitor algorithms. Regardless of its outstanding performance, the main limitation of the proposed CMGO method is that it has insignificant results when solving complex multi-modal functions and CEC2019 functions compared to other peers, which could affect the computational time. When optimizing problems with varying degrees of uncertainty, there is a deficiency of diverse search strategies during the exploration and exploitation stages. In future work, the CMGO method may be utilized for image processing, data mining, and design problems across a broad range of engineering disciplines. Furthermore, the CMGO can be modified to optimize the network's parameters to improve the network's performance.
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