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Abstract
Among women, breast cancer remains one of the most dominant cancer types. In the year 2022, around 2,87,800 new cases 
were diagnosed, and 43,200 women faced mortality due to this disease. Analysis and processing of mammogram images is 
vital for its earlier identification and thus helps in reducing mortality rates and facilitating effective treatment for women. 
Accordingly, several deep-learning techniques have emerged for mammogram classification. However, it is still challenging 
and requires promising solutions. This study proposed a newer automated computer-aided implementation for breast cancer 
classification. The work starts with enhancing the mammogram contrast using a haze-reduced adaptive technique followed 
by augmentation. Afterward, EfficientNet-B4 pre-trained architecture is trained for both original and enhanced sets of mam-
mograms individually using static hyperparameters’ initialization. This provides an output of 1792 feature vectors for each 
set and then fused using a serial mid-value-based approach. The final feature vectors are then optimized using a chaotic-
crow-search optimization algorithm. Finally, the obtained significant feature vectors were classified with the aid of machine 
learning algorithms. The evaluation is made using INbreast and CBIS-DDSM databases. The proposed framework attained 
a balanced computation time with a maximum classification performance of 98.459 and 96.175% accuracies on INbreast 
and CBIS-DDSM databases, respectively.
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1  Introduction

Being a deadly disorder, breast cancer is the most cruel 
one among women [1]. The tissues of the breast are 
affected initially and spread over further to other areas. 
Due to this, breast cancer has become one of the most 
cruel cancer disorders among females [1]. As per the 

study given by the World Health Organization (WHO), 
around 8% are only diagnosed and around 6% have passed 
away [2]. In addition, around 8% of females are affected 
by this cancer type at some point in time. In the year 
2022, the lives of around 43,000 were claimed by this 
type of cancer [3]. In specific, the tumors in this cancer 
are categorized as malignant or benign. The first type 
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is so cruel which means it invades surrounding tissues 
whereas the next category does not invade. So, malignant 
tumors are found to be the most hazardous for women's 
lives [4]. Many types of imaging modalities are available 
for this tumor diagnosis. Out of all, the biopsy is proven 
as an effective methodology due to its good accuracy. At 
the same time, several studies insist that women should 
avoid multiple biopsies for further diagnosis and treat-
ment [5]. Moreover, computer-aided diagnosis (CAD) 
assists the earlier cancer diagnosis by using ultrasound 
(US) breast image samples [6]. The breast ultrasound can 
act as a supplementary imaging tool that supports in dis-
criminating between solid masses and fluid-filled cysts 
[6]. Thus, the advantages of breast ultrasound images 
include non-invasive, no radiation exposure, and can be 
used to guide clinicians during biopsy procedures.

Breast MRI is an imaging modality that utilizes power-
ful magnets and radio waves to generate breast images. 
This imaging procedure is employed and recommended 
for patients at high risk of breast tumors [7]. In addition to 
the above, Positron Emission Tomography (PET) scanning 
procedures are employed for identifying breast regions 
with increased metabolic activities. Thus, this procedure 
can be adopted in staging breast cancer and monitoring 
treatment responses [41]. The powerful gamma rays are 
utilized in PET scanning procedure for diagnosing breast 
tumors. In the same way, mammographic investigation 
has become the most adopted approach for earlier tumor 
identification [7]. Herein, a lower X-ray dose has been 
utilized for breast examination. It is noteworthy that 
mammogram images are employed for earlier tumor iden-
tification with low risk. Thus, the cruelty of this medical 
disorder will be tackled at earlier stages using mammo-
gram images [7]. On the other hand, the interpretation 
of mammogram images by doctors is highly non-reliable 
due to factors such as bias and tiredness. So it becomes 
difficult to interpret mammogram images by clinicians 
with their naked eyes. This is particularly due to several 
complications of tumors present in mammogram images 
[7]. The aforementioned mammographic procedure is 
classified into two categories: Screening and Diagnos-
tic types [40]. In screening mammographic procedure, 
mammograms are utilized effectively for detecting early 
signs of breast tumors (microcalcifications and masses) 
even before sensed by the patients. In diagnostic mam-
mographic procedure, mammograms provide a detailed 
information for accurate diagnosis when abnormalities 
are found [41]. Herein, the role of CAD systems is highly 
useful for better interpretation and further classification. 
Accordingly, different approaches to artificial intelligence 
have become predominant in detecting and classifying 
breast tumors over the past two decades.

1.1 � Challenges and Objectives of the Research

In the applications of medical imaging and analysis, spe-
cifically for the classification of breast tumors, various 
challenges will be encountered with deep learning (DL) 
approaches. The first one involves the minimal availability 
of mammograms since DL demands a requirement of a 
larger amount of inputs for better training and for pro-
viding promising solutions [8]. The next one is feature 
engineering which extricates deep features with more 
redundancy and this affects the overall classification per-
formance and computation [9]. Accordingly, the work pro-
posed a CAD framework that fuses deep features optimally 
with enhanced and original mammograms. Accordingly, 
the contributions to solving the employed classification 
problem are:

•	 Two different mammographic databases are employed.
•	 An improved contrast enhancement technique, termed 

as haze-reduced adaptive technique (HRAT) is pro-
posed.

•	 Examined the mammogram classification with and 
without contrast enhancement.

•	 Investigation of feature fusion using serial mid-value-
based (SMVB) approach for the features extracted 
through EfficientNet-B4.

•	 Implementation of an improved Chaotic-Crow Search 
Optimization algorithm (CCSOA) for selecting the 
optimal features set.

The points as discussed above regarding the proposed 
work for the classification of breast tumors are illustrated 
in Fig. 1.

2 � Background and Related Works

As discussed in the previous section, breast cancer has 
become the most prevalent cancer type. Globally, around 
1.7 million women were reported in the year of 2012. This 
is due to several factors such as age, family history, and 
medical background [9]. An alarming thing about breast 
cancer is that it is anticipated around 2 million new cases 
are identified every year. Shockingly, around 60,000 
women were endangered by cancer disorders whereas, 
with breast cancer, 15% of women were subjected to mor-
tality in the year 2018 [10]. As discussed above, both the 
detection and classification of breast tumors often rely 
on CAD frameworks, particularly, deep-learning (DL) 
approaches are influencing the CAD tools to give better 
performance. However, several risks and challenges with 
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respect to the presence of tumors in mammogram images 
always lead to inaccurate predictions from the mammo-
gram samples [11]. This makes it more important to uti-
lize the CAD framework employed with appropriate DL 
approaches for getting promising solutions to breast cancer 
diagnosis.

Tan et al. [12] proposed a convolutional neural network 
(CNN)-based system to classify digital mammograms into 
benign, normal, and malignant tumors. Their methodology 
involved the preprocessing of mammogram images, fol-
lowed by training on a DL model for feature extraction. The 
extricated features from the final layer were then classified 
using a CNN model employing the Softmax function. This 
selected framework substantially improved the accuracy of 
mammography image classification. The results indicate 
that their proposed model outperformed existing methods, 
achieving accuracies of 0.85 and 0.82, respectively. Fal-
coní et al. [13] proposed an approach for classifying breast 
tumor cells using transfer learning (TL). The study explored 
multiple DL models and found 2 top-performing models, 
MobileNet and ResNet50 architectures. Accordingly, the 
study achieved around 74 and 78% of classification accu-
racies, respectively. In addition, to enhance the classifica-
tion performance, the work has undergone different pre-
processing methodologies. Samee et al. [14] introduced a 
novel hybrid approach combining logistic regression (LR) 
and principal component analysis (PCA). Here, the work 

obtained better classification results evaluated using the 
mini-MIAS and INbreast databases. The hybrid approach 
in this work attained notable performance, achieving around 
98% of accuracy with MIAS data and 98.6% with INbreast 
mammogram data.

Hekal et al. [15] introduced a CAD-based approach for 
classifying two types of mammographic tumors. An Otsu 
thresholding-based approach was employed in the CAD 
framework for identifying microcalcifications in mammo-
gram images. Afterward, two deep CNNs (ResNet50 and 
AlexNet) were employed for processing the identified tumor-
like regions and for extracting mammographic features. In 
this way, the work utilized two distinct datasets for evalu-
ation and attained a performance of 84 and 91% accuracy, 
respectively. A customized neural network based on the 
ResNet architecture was proposed by Siddeeq et al. [16]. 
The designed CAD model was evaluated with an unbalanced 
dataset after appropriate pyramid scaling and data augmen-
tation. The results of this study revealed that the classifica-
tion performance evaluated with INbreast data is found to be 
increasing when there is an increase in training data.

Hikmah et  al. [17] introduced a CAD approach for 
enhancing tumor classification based on multi-view screen-
ing. A texture-based technique was implemented in the work 
for segmenting tumor regions in digital mammograms using 
an I-order local entropy function. In this way, the extricated 
features were utilized for computing the area and radius 

Fig. 1   Work-flow for breast tumor classification
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values in malignant areas. Accordingly, an improved detec-
tion of 80.5% for MLO and 88% for CC views of accuracies 
were obtained. Alruwaili et al. [18] presented a CAD-based 
approach utilizing the advantages of transfer learning (TL). 
Different augmentation of mammograms was done in the 
study to mitigate overfitting and to attain promising solu-
tions. Accordingly, the outcomes of the study revealed that 
the classification performance is substantially improved for 
tumor diagnosis. Almalki et al. [19] introduced a CAD-based 
approach that was evaluated using larger mammographic 
inputs. The work involved several stages such as noise and 
pectoral portion removal from mammogram samples. Then 
contrast enhancement was done and mammogram segmenta-
tion was then carried out for detecting abnormal spots in the 
input samples. In this way, the implementation is supported 
for better outcomes regarding tumor classification. Thus, the 
work attained 92% of accuracy in classifying the BIRADS 
database with multi-class targets. In addition to this, several 
other research studies using DL-based techniques are also 
available on the implementation of breast tumor problems. 
Out of which, some of them are as follows: CNN with fuzzy 
c-mean and median support [20], and optimized stacking 
learning model [21].

From the above discussion, it is evident that the breast 
cancer classification problem demands promising and reli-
able approaches to save human lives. In addition to the valu-
able approaches in the literature, two more steps are required 
to attain robust classification performance. This involves 
contrast enhancement in mammograms and appropriate 
feature selection. In this way, our proposed work involves 
mammogram contrast enhancement and feature optimiza-
tion after deep feature extrication. This leads to attaining 
reduced computational time, tackling overfitting problems, 
and thereby enhancing classification outcomes. Thus the 
work employed the above steps for substantial improvement 
of the overall performance of the model.

3 � Materials and Methods

The discussion on the input database, contrast enhance-
ment, data augmentation, and proposed framework to clas-
sify microcalcifications in digital mammograms is done in 
this section.

3.1 � Mammogram Datasets

The research employed mammogram inputs taken from two 
distinct standard databases: INbreast [22] and CBIS-DDSM 
[23]. The first dataset is the combination of multiple FFDM 
(Full Field Digital Mammograms). The next one is a curated 
subset of the standard DDSM (Digital Database for Screen-
ing Mammograms), focusing on several breast imaging 

samples. The FFDM samples of INbreast data are found to 
be more peculiar in terms of providing information than the 
mammogram samples of DDSM data [24]. Several research-
ers utilized these databases to evaluate the effectiveness of 
the proposed CAD models. This makes these databases as 
widely popular and standard for evaluation among the breast 
tumor research community [24]. A sample mammogram 
image taken from the INbreast and CBIS-DDSM databases 
is illustrated in Fig. 2.

3.2 � Contrast Enhancement Using Haze‑Reduced 
Adaptive Technique (HRAT)

Contrast enhancement is a highly demandable one in digi-
tal mammograms for the effective classification of breast 
tumors. The conventional haze-removal algorithm intends 
to give higher-quality of rebuilt images through the balanced 
adjustment of saturation and contrast [25]. For mammogram 
images, the lesions and microcalcifications are made to be 
visible clearly via haze-reduction algorithms. Accordingly, 
the study proposed a newer contrast enhancement approach 
that combines haze removal [25] and adaptive global–local 
transformations [26], termed as the Haze-Reduced Adap-
tive Technique (HRAT). The original and contrast-enhanced 
sample mammograms from the INbreast and CBIS-DDSM 
datasets are given in Fig. 3. The algorithmic description of 
HRAT will be discussed next.

Algorithm for HRAT approach
Step 1: Load the mammogram input from the INbreast 

and CBIS-DDSM datasets. 
Step 2: Haze removal based on dark channel PriorMethod

•	 Calculation of the dark channel prior to the mammogram 
input with a window size for local analysis.

Fig. 2   A sample mammogram from the INbreast and CBIS-DDSM 
datasets
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•	 Computation of the minimum value in the local patch 
Ω(x) for all image channels for each pixel (x, y) in the 
mammogram.

•	 Obtain the minimum value as the dark channel value 
J(x) at pixel (x, y) and is mathematically given in 
Eq. (1).

In Eq. (1), J(x, y) denotes the dark channel value at pixel 
(x, y), and I(x�, y�, c) represents the intensity in channel c 
at pixel (x�, y�) . And �(x) denotes a local patch centered 
at pixel (x, y).

Step 3: Adaptive global–local transformation

•	 Enhancement of contrast in mammograms using an 
adaptive transformation.

•	 The study utilizes the standard adaptive histogram 
equalization which is represented as given in Eq. (2).

(1)J(x, y) = min_c(min
{(

x�, y�
)

∈ �(x)
}

(I(x�, y�, c)))

(2)T(I(x, y, c)) = AdEHist(I(x, y, c))

In Eq. (2), T(I(x, y, c)) illustrates the enhanced pixel value 
at location (x, y) in channel c and AdEHist(I(x, y, c)) denotes 
the operation of adaptive histogram equalization approach.

Step 4: Integration of haze removal and adaptive 
transformation

•	 Adjustment of the mammogram contrast enhancement by 
controlling the involvement of haze removal and adaptive 
transformation using the parameter, �.

•	 This can be mathematically given in Eq. (3).

In Eq. (3), EI(x, y, c) represents the enhanced pixel value 
at location (x, y) in channel c , and � denotes the weighting 
coefficient for controlling the influence of haze removal.

Step 5: Repetition of the above steps for all pixels and 
channels of mammograms.

3.3 � Augmentation of Mammograms

For generating more mammogram images using the avail-
able data present in INbreast and CBIS-DDSM datasets, 
the work performed the processing of mammograms with 
degrees of rotation of 45, 90, 135, 180, 235, 270, and hori-
zontal and vertical flipping. In this way, more mammogram 
data are generated for the robust training of the employed 
deep-learning model. The summary of how many mammo-
grams were generated as compared with the original mam-
mogram datasets is illustrated in Table 1.

3.4 � EfficientNet‑B4 Architecture

In the deep transfer learning models, the researchers are trying 
to make the model efficient by making them so wider, deeper, 
or with more resolution. But this makes the model to be satu-
rated for the classification problem and provides false results 
[27]. In EfficientNet architectures, all the scaling in terms of 
width, resolution, and depth is done in an effective and con-
trolled manner to obtain better performance [28]. In specific, 
the research employed the EfficientNEt-B4 architecture [29] 
for breast tumor classification. This is due to the reason of 

(3)EI(x, y, c) = � ∗ J(x, y, c) + (1 − �) ∗ T(I(x, y, c))

Fig. 3   a, c Sample mammograms from the original INbreast and 
CBIS-DDSM datasets, b, d corresponding mammograms with con-
trast enhancement using HRAT approach

Table 1   Augmentation summary of digital mammograms

Output 
targets

INbreast database CBIS-DDSM database

Employed 
mammo-
grams

Augmented 
mammo-
grams

Employed 
mammo-
grams

Augmented 
mammo-
grams

Benign 76 608 557 4456
Malignant 70 560 637 5096
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attaining a better balance between the size and performance 
of the model [29]. As illustrated in Fig. 4, MBConv represents 
the mobile inverted convolution blocks and this is a reversed 
residual block. This provides depthwise separable convolu-
tional operations on applied inputs. This leads to the advantage 
of learning more diverse features from the mammogram inputs 
[29]. Another advantage is that this learning requires fewer 
parameters with effective computation. In this way, MBConv 
blocks of the EfficientNet-B4 model provide a robust represen-
tation of feature vectors. As in Fig. 4, the feature maps are then 
passed to the subsequent global average pooling (GAP) block 
[30]. This helps in getting a reduced spatial dimension and 
improved global representation of feature maps. This process 
is expressed mathematically in Eq. (4) [30].

(4)GAP(x) = 1∕(H ∗ W) ∗ Σx(i, j)

In Eq. (4), GAP(x) represents the global average pooling 
result, x(i, j) denotes the value of the feature map at posi-
tion (i, j) , H and W  are the height and width of the feature 
maps, respectively. As shown in the architecture of Fig. 4, 
the GAP block is connected next to the convolutional blocks. 
This will help the overall architecture by reducing the fea-
ture dimensions and capturing higher-level representations. 
The output of the fully connected layers serves as the deep 
features extracted from the mammogram images which is 
N × 1792 for each mammogram database. A sample visu-
alization of intermediate activations of the EfficientNet-B4 
model for an input Mammogram of the CBIS-DDSM data-
base is illustrated in Fig. 5. This plot illustrates the interme-
diate activations of the 'block2a_expand_activation' layer of 
EfficientNet-B4 for visualization. Herein, it illustrates how 
deep the learning is, and thus it provides robust feature vec-
tors. In addition, Fig. 5 tells the significance of contrast in 
training the deep learning models.

Fig. 4   EfficientNet-B4 archi-
tecture

Fig. 5   Sample visualization of intermediate activations of the EfficientNet-B4 model ('block2a_expand_activation') for a mammogram input of 
CBIS-DDSM database
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3.5 � Serial Mid‑Value Based (SMVB) Feature Fusion

The process of fusing feature vectors is a key factor in 
improving the quality of features used for multiple appli-
cations. But at the same time, the fusing is meaningless if 
the features are combined using invalid operations [31]. In 
medical imaging analysis problems, the serial-based feature 
fusion approach is the most commonly used one among 
researchers [32]. The aforementioned technique is simple 
and powerful since the fused data holds all the feature vec-
tors. On the other hand, the fused data contains both relevant 
and redundant vectors. For classification problems, this will 
increase the computational complexity with a chance of a 
higher error rate [32]. In this way, the work employed a serial 
mid-value-based (SMVB) approach for improved fusion of 
vectors. This method of feature fusion works by considering 
a mid-value-based function for computing a central value for 
generating efficient fused data. Thus, the SMVB approach 
balances the fusion process and computational complexity, 
and in turn, enhances the quality of fused features.

For both databases, the feature dimensions attained 
finally using EfficientNet-B4 architecture are N × 1792 and 
N × 1792 , respectively. This makes the dimension of serially 
fused vectors as N × 3584 which is mathematically repre-
sented as shown in Eq. (5).

In Eq. (5), f1 and f2 denote the feature vectors with respect 
to the original and enhanced mammograms of two datasets. 
Based on Eq. (5) as discussed above, the extricated features 
are combined for fusion. Now, as per the approach, the com-
putation of mid-value is done using the fused feature vectors 
and this is mathematically illustrated in Eq. (6).

Based on the calculation of Eq. (7), the obtained mid-
value will be passed to the threshold function to determine 
the final set of fused feature vectors as given mathematically 
in Eq. (8).

In Eq. (8), T represents the threshold function, Fu(.) is the 
fused feature vector of the INbreast database. In a similar 
way, the SMVB approach is applied to the CBIS-DDSM 
database as illustrated on Eqs. (5) to (8). In this research, the 
dimensions of the finally fused feature vector are N × 1906 

(5)kfq(v) =

[

f1
f2

]

(N×1792)+(N×1792))

(6)Fnc = Mid_Value(kfq(v))

(7)Mid_Value =
lw + hw

2

(8)T =

{

Fu(f ) for kfq(v) ≥ Fnc

Ignore elsewhere

and N × 1932 for the INbreast and CBIS-DDSM databases, 
respectively.

3.6 � Chaotic‑Crow‑Search Optimization Algorithm 
(CCSOA) for Feature Selection

The crow-search algorithm is used for solving various opti-
mization problems, which are inspired by the behavior of 
crow species [33]. The simple crow-search algorithm with 
chaotic maps is employed in this research for selecting 
dominant features from the above-fused feature vectors. This 
improves the quality of feature vectors by either maximizing 
or minimizing the objective function. For this, the algorithm 
employs two parameters namely fitness function ( F ) and 
complexity penalty ( P ). The fitness function gives the meas-
urement of the quality of a feature subset. Another param-
eter, the complexity penalty finetunes feature subsets with 
a higher amount of features. The above two parameters are 
intended to balance model performance in terms of selecting 
significant features. In this way, the objective function ( O ) 
can be expressed mathematically as given in Eq. (9).

� given in Eq. (9) represents a trade-off parameter between 
model performance and simplicity. After trial-and-error-
based experimentations with respect to the performance 
accuracy of the KNN model, the value of � has been tuned 
to 0.15. In Python, this tuning has been done using a Numpy 
function, ‘np.logspace(−3, 0, 10)’ that creates an array of 10 
experimental values for the trade-off parameter � , ranging 
between 0.001 and 1.0 on a logarithmic scale. This way of 
logarithmic exploration is chosen for covering a wider range 
of � values so that smaller values are emphasized in regulat-
ing the performance. As discussed above, the work utilized 
a chaotic map function for implementing an efficient search 
for obtaining optimal solutions. In this work, the CCSOA is 
used for obtaining a significant set of features by maximizing 
the considered objective function.

The steps involved are given below:

•	 Initialization: the CCSOA begins with an initial popula-
tion of solutions. Each solution characterizes the forma-
tion of a binary feature subset. In this subset, the value of 
1 indicates that the feature is significant, and 0 indicates 
non-significance.

•	 Evaluation of objective function: this is evaluated for 
each obtained solution in the population.

•	 Chaotic-map-based search: the employed chaotic maps 
(Tent Maps) [34] will support the search process. That 
is, chaotic sequences are generated for updating the solu-
tions, and this provides an effective exploration of search 
space for the considered task.

(9)O = F − � × P
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•	 Social behavior of crows: similar to the social behavior of 
crow species, the solutions will interact with each other. 
The interactions help to provide awareness of fitness and 
features which generates better solutions.

•	 Updation of solutions: the solutions are finally updated 
in accordance with the chaotic sequences, fitness values, 
and information shared from other solutions. The work 
repeats the above process for a 20-iteration count.

During the above-discussed process for feature selection, 
the binary representation of solutions will generate the opti-
mal features. This illustrates that features representing 1 s are 
being ‘selected’, while 0 s denote ‘not-significant’. This can 
be mathematically illustrated in Eq. (10).

S in Eq. (10) represents the binary representation of solu-
tions, and si denotes a binary value illustrating whether the 
i th feature is selected or not. The fitness as discussed above 
can be given as in Eq. (11).

The updation of the selected feature set is based on 
Eqs. (10) and (11). Thus, CCSOA-based feature selection 
explores the feature space iteratively. Accordingly, the fea-
ture subset will be generated by maximizing the objective 
function. As a final point, CCSOA utilizes chaotic maps [34] 
and crow’s powerful social interactions [33] for achieving 
effective feature selection. As given in Eq. (11), a simple 
but powerful K-Nearest Neighbor (KNN) [35] algorithm is 
adopted as a function. The final selected features are then 
applied to the machine learning classifiers for further experi-
mentation. In this way, the dimensions of the selected fea-
tures are obtained as N × 1157 and N × 1181 . This reveals 
that the above-said approach has substantially reduced the 
feature vector size.

4 � Experimentation Results and Discussion

4.1 � Experimental Setup

The experimental results obtained for the proposed CAD 
framework applied with two open mammographic datasets 
are presented here in detail. The evaluation is done using 
augmented INbreast and CBIS-DDSM databases with and 
without contrast enhancement. The training and testing of 
these mammograms are 70:30 along with a cross-validation 
split of 10. The employed EfficientNet-B4 model includes 
the fine-tuning of hyperparameters such as 0.004 as a learn-
ing rate, 0.7226 as momentum with hundred epochs, 32 as a 
batch size, and the optimizer utilized is a stochastic gradient 

(10)S = [s1, s2, s3,… .sn]

(11)F = Acc(KNN)

descent algorithm. In the testing phase, a ten-fold cross-vali-
dation is performed for each experiment. Herein, the results 
are computed and will be presented for each database as 
follows: (i) classification using deep extracted features on 
the original database, (ii) classification using deep extracted 
features on a contrast-enhanced database, (iii) fusion of the 
original and enhanced database deep extracted features using 
serial mid-value based (SMVB) feature fusion approach, 
and (iv) feature selection using the Chaotic Crow-Search 
Optimization algorithm. The machine learning algorithms 
employed for classification are as follows: ensemble sub-
space KNN (EKNN), fine KNN (FKNN), weighted KNN 
(WtKNN) [36], linear SVM (LSVM), cubic Support Vector 
Machine (CSVM), multi-kernel SVM (MKSVM), quad-
ratic SVM (QSVM) [37], medium neural networks (MNN), 
wide neural networks (TNN), and bi-layered neural network 
(BLNN) [38]. All the experimentations are implemented 
using a computer with a RAM specification of 16 GB, 8 GB 
of graphic card, and 2 TB of storage on Windows 10 pro 
with Python 3.6. The performance metrics employed are 
sensitivity (Sen), specificity (Spc), accuracy (Acc), precision 
(Prc), F1 score, and Kappa [39]. The mathematical equations 
of the above metrics [40, 41] are illustrated in Eqs. (12) to 
(17). In addition, the computation time is also computed and 
compared against each experiment.

4.2 � Results Using INbreast Database

(i)	 Classification results obtained for deep-extracted fea-
tures of the original database

(12)

Sensitivity (Sen) = True Positives (TP)
True Positives (TP) + False Negatives (FN)

× 100

(13)

Specificity (Spc) =
True Negatives (TN)

True Negatives (TN) + False Positives (FP)
× 100

(14)

Accuracy (Acc) =
True Positives (TP) + True Negatives (TN)

Total Mammograms
× 100

(15)

Precision (Prc) =
True Positives (TP)

True Positives (TP) + False Positives (FP)
× 100

(16)F1 Score = 2 ×
Precision × Sensitivity

Precision + Sensitivity
× 100

(17)

Cohen’s Kappa (�)

=
Observed Agreement − Expected Agreement

1 − Expected Agreement
× 100
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Table 2 provides the outcomes of the classifiers applied 
with the original INbreast data. In this experimentation, 
the deep features are extricated through EfficientNet-B4 
architecture as given in Fig. 4. The results as presented 
in this table provide insights into the performance of dif-
ferent classification algorithms employed for this experi-
mentation. As in Table 2, the classification performance of 
WKNN and EKNN algorithms are better for the employed 
breast cancer problem as compared with the performance 
of FKNN. However, among neural network-based classi-
fiers, the BLNN algorithm provided a better classification 
performance of accuracy, 92.180% as compared with other 
models. Finally, the MKSVM algorithm achieved a supreme 
classification performance of sensitivity of 89.88%, specific-
ity of 92.11%, accuracy of 91.039%, precision of 91.29%, F1 
score of 90.58%, Kappa of 0.820, and took around 31.64 s 
for computation.

	 (ii)	 Classification results obtained for deep-extracted fea-
tures of the contrast-enhanced data

Table 3 presents the results of classification algorithms 
applied to HRAT (Haze Reduced Adaptive Technique) 
based contrast-enhanced INbreast data using deep features 

extracted by the EfficientNet-B4 model. Overall, the results 
reveal that the classification algorithms, especially MKSVM 
and BLNN models, achieved higher accuracy and precision. 
This indicates robust performance in classifying the INbreast 
data with contrast-enhanced features extracted by the Effi-
cientNet-B4 model. Accordingly, the BLNN model achieved 
a sensitivity of 93.45%, specificity of 93.20%, accuracy of 
93.322%, precision of 92.68%, F1 score of 93.06%, and 
Kappa of 0.866. Thus, the BLNN algorithm provided 
higher accuracy and precision, indicating better classifica-
tion performance than others. In particular, the MKSVM 
model achieved a sensitivity value of 93.45%, specificity of 
93.75%, accuracy of 93.607%, precision of 93.23%, F1 score 
of 93.34%, and Kappa of 0.872. This indicates its superior 
performance in correctly classifying both positive and nega-
tive cases. Hence, the MKSVM algorithm achieved a higher 
accuracy and precision, indicating robust classification with 
a computation time of around 12.87 s.

	 (iii)	 Classification results obtained for SMVB-fused fea-
tures

Figure 6 illustrates the confusion matrix visualization 
of the results obtained using the WKNN algorithm applied 

Table 2   Original INbreast 
database classification using 
EfficientNet-B4 extracted 
features

Classification 
algorithms

Sen (%) Spc (%) Acc (%) Prc (%) F1 score (%) Kappa (%) Time (s)

EKNN 89.88 91.01 90.468 90.20 90.04 0.809 8.31
FKNN 89.29 90.46 89.897 89.61 89.45 0.798 38.34
WKNN 89.88 91.56 90.753 90.75 90.31 0.815 7.16
LSVM 88.69 89.91 89.326 89.01 88.85 0.786 9.82
QSVM 90.48 91.01 90.753 90.26 90.37 0.815 7.74
CSVM 91.07 91.56 91.324 90.86 90.96 0.826 20.19
MKSVM 92.26 92.65 92.466 92.04 92.15 0.849 12.16
MNN 89.88 92.11 91.039 91.29 90.58 0.820 31.64
TNN 89.29 91.01 90.183 90.14 89.71 0.803 11.92
BLNN 92.26 92.11 92.180 91.50 91.88 0.843 18.46

Table 3   HRAT-based 
contrast enhanced INbreast 
data classification using 
EfficientNet-B4 extracted 
features

Classification 
algorithms

Sen (%) Spc (%) Acc (%) Prc (%) F1 Score (%) Kappa (%) Time (s)

EKNN 91.07 92.11 91.610 91.40 91.23 0.832 7.86
FKNN 90.48 91.56 91.039 90.80 90.64 0.820 39.14
WKNN 91.07 92.65 91.895 91.95 91.51 0.838 6.79
LSVM 89.88 91.01 90.468 90.20 90.04 0.809 9.52
QSVM 91.67 92.11 91.895 91.45 91.56 0.838 6.97
CSVM 92.26 92.65 92.466 92.04 92.15 0.849 18.41
MKSVM 93.45 93.75 93.607 93.23 93.34 0.872 12.87
MNN 91.07 93.20 92.180 92.50 91.78 0.843 27.39
TNN 90.48 92.11 91.324 91.35 90.91 0.826 6.43
BLNN 93.45 93.20 93.322 92.68 93.06 0.866 14.95
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with SMVB fused feature vectors of the INbreast database. 
Table 4 represents the results obtained for this experi-
mentation with all classification algorithms. The results 
illustrated that the classification algorithms, especially 
WKNN, MKSVM, and BLNN algorithms, achieved higher 
values of accuracy, precision, and F1 score. In particular, 
the WKNN algorithm achieved a sensitivity of 95.83%, 
specificity of 95.39%, accuracy of 95.605%, precision of 
95.04%, F1 score of 95.44%, and Kappa score of 0.912. 
This indicates a robust performance in classifying INbreast 

data with features fused through the SMVB approach with 
the WKNN model. However, the computation time for all 
the classification algorithms has been increased substan-
tially. This implies that the highest of 55.97 s of compu-
tation time is attained while using the FKNN algorithm. 
This is due to the reason that the FKNN model provides 
finely detailed discriminations between benign and malig-
nant mammogram cases. This is done with the number 
of neighbours tuned as 1 and uses Euclidian distance for 
calculating the nearest neighbours. However, the least 

Fig. 6   Confusion matrix plot for 
WKNN-SMVB feature-fused 
INbreast data classification

Table 4   SMVB feature fused 
INbreast data classification

Classification 
algorithms

Sen (%) Spc (%) Acc (%) Prc (%) F1 score (%) Kappa (%) Time (s)

EKNN 92.86 93.75 93.322 93.19 93.02 0.866 21.53
FKNN 92.26 93.20 92.751 92.59 92.43 0.855 55.97
WKNN 95.83 95.39 95.605 95.04 95.44 0.912 16.14
LSVM 91.67 92.65 92.180 92.00 91.83 0.843 21.96
QSVM 93.45 93.75 93.607 93.23 93.34 0.872 16.72
CSVM 94.05 94.30 94.178 93.82 93.94 0.883 14.99
MKSVM 95.24 95.39 95.320 95.01 95.12 0.906 18.25
MNN 92.86 94.85 93.893 94.32 93.58 0.878 15.78
TNN 92.26 93.75 93.037 93.15 92.70 0.860 16.97
BLNN 95.24 94.85 95.034 94.45 94.84 0.901 15.36
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computation time of 14.99 s is attained using the CSVM 
classification model.

	 (iv)	 Classification results obtained for CCSOA-based fea-
ture selection approach

Figure 7 illustrates the confusion matrix visualization 
of the results obtained using the MKSVM algorithm with 
CCSOA-based selected features of the INbreast database. 
Table 5 represents the results obtained for this experimenta-
tion with all classification algorithms. The results revealed 

that employed classification algorithms, especially WKNN, 
MKSVM, and BLNN, achieved higher accuracy, precision, 
and F1 score. In particular, the MKSVM model outperforms 
others with a sensitivity of 98.21%, specificity of 98.68%, 
accuracy of 98.459%, precision of 98.57%, F1 score of 
98.39%, and Kappa of 0.969. Thus, MKSVM performed 
exceptionally well, with higher classification performance 
for the employed problem with a computation of 7.92 s.

The results obtained using four experimentations applied 
with the INbreast database are graphically compared and 

Fig. 7   Confusion matrix plot 
for classification results of 
MKSVM-CCSOA-based feature 
selection of INbreast data

Table 5   Classification results of 
CCSOA-based feature selection 
of INbreast data

Classification 
algorithms

Sen (%) Spc (%) Acc (%) Prc (%) F1 score (%) Kappa (%) Time (s)

EKNN 95.24 95.94 95.605 95.58 95.41 0.912 3.12
FKNN 94.64 95.39 95.034 94.98 94.81 0.901 16.78
WKNN 98.21 97.59 97.888 97.40 97.81 0.958 3.49
LSVM 94.05 94.85 94.463 94.38 94.22 0.889 3.98
QSVM 95.83 95.94 95.890 95.61 95.72 0.918 2.67
CSVM 96.43 96.49 96.461 96.20 96.31 0.929 2.79
MKSVM 98.21 98.68 98.459 98.57 98.39 0.969 7.92
MNN 95.24 97.04 96.176 96.74 95.98 0.923 3.45
TNN 94.64 95.94 95.320 95.55 95.10 0.906 2.51
BLNN 97.62 97.04 97.317 96.81 97.21 0.946 3.06
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plotted in Fig. 8. From this plot, the performance of the 
WKNN algorithm is found to be consistent, achieving higher 
sensitivity, specificity, accuracy, and F1 score across multi-
ple experimentations. However, the MKSVM algorithm gave 
a superior performance among others, making it a robust 
model for accurate classification of breast tumors using 
the INbreast database. Also, noted that the TNN algorithm 
provided a descent classification performance of an accu-
racy value of 95.320% with a very minimal computation 
complexity as shown in Fig. 8. Thus, the proposed work 
with the MKSVM model provided a better balance in attain-
ing good classification results with minimal computational 
complexity.

4.3 � Results Using CBIS‑DDSM Database

(i)	 Classification results obtained for deep-extracted fea-
tures of the original database

Table 6 provides the outcomes of the classifiers applied 
with the original CBIS-DDSM data. In this experimenta-
tion, the deep features are extricated through EfficientNet-B4 
architecture as given in Fig. 4. The results as presented in 
this table provide insights into the performance of different 
classification algorithms employed for this experimenta-
tion. As in Table 6, EKNN, FKNN, and WKNN algorithms 
provided better values of sensitivity and accuracy. In addi-
tion to this, the WKNN algorithm provided a balanced 
F1 score. The Support Vector Machine (SVM) variants 
(LSVM, QSVM, CSVM, MKSVM) and neural network 
model variants (MNN, TNN, BLNN) consistently showed 
balanced performance in sensitivity, specificity, and accu-
racy. However, the EKNN algorithm provided supreme clas-
sification results of sensitivity (Sen) of 91.84%, specific-
ity (Spc) of 90.14%, accuracy (Acc) of 91.046%, precision 
(Prc) of 91.42%, F1 score of 91.63%, and Kappa of 0.820. 
On the other hand, the EKNN model provided a higher 

Fig. 8   Graphical comparison of all experimentations evaluated using the INbreast dataset

Table 6   Original CBIS-DDSM 
database classification using 
EfficientNet-B4 extracted 
features

Classification 
algorithms

Sen (%) Spc (%) Acc (%) Prc (%) F1 score (%) Kappa (%) Time (s)

EKNN 91.84 90.14 91.046 91.42 91.63 0.820 477.36
FKNN 91.51 89.62 90.627 90.97 91.24 0.812 40.13
WKNN 91.51 89.69 90.662 91.03 91.27 0.812 85.99
LSVM 90.92 88.87 89.964 90.33 90.62 0.798 110.53
QSVM 91.51 89.77 90.697 91.09 91.30 0.813 51.58
CSVM 91.58 89.92 90.801 91.22 91.40 0.815 99.41
MKSVM 91.64 89.92 90.836 91.22 91.43 0.816 49.24
MNN 91.51 89.84 90.731 91.15 91.33 0.814 93.22
TNN 91.64 89.84 90.801 91.16 91.40 0.815 99.16
BLNN 91.71 89.99 90.906 91.29 91.50 0.817 240.20
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computational complexity as compared with others for this 
experimentation.

	 (ii)	 Classification results obtained for deep-extracted fea-
tures of the contrast-enhanced data

Table 7 presents the results of classification algorithms 
applied to HRAT (Haze Reduced Adaptive Technique) based 
contrast-enhanced CBIS-DDSM data using deep features 
extracted by the EfficientNet-B4 model. Overall, the results 
reveal that the classification algorithms, especially EKNN, 
FKNN, and WKNN provided better sensitivity and accuracy 
values. In addition to this, the EKNN provided the high-
est sensitivity. The Support Vector Machine (SVM) mod-
els (LSVM, QSVM, CSVM, MKSVM) and neural network 
models (MNN, TNN, BLNN) consistently showed balanced 
performance in terms of sensitivity, specificity, and accu-
racy. Finally, the EKNN model provided superior results 
of sensitivity (Sen) of 93.01%, specificity (Spc) of 91.56%, 
accuracy (Acc) of 92.337%, precision (Prc) of 92.65%, F1 
score of 92.83%, and Kappa of 0.846. This reveals that the 
EKNN model provided a higher sensitivity and specificity, 
resulting in balanced accuracy. However, the model had a 
longer runtime of 596.32 s.

	 (iii)	 Classification results obtained for SMVB-fused fea-
tures

Figure 9 illustrates the confusion matrix visualization 
of the results obtained using the MKSVM algorithm with 
SMVB-based fused features of the CBIS-DDSM database. 
Table 8 represents the results obtained for this experimenta-
tion with all classification algorithms. The results revealed 
that the EKNN model provided the highest sensitivity and 
accuracy but had a considerably longer runtime. On the 
other hand, algorithms such as FKNN, WKNN, QSVM, 
and CSVM algorithms consistently showed balanced perfor-
mance in sensitivity, specificity, and accuracy. Consequently, 
the MKSVM algorithm provided a supreme performance 
of sensitivity of 94.78%, specificity of 93.13%, accuracy 

of 94.012%, precision of 94.04%, F1 score of 94.41%, and 
Kappa of 0.880. Thus, the MKSVM model provided robust 
performance with higher sensitivity and accuracy. However, 
the algorithm executed the classification task in 139.96 s.

	 (iv)	 Classification results obtained for CCSOA-based fea-
ture selection approach

Figure 10 illustrates the confusion matrix visualization 
of the results obtained using the EKNN algorithm with 
CCSOA-based selected features of the CBIS-DDSM data-
base. Table 9 represents the results obtained for this experi-
mentation with all classification algorithms. The results 
revealed that employed classification algorithms, especially 
EKNN and MKSVM algorithms consistently achieved the 
highest sensitivity, specificity, and accuracy. Also, noted that 
the models of FKNN, WKNN, QSVM, CSVM, and MNN 
algorithms yield balanced performance with good accuracy 
and F1 score. Consequently, the EKNN algorithm provided 
a sensitivity (Sen) of 96.81%, specificity (Spc) of 95.45%, 
accuracy (Acc) of 96.175%, precision (Prc) of 96.05%, F1 
score of 96.43%, and Kappa of 0.923. Thus, the EKNN 
model yields the highest sensitivity and accuracy, indicating 
excellent performance in identifying positive cases. It is also 
noted that the EKNN algorithm took a moderate runtime of 
165.74 s.

The results obtained using four experimentations applied 
with the CBIS-DDSM database are graphically compared 
and plotted in Fig. 11. As from this plot, the EKNN algo-
rithm consistently provided a higher sensitivity and accu-
racy, and this makes it a robust performer in the classifi-
cation of the CBIS-DDSM database. Also, noted that the 
WKNN algorithm consistently attained the highest sensi-
tivity and accuracy, indicating the effectiveness of SMVB-
based feature fusion and CCSOA-based feature selection. 
Moreover, algorithms such as FKNN, LSVM, and QSVM 
models consistently delivered balanced performance in dif-
ferent experimentations. The HRAT-based contrast enhance-
ment (Table 7) and SMVB-based feature fusion (Table 8) 

Table 7   HRAT-based contrast 
enhanced CBIS-DDSM 
data classification using 
EfficientNet-B4 extracted 
features

Classification 
algorithms

Sen (%) Spc (%) Acc (%) Prc (%) F1 score (%) Kappa (%) Time (s)

EKNN 93.01 91.56 92.337 92.65 92.83 0.846 596.32
FKNN 92.36 90.22 91.360 91.52 91.94 0.826 51.66
WKNN 92.43 90.29 91.429 91.59 92.00 0.828 89.13
LSVM 91.71 89.47 90.662 90.87 91.29 0.812 111.46
QSVM 92.29 90.37 91.394 91.64 91.96 0.827 82.75
CSVM 92.36 90.51 91.499 91.76 92.06 0.829 94.51
MKSVM 92.56 91.19 91.918 92.31 92.44 0.838 58.82
MNN 92.29 90.44 91.429 91.69 91.99 0.828 91.17
TNN 92.43 90.44 91.499 91.71 92.06 0.829 104.63
BLNN 92.82 91.26 92.092 92.39 92.61 0.841 301.76
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improved Sensitivity and Accuracy, particularly for the 
WKNN algorithm. The CCSOA-based feature selection 
(Table 9) further enhanced sensitivity and accuracy for 
WKNN and EKNN models. As a final point, for the CBIS-
DDSM dataset of mammograms, the MKSVM algorithm 
consistently achieved higher Sensitivity and Accuracy with 
reasonable runtimes as given in Fig. 11.

4.4 � Comparison with State‑of‑the‑Art Approaches

Finally, the proposed framework is compared against 
the existing research studies and its summary is listed in 
Table 10. From the list, it is evident that the proposed frame-
work provided a robust performance in classifying breast 
tumors as illustrated in the plots of Figs. 8 and 11.

Fig. 9   Confusion matrix plot for 
MKSVM-SMVB feature-fused 
CBIS-DDSM data classification

Table 8   SMVB feature fused 
CBIS-DDSM data classification

Classification 
algorithms

Sen (%) Spc (%) Acc (%) Prc (%) F1 score (%) Kappa (%) Time (s)

EKNN 94.71 93.06 93.942 93.98 94.34 0.878 957.23
FKNN 93.67 91.71 92.755 92.82 93.24 0.854 126.18
WKNN 93.73 91.79 92.825 92.88 93.31 0.856 161.42
LSVM 93.01 90.96 92.058 92.17 92.59 0.840 159.38
QSVM 93.60 91.86 92.790 92.93 93.27 0.855 94.22
CSVM 93.67 92.01 92.895 93.06 93.36 0.857 141.72
MKSVM 94.78 93.13 94.012 94.04 94.41 0.880 139.96
MNN 93.60 91.94 92.825 92.99 93.30 0.856 172.47
TNN 93.73 91.94 92.895 93.00 93.37 0.857 148.33
BLNN 94.13 92.76 93.488 93.70 93.91 0.869 404.56
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5 � Conclusion and Future Work

The paper proposed a newer framework applied with digi-
tal mammograms taken from two public databases namely 
INbreast and CBIS-DDSM data. The proposed approach 
includes significant experimentations starting with database 
selection and finally analysed with the classification perfor-
mance. At first, the contrast enhancement on mammograms 
is carried out for the employed data. The contrast-enhanced 

mammograms are then trained using EfficientNet-B4 pre-
trained architecture and compared the outcomes with the 
results of the same experimentation with original mammo-
gram data. This revealed that the performance of the experi-
mentation using contrast-enhanced mammograms is better. 
To improve the performance further, serial mid-value-based 
fusion is employed and it results in substantially improved 
performance. However, better performance is attained with 
improved computation. So Chaotic Crow-Search optimiza-
tion is applied for selecting significant features and thus 

Fig. 10   Confusion matrix plot 
for classification results of 
EKNN-CCSOA-based feature 
selection of CBIS-DDSM data

Table 9   Classification results of 
CCSOA-based feature selection 
of CBIS-DDSM data

Classification 
algorithms

Sen (%) Spc (%) Acc (%) Prc (%) F1 score (%) Kappa (%) Time (s)

EKNN 96.81 95.45 96.175 96.05 96.43 0.923 165.74
FKNN 95.63 93.96 94.849 94.76 95.19 0.896 26.91
WKNN 95.70 94.03 94.919 94.83 95.26 0.898 38.52
LSVM 94.98 93.21 94.151 94.11 94.54 0.882 53.98
QSVM 95.57 94.11 94.884 94.88 95.22 0.897 37.64
CSVM 95.63 94.25 94.989 95.01 95.32 0.899 48.59
MKSVM 96.74 95.38 96.106 95.99 96.36 0.922 26.12
MNN 95.57 94.18 94.919 94.94 95.25 0.898 40.03
TNN 95.70 94.18 94.989 94.95 95.32 0.899 51.72
BLNN 96.09 95.00 95.582 95.65 95.87 0.911 119.36
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the classification performance is enhanced in terms of both 
accuracy and computation. Finally, the proposed framework 
attained a maximum classification performance of 98.459% 
(MKSVM algorithm) and 96.175% (EKN algorithm) accu-
racies with better computation time on INbreast and CBIS-
DDSM databases, respectively. The future direction of the 
proposed framework is towards the segmentation of tumor 
regions before enhancement and employing breast ultra-
sound clinical images with U-Net variant architectures for 
making a robust CAD framework for breast cancer diagnosis.
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