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Abstract
Stock price prediction is a significant field of finance research for both academics and practitioners. Numerous studies
have proved that the stock movement can be fully reflect various internal features of stock price including non-stationary
behavior, high persistence in the conditional variance. The fusion of time-series prediction model such as Auto-Regressive
Integrated Moving Average (ARIMA) and neural network is an availability but difficult approach for stock price prediction.
Although the orientation has been studied through some methods in different research, there are still difficulties with the poor
capture ability of time-series features and insufficient effectiveness of integrating temporal feature and frequency domain
information. In this paper, we propose a Generative Adversarial Network (GAN) framework with the Convolution Neural
Networks (CNN) as the discriminator and a hybrid model as the generator for forecasting the stock price. The hybrid model
includes Attention-based Convolution Neural Networks (ACNN), Long Short-Term Memory (LSTM), and ARIMA model.
Moreover, this proposed framework uses the Generative Adversarial patten and Attention Mechanism to achieve effective
analysis and feature extraction for stock price movement. The extensive experiments in different history periods of dataset
demonstrate an improvement in forecasting of stock price using our model as compared to the baseline models.

Keywords Stock prediction · Time-series prediction · Generative Adversarial Network · Hybrid model

1 Introduction

Stock market is one of the vital financial markets in current
economic system which is gradually developing into ratio-
nality. The Efficient Market Hypothesis (EMH) [1] posits
that stock price can comprehensively reflect relevant infor-
mationof assets in awell-functioning stockmarket.However,
the intricate nonlinear relationships among political factors,
economic movement, social events, and investor behavior
have a complex impact on stock prices, which makes stock
market prediction a highly challenging task [2]. In the early
research, many investors have focused on the direction of
fundamental analysis [3] and technical analysis [4] to max-
imize stock profits. Fundamental analysis typically assumes
that stock data are generated precisely by intricate financial
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systems [5]. Technical analysis often relies on the analyst’s
subjective judgment, disregardingother objective principle in
stock market [6].Therefore, fundamental analysis and tech-
nical analysis tend to neglect the stock market sentiment and
the real value of the company.

Statistical methods generally presume that stock data in
sophisticated financial systems are generated by a linear and
stationary process [7]. For example, Auto-Regressive Inte-
gratedMovingAverage (ARIMA) [8]model andGeneralized
Auto-Regressive Conditional Heteroskedasticity (GARCH)
[9] model have produced excellent effect in dealing with
noise in data.With the flourishing ofMachine Learning (ML)
algorithm [10, 11], researchers have found superior predic-
tion results by capturing nonlinear relationships in complex
financial market data. The current popular ML techniques
for predicting stock market data mainly include Genetic
Algorithm (GA), fuzzy logic, and Support Vector Machine
(SVM), which reduce prespecified data assumptions such as
linearity, stationarity, homoscedasticity, or normality [12–
14]. Although statistical methods have a certain effect on
noise reduction, and machine learning models can fit the
nonlinear characteristics of time series, they insufficiently
analyze frequency domain information.
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In recent researches, Deep Learning (DL) models have
been introduced to capture time and frequency domain fea-
tures in stock data [15]. For example, Zahra and Mohamed
[16] used Simple Recurrent Neural Network (SRNN) model
to analyze and fit global stock price for a short term. Haiyao
Wang et al. [17] focused on improving the ability to extract
deep features that influence stock price in historical periods
through Convolution Neural Networks (CNN). Ashish et al.
[18] proposed a generalizedGenerative Adversarial Network
(GAN)model which includes a generator and a discriminator
for adversarial training to achieve good predictive perfor-
mance. However, stock price data in different time periods
reflect different market characteristics and behaviors [19].
The hybrid models integrating different methods in a non-
linear way have become a new research focus. Wenjie Lu
[20] used a hybrid model integrating CNN model and Long
Short-Term Memory (LSTM) model to extract the time fea-
tures fromhistorical data andmake predictions for essentially
improving the accuracy of stock prediction. Zhuangwei Shi
et al. [21] have focused on improving the ability to capture
key data features in historical periods, combining Atten-
tionMechanismswithConvolutionNeuralNetworks (CNN).
Moreover, Generative Adversarial Network (GAN) has been
successfully applied in many fields including image genera-
tion and conversion, which has led toward to conclude that
GANperformswell in time-series prediction [18]. Domenico
and Luca [22] suggest reducing the dimension of data in the
GANmodel so that it can generate low-dimensional sequence
data. Eugene et al. [23] usemultiple dimension key stock data
to increase the data dimension for satisfying the prerequisite
of the GAN model.

Most stock price predictive researches attempted to estab-
lish a direct connection between stock price and macro-
external factors through time features. However, the non-
linear relationships among political policy, economic move-
ment, social events, and investor behaviors led to the lag of
prediction task. Analyzing the inherent law of stock price
fluctuation is the key to improve the accuracy of the pre-
diction model. The inherent law of stock price fluctuation
is mainly reflected in the time characteristics and frequency
domain information of the data. Moreover, noise in time-
series data can affect that predictivemodel deficiently capture
nonlinear features of data. Hence, existing researches are dif-
ficult to comprehensively consider the different problems in
the stock price forecasting task.

The advantage of the hybrid model is that it combines
the advantages of different models and solves the problem
that single models insufficiently adapt to different stock mar-
ket characteristics. Inspired by hybrid models and GAN, we
propose a new Time-Series Generative Adversarial Network
(TSGAN) model, including a generator and a discrimina-
tor. We integrate the time-series model ARIMA and a hybrid
model integrating Attention-based CNN and LSTM in a non-

linear relationship. Under the premise of noise reduction of
stock price data, integrated model can further extract the
internal relationship between stock data in different peri-
ods. On this basis, we use CNN as a discriminator to deeply
fuse time feature and frequency domain information of stock
price. In summary, the contributions of our work include the
following:

• A new Time-Series Generative Adversarial Network
(TSGAN) based on ARIMAmodel, CNN–LSTM hybrid
model, and CNN is proposed, which can effectively
improve feature representation ability in different his-
torical periods of stock price data.

• The fusion of LSTM and CNN as the generator is
introduced for the first time for Generative Adversar-
ial Network, which can effectively solve the long-term
dependence problem of LSTM in adversarial training.

• In experiments, our proposed nonlinear fusion model
is found to be significantly superior to single model
and nonlinear integrated method, proving that our pro-
posed method has stronger robustness and practicability
in stock price prediction.

2 RelatedWork

In this section, this paper briefly reviews the related literatures
on stockmarket prediction especially by applying time-series
prediction approaches, Deep Learning methods, and hybrid
models combining above twoapproaches on time-series anal-
ysis.

2.1 Traditional Time-Series Prediction Model

Stock price forecasting task is the use of historical data to
predict a future period. In view of the high volatility and non-
linearity of stock price data, it is constructed by fitting a set of
historical time-series xt−1, xt−2, . . . , xt−s . The purpose is to
predict the future data yt−1, yt−2, . . . , yt−s and describe the
future stock price volatility trend.Many statisticalmodels are
currently used for stock price prediction, including ARIMA
model [24]. TheARIMAmodel has achieved success to some
degree in denoising and forecasting stationary time-series
data. However, some studies showed that the nonlinear and
non-stationary characteristics contained in stock price data
are gradually increasing, which leads to poor performance of
ARIMA model in stock price prediction [25].

2.2 Deep Learning Approach

As Deep Learning (DL) has achieved remarkable results in
other fields, more and more researchers have begun to apply
DL-based forecasting methods to the field of stock forecast-
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ing.Weiwei Jiang [26] introduced the application of different
DL models and complex hybrid models in stock forecasting.
Among them, neural network models such as CNN, LSTM,
and various hybrid models were more commonly used in
stock forecasting. Wenjie Lu et al. [20] proposed a CNN–
LSTMhybrid model. First, CNNwas used to extract the time
features of various historical data including closing price,
and then LSTM was used to predict stock price data. Kang
Zhang et al. [27] proposed a GAN model with LSTM as
the generator and Multi-Layer Perceptron as the discrimina-
tor, which forecasts the future periods of daily closing price
through historical stock data in several past days. Domenico
and Luca [22] used GAN to integrate different models with
the aim of predicting stock price data for a future period. Its
innovation is to use adversarial training to mine deeper data
features and solve the problem of insufficient description of
data nonlinear features. From the above research, the neural
network model with strong nonlinear generalization ability
has produced good application effect in the financial field.

2.3 The Hybrid Models

In recent years, more and more stock price forecasting
researches were no longer limited to a single model. More
concretely, studies and theory suggested that adopting hybrid
models on stock price forecasting has gradually become
an intense trend. As the relationship between external fac-
tors affecting stock price changes becomes more complex,
it is increasingly difficult to extract the nonlinear and non-
stationary characteristics of stock price data [28]. The single
models poorly achieve comprehensive accurate results when
applied to stochastic and complex time-series data. Mean-
while, the interpretability of time-series forecasting models
fitting stock price data and the nonlinear generalization abil-
ity of neural network models in stock price data forecasting
[29] are irreplaceable. Therefore, the hybrid models can
excellently combine models with different advantages to
make more accurate prediction targets [30].

The major way to improve stock market forecasting is to
combine time-series forecasting models and neural network
models in a nonlinear form, which can be used to help pre-
dict the nonlinear volatility of stock prices. The integrated
model, namely, the combination of ML and DL approaches
with time-series prediction models, has proved that the fit-
ting effect of nonlinear fluctuation is greatly improved [29,
31]. Lihki and Keyla [32] proposed a hybrid model of
ARIMA–SVR to reduce noise in financial time-series data
for achieving more accurate volatility prediction. Zhuang-
wei Shi et al. [21] proposed a method to integrate the three
models of ARIMAmodel, ACNN–LSTM hybrid model, and
XGBoost model in a nonlinear way to improve the nonlinear
feature capture ability of stock price data. Compared with
other hybrid models, this model adopts the framework of

nonlinear integration to enhance the robustness of predic-
tion. The above research shows that the integrated model is
more suitable for predicting the nonlinear fluctuation of the
stock market than the single prediction model.

In summary, it is an effective way to improve the abil-
ity of capturing nonlinear characteristics of stock market by
improving the DL framework of forecasting stock price data
through nonlinear integration. Such a fusion framework that
can not only effectively describe the volatility changes in the
stock market, but also highlight the nonlinear characteristics
of deep mining is needed to comprehensively improve the
prediction accuracy and increase the suitability of the appli-
cation. Indeed, the currentDL framework still hasmuch room
for improvement in achieving a comprehensive analysis of
the nonlinear volatility of the stock market. In this paper,
we propose a new GAN framework TSGAN, which uses a
nonlinear fusion hybrid model and CNN model as genera-
tor and discriminators, and combines the powerful nonlinear
generalization ability of neural network to predict the stock
price fluctuation trend in the financial market. Experiments
show that the denoising ability of ARIMA model for his-
torical time-series data has been verified. Therefore, we
hope to design a fusion neural network structure that can
process single-dimensional stock price data and extract non-
linear features from the corresponding stock price data for
combination. Hence, we refer to the Generative Adversarial
Network framework to fuse traditional time-seriesmodel and
DLmodel. Especially, there are two advantages as follows: it
is not limited by the data dimension, and the hybrid model in
the network framework can process single-dimensional data,
thus overcoming the limitations of traditional GAN network;
it greatly improves the nonlinear generalization ability of pre-
dictive model, and enhances the fusion between time-series
features and frequencydomain information, thus avoiding the
lag of data prediction. To sum up, TSGAN model provides a
research basis for the combination of traditional models and
neural networks, and achieves flexible and robust stock price
prediction.

3 Materials andMethods

In this section, we first reveal the basic components of
TSGAN, including the ARIMA model and several Atten-
tion Mechanisms. Then we present the overall architecture
of TSGAN and investigate the internal process of the gener-
ator and discriminator.

3.1 Auto-Regressive IntegratedMoving Average
Model

The classical model in the time-series prediction problem
mainly includes the Auto-Regressive Integrated Moving
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Average ARIMA model. An ARIMA (p, q) model consists
of an Auto-Regressive (AR) model and a Moving Average
(MA) model.

An AR model is suitable for predicting movement related
to its own historical data, and the structure is shown inEq. (1).
A MA model can accumulate the error terms in the AR
model to effectively eliminate the random fluctuations in
the prognostication, as shown in Eq. (2). When time-series
S = [s1, s2, . . . , st ] is stationary non-white sequence data,
ARIMA(p, q) can use the historical data of the sequence to
forecast a future period.

st = C0 +
p∑

i=1

γi st−i + et (1)

st = C0 +
p∑

i=1

βi st−i + et (2)

An ARIMA model

st = C0 +
p∑

i=1

γi st−i +
p∑

i=1

βi st−i + et (3)

where St is current value, γi and βi are parameters, et is
noise, i represents the number of historical data associated
with the current value. In time-series prediction, ARIMA
(p, q, d) is suitable for non-stationary sequence. Based on
the feature of stock price data, difference method is applied
to process the sequence. In the stock price prediction, the
high-order difference can make the trend of the data more
stable. However, if the first-order difference can make the
sequence data stable, there is no need to use the high-order
difference. Therefore, differencemethod canmake themodel
have a good effect in denoising.

3.2 AttentionMechanism

Treisman et al. [33] in 1980 proposed the Attention Mecha-
nism,which is a classical feature integration theory. Themain
idea of the theory is to simulate the process of human visual
analysis. In stock price forecasting, the traditional neural net-
work model usually ignores the difference in the influence
weight of all sequence values of the input sequence on the
context vector at each time point. Therefore, to overcome this
limitation, we often add Attention Mechanism in the con-
struction of neural networks. It filters key information from
a large amount of feedforward information and gives them
more weights by calculating the probability distribution of
attention.

Traditional attention and multi-headed attention are the
two basic divisions of the classical Attention Mechanism.
Subsequently, traditional attention is primarily an address-
ing process. Given a task-related query vector for input

S = [s1, s2, . . . , st ] and index Z = [1, 2, . . . , N ], Eq. (4)
illustrates how to compute the attention value from the atten-
tion distribution with the relevant key and how to connect the
determined value to the distribution, as shown in Eq. (5).

αi = p(Z = i |S, q) = exp( f (Si , q))
∑N

j=1 exp( f (S j , q))
(4)

i.e.,

αi = softmax( f (Si , q)) (5)

f (Si , q) = STi q√
dK

(6)

Here is attention score through scaled dot product, d is the
dimension of input feature to avoid the problem of vanishing
gradients.

Second, multi-head Attention Mechanism can easily cap-
ture the relationship between sequences. Suppose the input
key-value pairs (K , V ) = [(k1, v1), . . . , (kN , vN )], for given
q, the specific process of the attention function as Eq. (7).

att((K , V ), Q) =
N∑

i=1

αivi

=
N∑

i=1

softmax( f ((Ki , Vi ), q))vi (7)

The principle of the multi-head mechanism is to use multi-
queryQ = [q1, q2, . . . , qM ] as the key parameter of the
attention function calculation.

att((K , V ), Q) = (att((K , V ), q1)|| . . . ||att((K , V ), qM ))

(8)

Here, || represents the concatenate operation. Equation (8) is
commonly the description of multi-head attention (MHA).
The precise structure may differ depending on the specific
application. In our research, the Attention Mechanism is pri-
marily employed to acquire the attention weights for each
prediction step, while the procedure for each individual step
essentially resembles the Attention Mechanism. Moreover,
we have integrated the original model into the CNN, and the
implementation process is elucidated in the specific compo-
nents of the proposed model.

3.3 The ProposedModel

As presented in Sect. 2.3, recent studies have shown promis-
ing predictive results in stock price forecasting through
hybrid model. Thus, this model aims to retain the advantages
of the neural network method in nonlinear feature extraction,
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Fig. 1 The architecture of
TSGAN

and at the same time, it has the advantages of traditional sta-
tistical model higher denoising ability. Our methodology is
presented in Fig. 1. In this section, we first introduce the over-
all architecture of our proposed framework and then discuss
details of the two main modules: (1) the Generator model
produces prediction series, and (2) the Discriminator model
is used to training data by adversarial iteration.

3.3.1 Overall Framework

The initial input data include open prices, close prices, high-
est price, and lowest price. First, we use ARIMA model
to denoise the original data and obtain initial input vector.
The proposed model can retain the denoising advantage of
ARIMA model to the maximum extent. Subsequently, the
Attention-based CNN (ACNN) model enables the derivation
of the weight signal matrix pertaining to deep features. Fur-
thermore, the Bidirectional LSTM serves as a decoder, adept
at uncovering long-term time-series features. Finally, within
the discriminator structure, the CNN model is deployed to
assess whether the data are generated by theGeneratormodel
or is authentic.

To generate an origin price sequence with less random
noise, we employ ARIMA (p = 2, q = 0, d = 1) model
to pre-process the input data. Through the multi-head atten-
tion model, the CNN captures key signal that affects current
prediction values. At the same time, the Bidirectional LSTM
receives weight signal matrix, and the results are then dis-
tinguished into the real data and generated data by the CNN.
The above process is inspired by the principle ofGANmodel,
as shown in Fig. 1.

3.3.2 Generator Model

The Generator model is crafted as a hybrid model that com-
bines ARIMA and ACNN–LSTM.We have elected to utilize
the daily data from the previous 15 years, encompassing four
financial factors, to forecast the future closing price. These
four factors of the stock data for a given day include the high
price, low price, open price, and close price.

Supposeour initial input is denoted as S = [s1, s2, . . . , st ],
representing the daily stock data over a period of t days.
By applying the original stock market close price series
S = [s1, s2, . . . , st ] to the ARIMA model, we can generate
a new series that effectively captures the underlying state.
The results of the Augmented Dickey–Fuller (ADF) test,
as presented in Table 1, indicate that the original sequence
is non-stationary, while the first-order difference sequence
exhibits stationarity. Having determined d = 1, we utilize
the Autocorrelation Figure (ACF) and Partial Autocorre-
lation Figure (PACF) to deduce that adopting AR(2) and
MA(0) is appropriate, as depicted in Fig. 2 respectively.
Hence p = 2, d = 1, and q = 0.

Then, DL architecture receives the new generated series
S′ = [s′

1, s
′
2, . . . , s

′
t ]. The DL architecture employed in this

study is the Attention-based CNN-LSTM model, operating
within a sequence-to-sequence framework.Within this archi-
tecture, the Attention-based CNN functions as the encoder,
while the Bidirectional LSTM serves as the decoder. The
model commences by utilizing convolutional operations to
extract profound features from the original stock data. Subse-
quently, LSTM networks are employed to uncover long-term
time-series features. Among them, ACNN encoder block
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Table 1 ADF test for sequence Metric Value for the original sequence Value for first-order sequence

Test statistic value − 2.34702 − 14.7432

p-value 0.154220 2.48496

Lags used 18 18

Number of observations used 3504 3504

Critical value (1%) − 3.446196 − 3.446196

Critical value (5%) − 2.862747 − 2.862747

Critical value (10%) − 2.557102 − 2.557102

Fig. 2 The ACF and PACF of the original and first-order sequence

comprises a multi-head attention layer and a CNN. The
Q, K , V values are computed using Eq. (8) after the self-
attention layer, and subsequently serve as inputs to the LSTM
decoder block. Finally, the model generates synthetic data
that closely resembles real data.

3.3.3 Discriminator Model

The primary objective of the discriminator is to establish
a differentiable function D capable of classifying the gen-
erated data. The discriminator is designed to output 0 when
presented with fake data and 1when presented with real data,
as described in Eq. (9). In this context, a CNN architecture
was selected as the discriminative model D, consisting of
five layers: an input layer, a convolution layer, an activation
layer, a pooling layer, and an output layer, enabling convo-
lutional operations on one-dimensional input. Furthermore,
the activation function ReLU was chosen to mitigate the risk
of gradient explosion. In particular, we determine if the data
in the sequence S′ = [s′

1, s
′
2, . . . , s

′
t ] was fake.

D(S′) =
{
0, if d(S′) = d(Xface)

1, if d(S′) = d(Xreal)
(9)

where d(•) denotes the output of CNN. Both Xreal and X f ake

denote a complete data sequence. In our proposed GAN
architecture, we maximize the discriminability of the dis-
criminator and minimize the difference between the data
generated by the generator and the real data. The loss function
of the model is as follows:

minGmaxDO(G, D) = E[log D(Xreal)]
+E[log(1 − D(Xface))] (10)

4 Experiment

In this section, we provide a detailed description of the
datasets utilized in our study. We then outline the experi-
mental setup and elaborate on the modifications made to the
model. Finally, we present a thorough account of the exper-
iments and analyses conducted to assess the performance of
our proposed TSGAN framework.
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4.1 Data

The data utilized in this article are sourced from the open and
freely available dataset provided by Tushare for conducting
research on the Chinese stockmarket. This dataset offers rich
data, user-friendly access, and convenient implementation.
For our experiments, we specifically focus on the daily stock
price data ofBank ofChina (601988.SH) in theChinese stock
market, covering the period from January 1, 2007, to June 22,
2021. The input vector comprises the high price, low price,
open price, and close price.

The evaluation of prediction results is based on sev-
eral criteria, including the mean absolute error (MAE), root
mean square error (RMSE), mean absolute percentage error
(MAPE), and R2. The calculation formulas for these metrics
are as follows:

MAE = 1

n

n∑

t=1

∣∣∣X̂t − Xt

∣∣∣ (11)

RMSE =
√√√√1

n

n∑

t=1

(X̂t − Xt )2 (12)

MAPE = 1

n

n∑

t=1

∣∣∣∣∣
X̂t − Xt

Xt

∣∣∣∣∣ (13)

R2 =
∑n

t=1

∥∥∥X̂t − Xt

∥∥∥
2

∑n
t=1

∥∥Xt − X̄t
∥∥2

(14)

where i represents the predicted values, yi represents the
actual values, n is the total number of samples, and ȳ is the
mean of the actual values. These evaluation criteria provide
insights into the accuracy, precision, and overall performance
of the prediction models.

The experiments were conducted using an NVIDIA GTX
2080ti GPU with 12GB memory. The empirical study
focused on analyzing the stock price of Bank of China
(601988.SH) in the Chinese stock market. The stock price
datawere obtained fromTushare, a publicly available dataset.
The selected data spanned from January 1, 2007, to March
31, 2022, with each day representing a point in the sequence.
The train and test sets were divided on June 22, 2021, result-
ing in 3504 training samples and 180 testing samples.

4.2 Results

In this section, we present the experimental results of the
ablation study and compare our model with other existing
models. Initially, according to several criteria in Sect. 4.1, we
give the comparison of the results of ablation experiments.
Subsequently, we select a set of comparative experimental
models, including machine learning (ML) models such as

the hybrid ARIMA–SVR model [32]. In addition, we con-
sider threeDLmodels proposed byZhuangwei Shi et al. [21],
Ashish Kumar et al. [18], and Kang Zhang et al. [27]. To
highlight the predictive capabilities of our model, we com-
pare the errors of these integrated models and DL models
with our own model.

4.2.1 Ablation Study

For a comprehensive analysis of the primary components
within TSGAN, we have constructed three additional vari-
ants in addition to the fully equipped TSGANmodel. One of
these variants is referred to as TSGAN (G/DARIMA), which
indicates that the generator model does not incorporate the
pre-process model. Moreover, we propose a variant with-
out Attention Mechanism, named TSGAN (G/D Attention).
Meanwhile, we propose a similar variant without ACNN
in Generator model, named TSGAN (G/D ACNN), respec-
tively.

• TSGAN (G/D ARIMA): TSGAN with the original input
uses only ACNN–LSTM as Generator model.

• TSGAN (G/D Attention): TSGAN with the traditional
CNN uses without Attention Mechanism.

• TSGAN (G/D ACNN): TSGAN with the original input
uses only LSTM as a part of Generator model.

Figure3 comprehensively depicts the predictive graphs of
stock price on same dataset for the different TSGAN vari-
ants. Table 2 shows the performance of the different TSGAN
variants. We can see that TSGAN (G/D ARIMA) yields the
worst results, showing the necessity of the denoising effect
of ARIMA model in Generator model. The performance of
TSGAN (G/D ACNN) is unsatisfactory, demonstrating that
mining nonlinear features in time sequence play an important
role in Generator model. By contrast, TSGAN (G/D Atten-
tion) produces exceptionally competitive results, like those
of TSGAN (G/D ARIMA). Consequently, the performance
results of above variants confirm the positive effects of com-
ponents of the proposed model, respectively, for stock price
prediction.

4.2.2 Comparison with Other Models

For the purpose of comparison, we have selected several
classical and representative methods that share similarities
with TSGAN and employ GAN architectures or similar
approaches to address the stock market prediction problem.
These chosen models serve as benchmarks for evaluating the
performance of TSGAN.

123



   12 Page 8 of 11 International Journal of Computational Intelligence Systems            (2024) 17:12 

Fig. 3 Comparison of predictive results through different TSGAN variants: a TSGAN (G/D ACNN), b TSGAN (G/D Attention), c TSGAN (G/D
ARIMA), d TSGAN

Table 2 Ablation experiment
for four different models

MAE RMSE MAPE R2

TSGAN (G/D ACNN) 0.00029 0.01717 0.01287 0.83954

TSGAN (G/D Attention) 0.00040 0.02000 0.01577 0.78233

TSGAN (G/D ARIMA) 0.00041 0.01998 0.01572 0.78270

TSGAN 0.00018 0.01356 0.01033 0.89363

• ARIMA–SVR [32]: A novel hybrid time-series prediction
model, which consists of two submodules: one makes
use of the support vector regression model to forecast
sequence for nonlinear stock data, and the other uses an
ARIMA mo del to fit series data.

• ARIMA–ACNN–LSTM–XGBoost [21]: A novel NN pre-
dictionmodelwith recurrent training.Thismodel includes
an ARIMA layer, an CNN layer, a LSTM layer, and a
XGBoost fine-tuning layer.

• GAN (G/D LSTM, CNN) [18]: A novel NN prediction
model based on Generative Adversarial Network, which
demonstrates a high level of expressivenesswhen applied
to sequential data. By employing these architectures, the

model is able to extract deep features and effectively cap-
ture the dependencies present in sequential data.

• GAN (G/D LSTM, DMLP) [27]: A novel NN prediction
model based on Generative Adversarial Network, which
is highly expressive for sequential data. This model use
LSTM and DMLP as Generator and Discriminator; it
can capture the dependencies between sequences and has
shown promising performance in the closing price pre-
diction on real data.

Figure4 comprehensively depicts the predictive graphs of
stock price on same dataset for the other competitive models.
As presented in Table 3, the proposedTSGANmodel demon-
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Fig. 4 Comparison of predictive results through different models: a ARIMA–SVR [32], b AALX [21], c GAN (G/D LSTM, CNN) [18], d GAN
(G/D LSTM, DMLP) [27], e ours

Table 3 Performance of other
methods and TSGAN

MAE RMSE MAPE R2

ARIMA–SVR [32] 0.00077 0.02456 0.02123 0.75957

GAN(G/D LSTM, CNN) [27] 0.00035 0.01635 0.01560 0.82134

GAN(G/D LSTM, DMLP) [23] 0.00027 0.01562 0.01327 0.85238

ARIMA–ACNN–LSTM–XGBoost [21] 0.00021 0.01498 0.01134 0.88356

Our 0.00018 0.1356 0.1033 0.89363
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strates superior performance in most cases, as indicated by
its low MAE, RMSE, and MAPE values. These metrics sug-
gest that the predicted closing prices closely approximate the
real data. The results show that our method achieves a com-
petitive performance compared to other methods considered
in the evaluation.

5 Conclusion

In this research paper, we introduce TSGAN, a novel DL
model that integrates the Generator and Discriminator mod-
els. The concept of Generative Adversarial Network is
applied to the stock market prediction problem. Through
empirical evaluation, we substantiate the effectiveness of our
model and assess its performance using diverse evaluation
metrics. The comprehensive comparative analysis demon-
strates that our model is superior to alternative approaches
in various aspects. The model which employs Generative
Adversarial Network framework enhances the accuracy of
predictive results in stock price.

Throughcomprehensive comparisonswith advancedmethod-
ologies, we have determined that our proposed method is
suitable for practical applications. Moreover, our model has
the potential to assist traders in mitigating financial risks
and enhancing decision-making capabilities. Despite all this,
there is ongoingwork to further enhance the value of TSGAN
in practical settings. One of the primary research objectives
we will address in the future is reducing model training and
pre-processing complexities, given the intricate and rapidly
evolving nature of the stock market.
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