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Abstract
Several events in the last years changed to some extent the common understanding of the electricity day-ahead market (DAM). 
The shape of the electricity price curve has been altered as some factors that underpinned the electricity price forecast (EPF) 
lost their importance and new influential factors emerged. In this paper, we aim to showcase the changes in EPF, understand 
the effects of uncertainties and propose a forecasting method using machine learning (ML) algorithms to cope with random 
events such as COVID-19 pandemic and the conflict in Black Sea region. By adjusting the training period according to the 
standard deviation that reflects the price volatility, feature engineering and by using two regressors for weighing the results, 
significant improvements in the performance of the EPF are achieved. One of the contributions of the proposed method 
consists in adjusting the training period considering the price variation. Thus, we introduce a rule-based approach given an 
empirical observation that for days with a higher growth in prices the training interval should be shortened, capturing the 
sharp variations of prices. The results of several cutting-edge ML algorithms represent the input for a predictive meta-model 
to obtain the best forecasting solution. The input dataset spans from Jan. 2019 to Aug. 2022, testing the proposed EPF method 
for both stable and more tumultuous intervals and proving its robustness. This analysis provides decision makers with an 
understanding of the price trends and suggests measures to combat spikes. Numerical findings indicate that on average mean 
absolute error (MAE) improved by 48% and root mean squared error (RMSE) improved by 44% compared to the baseline 
model (without feature engineering/adjusting training). When the output of the ML algorithms is weighted using the proposed 
meta-model, MAE further improved by 2.3% in 2020 and 5.14% in 2022. Less errors are recorded in stable years like 2019 
and 2020 (MAE = 6.71, RMSE = 14.67) compared to 2021 and 2022 (MAE = 9.45, RMSE = 20.64).
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ÊlPh	� Forecast of the hourly elec-
tricity price (RON/MWh]

�k	� Weights used to adjust the 
output of the ML models to 
obtain ÊlPh

1  Introduction

Starting from 1996, the European Union (EU) by Direc-
tive 96/92/EC progressively enabled the competition in the 
energy market, aiming to create one single integrated inter-
nal European electricity market, to reduce prices, increase 
the security of supply, and enhance the life standards for the 
European citizens. This effort has started more than 20 years 
ago and is still ongoing [27]. It assumed the translations of 
the EU directives and regulations into the national legisla-
tion [16]. Therefore, the structure of the electricity market is 
relatively similar in the European state members. In this con-
text, the performance of the EPF is important for economic 
activities, energy traders, suppliers, producers, researchers 
and policy makers as the electricity traded on the DAM has 
currently a predominant share (43%) in the total electricity 
consumption. Thus, the DAM prices tremendously influence 
on the economy as they have a significant impact on the final 
electricity prices [23]. Furthermore, the EPF have become 
essential for energy suppliers to optimize their energy pro-
curement strategies [33].

Differences between long- and mid-term bilaterally 
negotiated contracts and short-term energy requirements 
are settled through DAM and intraday markets. However, 
even in more stable intervals, the EPF has been a challenge 
for researchers as it depends on numerous complex drivers; 
some influences are difficult to be modeled and sharp fluctu-
ations of electricity prices also known as spikes often occur 
[20, 38]. The share of RES is increasing in the European 
state members, although its generation is more volatile, and 
administrators rely on short-term forecast and prefer to trade 
on DAM rather than to sign forward contracts [12, 31]. On 
the other hand, random events have tremendous side effects 
that influence electricity prices. Therefore, most of the EPF 
methods are not robust enough to cope with random events 
or black swans such as those recently experienced.

The first event, the COVID-19 pandemic disease shook 
the world business and was something that the modern 
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citizens have not experienced yet. Moreover, the constraints 
and lockdowns baffled and slowed down the economic activ-
ities slightly decreasing the electricity prices. It started to 
spread in March 2020 and soon affected the entire world. 
From the electricity consumption point of view, between 
2019 and 2020, it rather stalled at almost the same level 
and the prices slowly went down until 2021, when after the 
lockdowns, the activities were almost fully resumed, and the 
electricity requirements increased. In 2021, the electricity 
prices on the DAM were more than doubled compared with 
2020 and, in 2022 vs. 2021, they doubled and even tripled on 
average at certain time intervals. Such soaring prices were 
also influenced by excessive draughts in recent years and 
higher inflation after the lockdowns, when the economic 
activities were interrupted or drastically reduced. Thus, the 
offer of goods and services was reduced in lockdowns, but 
afterwards the request increased abruptly leading to higher 
inflation and interest rates. Furthermore, some electricity 
producers encountered higher prices for emission allow-
ances via the European Union Emissions Trading Scheme 
(EU ETS) leading to more expensive electricity especially 
generated by coal-based power plants. These facts created 
the snowball effect that amplified the electricity prices.

The second event, the military conflict that started in 
Ukraine due to Russian invasion that eventually has been 
transformed into a war with millions of refugees and casu-
alties was also rather unexpected. In modern times, when 
business prevails and artificial intelligence should guide 
and improve our living standards, nobody expected con-
flicts in Europe. It also led to sanctions and energy sabotage 

that underlined the dependency of Europe from the energy 
resources of Russia especially gas and oil, on which Europe 
unfortunately relied. This conflict increased the gas and oil 
prices to unexpected levels, acting as a cold shower on the 
most European day-ahead markets. Furthermore, the meas-
ures taken in the European countries increased the speed 
of installing PV systems and transforming consumers into 
prosumers, as well as efficiency measures such as replacing 
light bulbs, installing heat pumps and so on. However, this 
stress on the electricity price inflated more on the prices 
of goods and services and the interest rate, exacerbating 
the side effects of the first event. Huge variations of aver-
age prices were encountered on the DAMs of the European 
countries. In Fig. 1, two snapshots of the average electricity 
prices from 5th of Jan. and 30th of Aug. 2022 are presented.

Noticeable changes took place in the DAM, the energy 
crisis hit this market altogether: prices go up and down, 
the curve level is 3–4 times higher than in 2020, it is more 
humped, and the spikes are sharper and more frequent. The 
effects of these events and the evolution of prices on the 
DAMs motivated us to understand the trends and propose 
a forecast method to cope with random events. To obtain a 
robust forecasting method able to handle random events, an 
economical understanding of electricity markets, combined 
with feature engineering, and standout machine learning 
algorithms are necessary.

The proposed forecasting method relies on a couple 
of ML algorithms, such as: random forest, light gradient 
boosting, histogram-based gradient boosting, extreme gra-
dient boosting and voting regressors. The results of the ML 

Fig. 1   Average price variations on DAM on 5th of January and 30th of August in 2022 (https://​euene​rgy.​live/)

https://euenergy.live/
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algorithms are weighted, and the training interval is adjusted 
per forecasting interval considering the standard deviation 
of the prices. Furthermore, its strengths relies in collect-
ing numerous fundamental features extracted from various 
sources such as: National Statistics Institute, Electricity 
Market Operator, Romanian Commodities Exchange, Trans-
mission System Operator, reliable websites for commodities 
historical prices, Romanian National Bank for projections, 
Eurostat, etc. and feature engineering or derivate features 
extracted from the raw ones.

An interesting finding is related to the shape of electric-
ity price curve and the importance of the features. Some of 
them lost or gained importance depending on the forecast 
interval as we train and test the algorithms for a longer inter-
val from January 2019 to August 2022. The novelty of our 
method relies in adjusting the training period considering the 
price variation in the past days. Thus, we build a rule-based 
approach based on an empirical observation that for days 
with a higher increase in prices the training interval should 
be shortened capturing the sharp increase and speculative 
effect of the price soaring. The results of several state-of-
the-art ML algorithms are input for a regressor (that could 
be linear regression or gradient descent) to obtain the best 
solution or the weighed forecast. This approach is robust and 
provides accurate results for both more stable intervals and 
for those with much higher price variation.

The remainder of this paper is structured as follows: in 
Sect. 2, an investigation of similar EPF methods is per-
formed and in Sect. 3, input data are analyzed to understand 
the current general context. Section 4 focuses on the pro-
posed EPF method, Sect. 5 is dedicated to the results and 
comparison, whereas Sect. 6 is dedicated to the discussions 
and interpretation of the results. Conclusion and implica-
tions for DAM are presented in Sect. 7.

2 � Literature Review

As the world transitions to cleaner and more sustainable 
energy sources to combat climate change, there are risks 
associated with this transition [17] including economic and 
employment disruptions in fossil fuel-dependent regions, 
technological challenges, and policy uncertainties. Consid-
ering the importance of the EPF, researchers struggled to 
perform accurate EPF. There is a large palette of methods 
implemented to obtain the EPF: from statistical and hybrid 
methods [13, 32] to deep learning [26, 35]. However, in 
comparison with other research studies, that consider shorter 
intervals that do not cope with uncertainties, the proposed 
EPF solution is robust and efficient in both stable and tumul-
tuous context of the electricity market. The drawback of 
shorter intervals in which EPF solutions are tested is that 

they are unable to effectively predict prices outside these 
intervals.

To identify the factors that influence the electricity price 
on DAM, several hypothesis are tested [14] with data from 
2007 to 2019. In terms of random events, this interval is 
characterized by the financial crisis that started in 2008 and 
continued in the following years. The influence of the cost 
of active energy, utilization cost of transmission and dis-
tribution capacity, losses in transmission and distribution 
systems, supplier and market operator fees, fee for stimulat-
ing RES and electricity generated by RES on the electric-
ity price on DAM in Montenegro are tested using a regres-
sion model. Only the cost of active energy had a significant 
impact on the price of electricity. Furthermore, the impact 
of distribution capacity utilization on the price of electricity 
was significant.

Aiming to forecast the baseline and spikes in the electricity 
price, decision trees are involved [15]. One classification tree is 
envisioned to predict the occurrence of spikes and two regres-
sion trees are applied for EPF. First, the price is classified as 
spike or normal, then the price variation is calculated. Feature 
selection is performed to choose the features with the highest 
explanatory capacity. As input, hourly electricity prices on dif-
ferent bidding zones, load, transmission capacity, cross-border 
physical flows, wind and PV forecast are collected to perform 
EPF. A price value is identified as spike if it is outside a band 
of plus/minus 2 times standard deviation of the price series. 
Econometric time-series models for EPF, such as autoregres-
sive ARMA, ARIMA, VAR, GARCH and ARIMAX, singular 
spectrum analysis [29] are usually outperformed by the machine 
learning algorithms [22, 25, 34] artificial neural networks are 
considered to perform EPF focusing on the selection and pro-
cessing of the input variables [24], such as gas prices, CO2 
certificate prices, renewable feed-in, cost of fuel and consump-
tion. It is interesting that in the recent past, electricity prices 
were depended on the weekdays and weekend days, holidays, 
seasons, weekly and annual cycles, but they are not significant 
anymore as random events are stronger drivers. RES volatility 
also changed the pattern of the DAM, increasing its share and 
introducing more price variation. [24] focused on preparing 55 
fundamental variables and a combination of multiple configura-
tions of the ANN model tested in with various input parameters, 
finding the best setting of the model. They compared ANN with 
(S)ARIMA results using RMSE and MAD. However, [24] did 
not provide forecast at different moments in time (in various 
years, for instance) and the capacity of the model to handle ran-
dom events was not tested.

As many recent studies [18, 19, 28] included RES gen-
eration into the main EPF driver along with total load, 
weather data (temperatures in 2 cities in Germany), and 
intraday prices, investigating several years, from October 
2015 to September 2019, but no significant random events 
took place. They used autoregressive (AR) models with 
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exogenous variables for day-ahead and intraday prices. 
However, the lack of the random events (numerous funda-
mental variables are ignored as they were not significant 
at that time such as gas/oil price, emission price and price 
index) and the fame of the AR models do not recommend 
this approach as a robust method. Additionally, more recent 
research is focused on the RES optimization and integration 
into the power systems, energy communities and microgrids 
[2, 3, 8, 30], prediction [2, 6–8], air quality [4], conventional 
resources optimization [6, 7, 9], water quality [1], reducing 
computation [21] and data processing [5].

Zhang et al. [36] proposed an integrated model using 
the improved empirical mode decomposition, ARMA with 
exogenous terms (demand for Spanish and Australian mar-
kets), exponential GARCH and adaptive network-based 
fuzzy inference system. They considered 672–1200 obser-
vations for training and 24–168 observations for testing 
and compared the results with wavelet transform combined 
with ARMA and back propagation neural network, kernel 
extreme learning machine, and least squares support vector 
machine. Ziel and Steinert [37] proposed a model, namely 
X-model, using the sale and purchase curves of the electric-
ity exchange or biding structure of the auction data. They 
processed the data, reduced its dimension and considered 
lasso-based estimation methods to obtain the day-ahead EPF 
for the German and Austrian markets. Usually, the individual 
bids and offers are not open-source data. Another drawback 
of the model is that it was not tested on long-term consider-
ing severe changes generated by random events.

More recent studies regarding electricity price predic-
tions were provided in [10, 11]. In this paper, the dataset 
interval is generous and recent. It refers to an S–E European 
country (Romania), whereas most previous studies focused 
on Western and Northern European markets (such as UK, 
Norway, Germany, Austria, France, etc.). The authors identi-
fied a research gap as the S–E European countries were less 
investigated. Moreover, most of the studies do not include 
recent events (such as: COVID-19 pandemic and the con-
flict in the Black Sea region) and their impact on electricity 
prices. Another interesting aspect refers to the novelty of 
the dataset that was entirely built for this research. It can be 
used in further studies to analyze the storage requirements to 
replace conventional power plants or to identify the required 
power system flexibility that can come from consumers or 
business partners.

3 � Input Data Depiction

In this section, the input dataset is described. Numerous time 
series are considered in the EPF to cope with the uncertain-
ties brought by random events. We collected several datasets 
for January 2019–August 2022 from various open sources 

and merged these time series on a daily and hourly basis. 
Different time resolutions were encountered: trimestral, 
monthly, daily hourly, and 10-min resolution. As the target 
is the electricity price that is extracted from the Romanian 
Market Operator (MO) on an hourly basis, all datasets were 
adjusted to be in line with this resolution. Furthermore, the 
traded electricity on DAM was extracted from MO.1 The 
data related to the Romanian power system operational state 
(total consumption and generation, wind, hydro, PV, oil and 
gas, biomass, coal and nuclear generation and exchange on 
the overhead tie-lines) were extracted from the Transmission 
System Operator website.2 Furthermore, gas and oil prices, 
gas quantity traded in Romania (Romanian Commodities 
Exchange3), price index or inflation in Romania (National 
Statistics Institute) and at the European Union level (Euro-
stat4), interest rate,56 Danube water level7 (measured at 
three points) and emission allowance8 were scrapped from 
open data sources. The initial data processing flow is briefly 
depicted in Fig. 2.

Out of the total 43 features, 21 are raw features (electric-
ity quantity on DAM, gas price on DAM, oil price, etc.), 
22 are engineered features (by aggregation six features: 
minimum, mean, variance, standard deviation, maximum, 
median, and 16 are derivates: range, max/mean, previous 
prices 24 h, previous prices 48 h, previous prices 72 h, previ-
ous prices 96 h, previous prices 120 h, previous prices 144 h, 
previous prices 168 h, previous 3 days prices mean, previous 
7 days prices mean, hourly variations of the previous prices 
for the last 3 days, encoded weekday from 0 to 6, hour from 
1 to 24). The electricity price on DAM is the target that is 
present in the training dataset and removed from the testing 
datasets. The raw features extracted from open data sources 
from 2019 to 2022 are depicted in Appendix 1, Tables 4, 
5, 6 and 7, showing the average basic statistics. It is worth 
mentioning that the electricity price standard deviation var-
ied from 85 in 2020 to 707 in 2022. In 2019, the electricity 
price on DAM (or target) is directly correlated with traded 
electricity (60%) on DAM and total consumption (64%), and 
inversely correlated with Danube water levels (− 30%) as in 

1  https://​www.​opcom.​ro/​pp/​grafi​ce_​ip/​rapor​tPIPs​iVolu​mTran​zacti​
onat.​php?​lang=​ro
2  https://​www.​trans​elect​rica.​ro/​widget/​web/​tel/​sen-​grafi​c/-/​SENGr​
afic_​WAR_​SENGr​aficp​ortlet
3  https://​www.​brm.​ro/​piata-​spot-​gn/
4  https://​ec.​europa.​eu/​euros​tat/​stati​stics-​expla​ined/​index.​php?​title=​
Infla​tion_​in_​the_​euro_​area
5  https://​www.​bnr.​ro/​Proie​ctii-​BNR-​22694-​mobile.​aspx
6  http://​stati​stici.​insse.​ro/​shop/?​page=​ipc1
7  https://​www.​cotele-​dunar​ii.​ro/
8  https://​www.​inves​ting.​com/​commo​dities/​carbon-​emiss​ions-​histo​
rical-​data

https://www.opcom.ro/pp/grafice_ip/raportPIPsiVolumTranzactionat.php?lang=ro
https://www.opcom.ro/pp/grafice_ip/raportPIPsiVolumTranzactionat.php?lang=ro
https://www.transelectrica.ro/widget/web/tel/sen-grafic/-/SENGrafic_WAR_SENGraficportlet
https://www.transelectrica.ro/widget/web/tel/sen-grafic/-/SENGrafic_WAR_SENGraficportlet
https://www.brm.ro/piata-spot-gn/
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Inflation_in_the_euro_area
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Inflation_in_the_euro_area
https://www.bnr.ro/Proiectii-BNR-22694-mobile.aspx
http://statistici.insse.ro/shop/?page=ipc1
https://www.cotele-dunarii.ro/
https://www.investing.com/commodities/carbon-emissions-historical-data
https://www.investing.com/commodities/carbon-emissions-historical-data
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Table 1. In 2020, the electricity price on DAM is directly 
correlated with total consumption (77%), coal and oil & gas 
generation (57%). Furthermore, it was medium correlated 
with the price of emissions (44%). In 2021, the electric-
ity price on DAM is directly correlated with gas price on 
DAM (83%), inflation (79%), price of emissions (71%), 
interest rate—ROBOR 3 M (70%), oil price (59%) and 
inversely correlated with Danube water levels (− 30%) and 
inversely correlated with Danube water levels (− 57%). As 
in Table 1, in 2022, the electricity price on DAM is directly 
correlated with gas price on DAM (76%), interest rate (59%) 

and inversely correlated with Danube water levels (− 52% 
on average) and inversely correlated with wind generation 
(− 32%). Several more comprehensive correlations are pre-
sented as heatmaps in Appendix B.

On average, the hourly consumption evolution is pre-
sented in Fig. 3a, its variations are small in amplitude, 
whereas the hourly average price variation is depicted in 
Fig. 3b. It can be noticed that both level and shape of the 
electricity price have changed in time. The price soared to 
unprecedented levels in 2022. The electricity price shapes 
in 2019 and 2020 are almost flat, but in 2021 and 2022 they 

Fig. 2   Data processing initial flow

Table 1   Pearson correlation 
coefficients

Correlation coefficient ElP
h

2019
ElP

h

2020
ElP

h

2021
ElP

h

2022

El_quantity ( ElQh) 0.596587 0.310967 − 0.13812 0.168683

Gas_price_DAM ( GasPd) 0.125493 0.441562 0.82858 0.757485

Gas_quantity_DAM ( GasQd) − 0.0297 − 0.1866 0.486406 0.334951
Inflation_RO ( InfROm) − 0.3424 − 0.05039 0.789006 0.329347
Inflation_EU ( InfEUm) − 0.16297 − 0.07235 0.786641 0.454506
ROBOR 3 M ( Roborm) − 0.31901 − 0.07501 0.704966 0.586826
Oil_price ( OilPd) − 0.32725 0.428199 0.593899 0.042344

Level_Turnu Magurele ( LevelTMd
) − 0.31371 − 0.11808 − 0.55886 − 0.44648

Level_BR ( LevelBRd) − 0.27231 − 0.07297 − 0.57319 − 0.55958

Level_TL ( LevelTLd) − 0.26438 − 0.09949 − 0.5755 − 0.54291

Consumption ( ElCh) 0.641719 0.765722 0.322032 0.193566

Generation ( ElGh) 0.234691 0.535417 − 0.03781 − 0.1943

Coal_gen ( CGh) 0.413524 0.574996 0.132546 0.228913

Oil&Gas_gen ( OGGh) 0.368002 0.566714 0.414415 0.048759

Hydro_gen ( HGh) 0.025771 0.401482 − 0.33788 − 0.0179

Nuclear_gen ( NGh) 0.043153 0.074555 0.196464 − 0.01421

Wind_gen ( WG
h) − 0.17033 − 0.17981 − 0.00498 − 0.3163

PV_gen ( PVGh) 0.073434 − 0.11813 − 0.09232 − 0.00558

Biomass_gen ( BGh) 0.246113 0.351802 − 0.07165 − 0.21031

Exchange ( Exh) 0.281236 0.355652 0.306741 0.242605

Price_EUETS ( EUETSd) 0.081138 0.447834 0.707506 0.004049

Weekday ( Wd) 0.100084 0.085415 0.028807 0.038833
Hour ( h) 0.338499 0.289218 0.181837 0.211503
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show two humps that are similar with the daily load curves, 
showing morning/evening peaks and night valleys. This 
characteristic is related to the very expensive generating 
units that are able to satisfy the request bids at peaks. Also, 
there is a speculative effect of the ever-increasing prices, 
thus new features are built to overcome and predict these 
spikes. Producers tend to ask for more on DAM only because 
they know the trend and try to maximize its advantage. The 
producers also know the hydrologic conditions, RES forecast 
and the planned outages of the nuclear units, anticipating the 
level of scarcity and asking for higher prices. Another aspect 
is related to the auctioning price mechanism that favors the 
producers with cheaper fuel. The uniform price mechanism 
offers the price of the most expensive unit of energy to all 
producers with accepted offers regardless of their prices. 
This means the same price is paid for all producers, but this 
increases the burden on the supplying side especially during 
energy scarcity. The pay-as-bid pricing mechanism could be 
more appropriate for this market.

In Fig. 4, the average electricity traded and prices on 
DAM are depicted in combo graphs, year by year: from 
2019 to 2022. The price scales are similar in 2019 and 2020, 
but in the next two years, tremendously soaring prices are 
encountered.

The average monthly prices for electricity and gas on 
DAM in 2019–2022 are displayed in Fig. 5. It is noticeable 
that in the last two years 2021 and 2022, the electricity price 
is highly correlated with gas price. The increase is constant 
from May 2021 to December 2021. Then, the increase is 
even sharper in 2022.

The monthly electricity traded on DAM and the share of 
electricity traded on DAM in total consumption are shown 
in Fig. 6. Monthly electricity traded on DAM varied accord-
ing to Fig. 6a. The monthly electricity traded is higher in 
July and August in 2022, whereas in January 2020 was the 

highest electricity traded on DAM. However, the differences 
are not big, but the last two months in 2022 show an increase 
that is directly correlated with the increasing prices. The 
share of electricity traded on DAM in the total consump-
tion varied between 38.5% in 2019 and 46.6% in 2022 (as 
in Fig. 6b).

The evolution of electricity price and quantity on DAM 
and gas price on DAM are also represented in Fig. 7. There 
is an obviously directly correlated increase in the prices 
starting from mid-2021, when lockdowns and restrictions 
were eliminated. Then, the increase is amplified by the sec-
ond random event–conflict in Ukraine.

The variations of the electricity prices and quantities on 
DAM are showcased in Fig. 8 using boxplots. They show 
an accelerated increase in the electricity price from 2020 
to August 2022. In 2022, values above 2900 RON/MWh 
are outliers, whereas 50% of the prices varied between 849 
and 1645 RON/MWh. The price variations is more evident 
in 2021 and 2022, showing more extreme values and even 
outliers that were less frequent in the previous years.

In comparison with 2022, in 2020, 50% of the prices varied 
between 173 and 289 RON/MWh. Impressive variations took 
place in the European market for emission allowances, as in 
Fig. 9a. The price of emitting a tone of carbon (in the EU ETS) 
attained a minimum value in March 2020 (16 €/tCO2) and then 
it rose from 33 €/tCO2 (1st Jan. 2021) to a record high of 89 
€/tCO2 (8th Dec. 2021). The barrier of 40 €/tCO2 was broken 
in March 2021 due to cold temperatures. In May 2021, prices 
climbed above 56 €/tCO2 for the first time and in Aug. 2022, 
it continued to head higher, above 98 €/tCO2. The monthly 
variation in Fig. 9b shows a constant increase in 2021.

Three of the Danube water levels are represented in Fig. 10. 
The water levels were daily recorded in Turnu Magurele, Braila 
and Tulcea points. They reflect the precipitation level in differ-
ent years and the potential that some important hydro-power 

(a) (b)(a) (b)

Fig. 3   Average hourly consumption (a) and average hourly prices (b)
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Fig. 4   Average electricity traded and prices on DAM 2019–2022

(a) (b)

Fig. 5   Average electricity price (a) and gas price (b) on DAM
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plants (like Portile de Fier) had to generate electricity. There 
is a clear decrease of the water levels starting from the end of 
2021 that accentuated the drought and diminished the hydro 
generation. This issue led to a smaller hydro capacity and a 
higher market concentration.

The levels are highly correlated and especially in 2022, 
the water levels were extremely low indicating a weak 
hydrology and less potential for hydro-power plants depend-
ing on the Danube river.

4 � Methodology and Research Hypotheses

The EPF methodology consists in two major steps that 
first prepare and configure the input of the ML models, 
then trains the algorithms, compute the final forecast, and 

evaluate the accuracy of the models. For training the ML 
models, a rule-based approach is built based on an empiri-
cal observation that for a month with a higher deviation in 
prices, the training interval should be shortened capturing 
the sharp increase and speculative effect of the soaring price. 
After training, the output of the ML algorithms is the input 
for a regressor model in order to increase the individual 
accuracy and obtained a weighed forecast of the electricity 
prices.

4.1 � Configure the Input for the ML Algorithms

The input of the ML algorithms is initially composed by 
the 22 raw features (including the target) that represents the 
recorded values of the previous day:

(a) (b)

Fig. 6   Monthly electricity traded on DAM (a) and electricity traded on DAM in total consumption (b)

Fig. 7   Variation of electricity price, traded quantity and gas price from 2019 to 2022
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Fig. 8   Prices and quantities on DAM distribution in 2019–2022

Fig. 9   Evolution of emissions trading (a) and average monthly price of emissions (b)

(a) (b)

Fig. 10   Three Danube water levels
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The input is filled with 22 more engineered features 
obtained by aggregating the previous day’s hourly prices 
and by determining the range and variations of the current 
prices versus previous days prices.

4.1.1 � Aggregated Features

The following variables are calculated for the previous 
day: minimum and maximum price, mean price, variance, 
standard deviation and median of the previous day prices.

These variables are added to the initial input Xh:

4.1.2 � Derivate Features

Based on the previous day aggregated values, in this 
step, 16 new variables are calculated and added to the 
model. Range price is obtained in Eq. (7) as the differ-
ence between the maximum and the minimum price of 
the previous day:

Ratio price index is obtained in Eq.  (8) as the ratio 
between the maximum and the average price of the previ-
ous day:

(1)

X
h =[ElQh−24, ElPh−24, GasPd−1, GasQd−1,

InfROm, InfEUm, Roborm, OilPd−1,

LevelTMd−1, LevelBRd−1, LevelTLd−1, ElCh−24, ElGh−24,

CGh−24, HGh−24, OGGh−24, NGh−24,WGh−24,

PVGh−24, BGh−24, Exh−24, EUETSd−1].

(2)ElPmind−1 = min
h|h∈d−1

ElPh; ElPmaxd−1 = max
h|h∈d−1

ElPh,

(3)�ElPd−1 =
1

24

∑

h|h∈d−1
ElPh,

(4)

�2ElP
d−1

=
1

24

�

h�h∈d−1

�
ElPh − �ElPd−1

�2
;�ElPd−1 =

√
�2ElP

d−1
,

(5)ẼlPd−1 = median
h|h∈d−1

ElPh.

(6)Xh =
[

Xh, ElPmind−1, ElPmaxd−1,�ElPd−1, �2ElPd−1, �ElPd−1, ẼlPd−1
]

.

(7)ElPranged−1 = ElPmax
d−1

− ElPmind−1.

(8)ElPratiod−1 =
ElPmaxd−1

�ElPd−1
.

Previous hourly prices with a lag of 24–168 h: ElQh−24 , 
ElQh−48 , ElQh−72 , ElQh−96 , ElQh−120 , ElQh−144 , ElQh−168 . 
The average of the previous hourly prices for 3–7 consecu-
tive days are calculated using Eqs. (9), (10):

The hourly variations of the previous prices for the last 
3 days are determined using Eq. (10):

The weekday ( Wd ) and the hour ( h ) are also added to the 
input variable to capture the time variations. Finally, the 
input of the ML algorithms is completed with the above 
calculated features:

The actual electricity hourly prices constitute the target 
variable ( yh = ElPh ) of the ML algorithms that are trained 
and applied to provide their estimations or output ( ̂yh

m
).

4.2 � Training and Evaluation of the Ensemble ML 
Algorithms

Five ML algorithms are trained: Random Forest (RF) from 
bagging ensemble machine learning algorithms category, 
Light Gradient Boosting Regressor (LGBR), Histogram-
Based Gradient Boosting Regressor (HGBR), eXtreme Gra-
dient Boosting (XBR) from boosting category and voting 
regressors (VR) from voting category.

4.2.1 � Setting the Training Interval

The training process reveals that the results depend on the 
training interval. Thus, for periods with small fluctuations 
a longer training interval is suitable for ML training, while 

(9)�ElPh3 =

∑
i∈{24,48,72} ElQ

h−i

3
,

(10)�ElPh7 =

∑
i∈{24,48,72,96,120,144,168} ElQ

h−i

7
.

(11)ΔElPh1 = 100 −
ElQh−24

ElQh−48
× 100,

(12)ΔElPh2 = 100 −
ElQh−48

ElQh−72
× 100,

(13)ΔElPh3 = 100 −
ElQh−72

ElQh−96
× 100.

(14)

Xh =
[

Xh, ElPranged−1, ElPratiod−1, ElQh−24, ElQh−48, ElQh−72,

ElQh−96, ElQh−120, ElQh−144, ElQh−168,

�ElPh3,�ElPh7,ΔElPh1,ΔElPh2,ΔElPh3,Wd , h
]

.
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for periods with higher fluctuations it is recommended to 
shorten the training interval. Therefore, the training interval 
is adapted considering the monthly standard deviation of 
the price. The greater the deviation, the shorter the training 
interval. As it can be noticed from Fig. 11, the deviations 
are higher during 2021–2022. This is also evident from the 
basic statistics performed at the yearly level and shown in 
Appendix A (variable El_price_DAM).

Based on the results obtained during the training process, 
the following rules can be applied to the training interval 
( T):

where �ElPm−1 represents the previous month standard devi-
ation of electricity price. The ML models are trained and 
tested on the pair ( Xh, yh ) and provide their output ŷh

k
 that 

is evaluated according to Eqs. (18–20) and used in the next 
step to train a regressor model and obtain the final prediction 
of electricity price.

4.2.2 � Weighted Forecast of Electricity Price

The estimations provided by the ML algorithms are used 
as input for a regressor model to obtain a weighed forecast 
that increases the accuracy of the individual models. The 
final forecast of the hourly electricity prices for the next 
day ( hf =

−

1, 24 ) is obtained using Eq. (16) by adjusting the 
individual estimations of the ML models ( ̂yhf

k
 ) with a set of 

weights ( �k):

(15)T =

⎧
⎪
⎨
⎪
⎩

60, if 𝜎ElPm−1 < 100

45, if 𝜎ElPm−1 ≥ 100 and 𝜎ElPm−1 < 200

30, if 𝜎ElPm−1 ≥ 200 and 𝜎ElPm−1 < 300

15, if 𝜎ElPm−1 ≥ 300

(16)ÊlPhf =
∑

k

�k × ŷhf
k
.

The weights are calculated with a regressor model (e.g., 
using linear regression or gradient descent) by minimizing 
the difference between the actual electricity prices and their 
estimation during the training interval ( T  ). Therefore, the 
regressor model minimizes the sum of squared errors using 
Eq. (17). Figure 24 (Appendix C) represents the steps of the 
proposed methodology to obtain the forecast of the hourly 
electricity prices.

4.2.3 � Assessing the Accuracy of the Models

To evaluate the accuracy of the ML models, the following 
metrics are calculated for the training and testing process: 
root-mean squared error (RMSE), coefficient of determina-
tion ( R2 ), mean absolute percentage error (MAPE) and mean 
absolute error (MAE):

(17)

�k = argmin
�k

∑

h∈T

(
ElPh − ÊlPh

)2

= argmin
�k

∑

h∈T

(
ElPh −

∑

k

�k × ŷh
k

)2

.

(18)RMSE =
1

T

T∑

h=1

(
yh − ŷh

k

)2

,

(19)R2 = 1 −

∑T

h=1

�
yh − ŷh

k

�2

∑T

h=1

�
yh − yh

�2
,

(20)MAPE =
1

T

T∑

h=1

|||y
h − ŷh

k

|||
||yh||

× 100%,

Fig. 11   Monthly standard deviation during 2019 and 2022
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For the weighted forecast, the same equations are used by 
replacing ŷh

k
 with ÊlPh.

5 � Results and Assessment

The training interval varies according to Eq. (15) and the 
forecasting horizon is 7 days although the focus is on the 
day-ahead forecast (or the electricity prices for the next 
24 h) that is required for DAM. The comparison is provided 
in Tables 2 and 3 between the proposed method (weighted 
forecast), the average results of the five ML algorithms and 
the baseline approach with fixed training interval and no 
feature engineering. The results for the baseline approach 
are obtained by calculating the yearly average of the estima-
tions of the five ML algorithms without feature engineering.

Several graphical results are extracted and showcased in 
Figs. 12, 13, 14, 15 and 16. Results are grouped by several 
consecutive days in each year (2019–2022). The forecast 
is performed for the next 7 days, but the results are reli-
able for only for the first days: the more distant the time 
horizon, the greater the prediction errors. For 2019–2021, 
the forecast is reliable for the next 4–5 consecutive days, 
whereas for 2022, only the electricity prices for the next 2 
consecutive days are accurately predicted. P1–P5 represent 
the estimations ( ŷh

k
 ) of the five ML algorithms described 

in Sect. 4.2; El_price_DAM (orange) represents the actual 

(21)MAE =
1

T

T∑

h=1

|||y
h − ŷh

k

|||.
electricity price ( yh ); El_price_DAM_F (blue) represents 
the average of the estimations obtained by the five ML 
algorithms (average of the ŷh

k
 values). For simulations per-

formed for 2019 and 2020, the results are showcased in 
Figs. 12 and 13.

For simulations performed for 2021, the results are show-
cased in Fig. 14.

For simulations performed for 2022, the results are show-
cased in Figs. 15 and 16.

For stable years such as 2019 and 2020, the forecast was 
more accurate, the model providing very good results. Addi-
tionally, for more disruptive years (2021 and 2022), the fore-
cast provided reliable results by adjusting the training inter-
val and extracting features that enhance the proposed model.

The weighted forecast ( ÊlPh ) is obtained using two 
regressors (linear regression and gradient descent) that cal-
culate the weights ( �k ) and adjust the predictions obtained 
with the five ML algorithms. El_price_DAM_PF repre-
sents the weighted forecast ( ÊlPh ) that is obtained either 
by linear regression or gradient descent (as in Figs. 17, 18, 
19). The results are provided for days in 2019 and 2022, 
showing that the proposed method proved to be robust for 
calmer and more thrilling intervals. Our approach relies on 
adjusting training intervals based on the monthly standard 
deviation, multiple fundamental features from various open 
data sources, feature engineering, several standout ML algo-
rithms and combining the individual estimations of the ML 
algorithms with a set of weights. The regressor model (either 
linear regression or gradient descent) minimizes the sum of 
squared errors. For simulations performed for 2019 (known 

Table 2   Results for 2019 and 
2020

Metric/Year 2019 2020

Scenario Baseline
No feature 
engineering

5 ML algorithms Weighted 
forecast

Baseline
No feature 
engineering

5 ML algorithms Weighted 
forecast

R2 0.73 0.96 0.97 0.75 0.97 0.98
MAE 15.18 7.82 7.58 14.64 6.87 6.71
RMSE 29.34 16.14 15.85 27.67 15.01 14.67
MAPE 12.98 4.06 3.67 11.76 3.89 3.37

Table 3   Results for 2021 and 
2022

Metric/year 2021 2022

Scenario Baseline
No feature 
engineering

5 ML algorithms Weighted 
forecast

Baseline
No feature 
engineering

5 ML algorithms Weighted 
forecast

R2 0.68 0.93 0.95 0.65 0.92 0.93
MAE 19.35 9.14 8.67 23.88 11.03 10.23
RMSE 40.12 18.20 17.39 43.56 24.12 23.9
MAPE 26.94 5.05 4.76 29.18 6.43 5.88
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as a stable year from the price fluctuations point of view) 
using the proposed methodology, the results are showcased 
in Figs. 17 and 18.

For simulations performed for 2022 (known as a dis-
ruptive year from the price fluctuations point of view) 
using the proposed methodology, the results are show-
cased in Fig. 19a, b. Thus, based on the results, the pro-
posed EPF approach is able to cope with random events 
such as the COVID-19 pandemic, lockdowns and conflict 
in Ukraine.

6 � Discussion

In this paper, we investigated a newly built data set with 
numerous variables that spans from January 2019 to August 
2022. It entirely covers the interval before and after COVID-
19 pandemic and the emergence of the conflict in the Black 
Sea region. For interpreting the results, we grouped them 
on the two types of years: more stable 2019 and 2020 and 
more disruptive from the price fluctuations point of view: 
2021 and 2022. The numerical results are presented in 
Tables 2 and 3. Numerical results indicate that on average 
MAE improved by 48% and RMSE improved by 44% over 

the entire interval compared to the baseline model (without 
feature engineering).

When the output of the ML algorithms is weighted 
using the proposed meta-model, MAE further improved 
by 2.3% in 2020 and 5.14% in 2022. Less errors are 
recorded in stable years like 2019 and 2020 (MAE = 6.71, 
RMSE = 14.67) compared to 2021 and 2022 (MAE = 9.45, 
RMSE = 20.64). MAPE and coefficient of determination 
follow similar trends. The latter significantly improved 
from 0.73 to 0.97 in 2019, from 0.75 to 0.98 in 2020, 
from 0.68 to 0.95 in 2021 and from 0.65 to 0.93 in 2022.

When the results of the ML algorithm were averaged, 
MAPE decreased from 12.98 to 4.06 compared to the 
baseline model in 2019, from 11.76 to 3.89 in 2020, from 
26.94 to 5.05 in 2021 and from 29.18 to 6.43. It further 
decreased by around 1 unit when the proposed model was 
applied. The lowest error values were recorded in the more 
stable years: 2019 and 2020. However, good results were 
obtained for 2021 and 2022 when the price fluctuations 
were much higher.

To graphically visualize the prediction results, they 
were depicted in several figures showcased in the previ-
ous section. Several consecutive days (in March and April) 
were chosen to show the hourly price variation and the 

Fig. 12   Forecast of the hourly electricity price on DAM (RON/MWh) for 5 days in March 2019



International Journal of Computational Intelligence Systems           (2024) 17:10 	 Page 15 of 25     10 

prediction performed with the individual ML algorithms 
and with the proposed model in which their results are 
combined. One can notice that the forecasting lines follow 
the price for both stable and disruptive intervals, indicat-
ing a good predictive capacity of the proposed model. The 
linear regressor meta-model provides better results. Addi-
tionally, the average output of the ML models (blue line) 
proved to be a good estimation.

7 � Conclusion

To cope with black swans, a robust method for EPF is 
required, in which more fundamental features and feature 
engineering should be considered. The training interval 
requires adjustment, the more price variates the shorter the 
training. They are adjusted based on the price variations to 
obtain the best performance. Aggregated features and fea-
tures generated by shifting the interval from 24 to 168 h 
are important especially for the last 2 years. Finally, two 

approaches are taken into account to combine the results of 
the five standout ML algorithms—random forest, light gra-
dient boosting, histogram-based gradient boosting, extreme 
gradient boosting and voting regressors. Thus, the results are 
weighted using two regressors (linear regression and gradi-
ent descent). The algorithms learn from different features 
depending on the forecasting interval.

From the exploratory data analysis, we noticed that the 
most important features in 2019 lost their importance and 
other features become significant in the coming years marked 
by black swans or random events, such as COVID-19 and 
conflict in Ukraine. Some features lost importance (e.g., 
total consumption in 2021 and 2022 is less important) and 
other emerged from uncertainties (e.g., gas price, price index, 
interest rate, emissions allowance, water level) brought by 
the random events or extreme climate conditions. In simu-
lations, we also added the electricity prices and quantities 
traded on other DAMs from neighboring countries (Bul-
garia, Serbia, Hungary). Moreover, the capacity flows on the 

Fig. 13   Forecast of the hourly electricity price on DAM (RON/MWh) for 4 days in March 2020



	 International Journal of Computational Intelligence Systems           (2024) 17:10    10   Page 16 of 25

Fig. 14   Forecast of the hourly electricity price on DAM (RON/MWh) for 4 days in March 2021

Fig. 15   Forecast of the hourly electricity price on DAM (RON/MWh) for 2 days in March 2022
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interconnection with Hungary was added in the model as fun-
damental features, but these did not improve the performance 
of the results and they were removed from the input dataset.

From investigating the evolution of the variables 
between January 2019 and August 2022, we found out that 

the shape of the electricity price showed sharper humps 
in the last 2 years proving that the most expensive gen-
erators are used at peaks. RES producers and even other 
producers with a more predictable output tend to trade 
more on DAM. The share of electricity traded on DAM 

Fig. 16   Forecast of the hourly electricity price on DAM (RON/MWh) for 2 days in April 2022

Fig. 17   Forecast of the hourly electricity price on DAM (RON/MWh). Weighted the output of the five ML algorithm using a linear regressor for 
5 days in March 2019
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in the total consumption increased at 46% in 2022 (in the 
interval January–August). The humps of the electricity 
price shape indicate that the uniform price mechanism 
may not be appropriate for DAM in the context of severe 
drought, higher gas and oil prices, higher price index and 
increased consumption level. The most expensive price for 
each MWh will be paid to all generators regardless of their 
costs, but the burden on the electricity suppliers and final 
consumers is tremendous. Alternative price mechanisms 
should be investigated and applied for DAM, such as more 
popular pay-as-bid, or less speculative generalized second-
price or Vickrey–Clark–Glove pricing mechanisms.

In Romania, governmental measures to protect con-
sumers consider capping the price of the electricity to 
the households to 0.68 RON/kWh if the consumption 
is less or equal to 100 kWh, 0.8 RON/kWh if the con-
sumption is between 101 and 255 kWh. For those with 
higher consumption, the market price that can be five 
times higher will be applied. Some offers are as high as 
4 RON/kWh. However, for this measure, the budgetary 
impact is 1 billion RON/month up to August 2023. One of 
the drawbacks of this measure is that there is no incentive 
for consumers to reduce the actual consumption since the 

thresholds are set for 2021. One suggestion is to consider 
the current consumption and better stimulate consump-
tion reduction.

To reduce the burden on the governmental budget, alter-
natives should be further analyzed: such as more incentives 
for PV panel installations at the households’ and small and 
medium business’s side. Since December 2021, the green-
house program was stopped for verifications of files due to 
the lack of administrative capacity. This capacity should be 
increased, and the process speed up. Alternatively, the flex-
ibility of consumers to adjust or reduce consumption should 
be moreover investigated. What if the consumers’ flexibility is 
cheaper than the financial effort of capping the price? There-
fore, to combat spikes, as future work, the flexibility of con-
sumers and the storage facilities potential will be investigated.

One of the limitations is related to the data extraction as in 
the current paper, the data were scraped from various sources. 
When the page source or libraries/drivers change over time, 
the scraper has to be updated to further extract data. There-
fore, an API or a download option could provide more relia-
bility in terms of data extraction. Another limitation is related 
to the variables that are selected for Romania in the current 
paper, but for other country, more or less variables could be 
considered, thus the variables may depend on the region.

Fig. 18   Forecast of the hourly electricity price on DAM (RON/MWh). Weighted the output of the five ML algorithm using gradient descent for 
5 days in March 2019
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Appendix A

See Table 4, 5, 6, 7.

Fig. 19   Forecast of the hourly electricity price on DAM (RON/MWh). a weighted the output of the five ML algorithm using a linear regressor; b 
weighted the output of the five ML algorithm using gradient descent for 2 days in April 2022

Table 4   Electricity, gas, oil prices and quantities

Stat El_price_DAM El_quantity Gas_price_DAM Gas_quantity_DAM Oil_price

Mean 505.53 2853.92 188.33 528,681.48 67.65
Standard error 3.07 3.29 1.29 9385.76 0.13
Median 278.00 2828.40 74.98 11,837.00 65.16
Mode 229.00 2686.00 0.10 376,800.00 101.13
Standard deviation 550.73 589.39 231.75 1,682,435.86 23.64
Sample variance 303,307.08 347,386.07 53,707.14 2,830,590,421,508.72 558.82
Kurtosis 7.33 − 0.23 2.30 43.22 0.20
Skewness 2.45 0.28 1.64 5.64 0.48
Range 4698.99 3808.80 1207.80 19,879,969.00 124.06
Minimum 0.01 1244.10 0.07 47.00 9.12
Maximum 4699.00 5052.90 1207.87 19,880,016.00 133.18
Sum 16,243,770.74 91,702,079.90 6,051,482.78 16,987,593,470.77 2,173,669.25
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Table 5   EU Inflation, emission 
allowance and Danube water 
levels

Stat Price_EUETS Inflation_EU Level_Turnu Magurele Level_BR Level_TL

Mean 43.94 2.47 166.05 225.57 148.44
Standard error 0.13 0.02 0.66 0.68 0.40
Median 29.78 1.30 147.00 209.00 139.00
Mode 25.68 − 0.30 60.00 198.00 97.00
Standard deviation 23.50 2.73 118.80 121.89 72.19
Sample variance 552.08 7.45 14,114.59 14,857.45 5210.95
Kurtosis − 0.85 0.18 0.62 0.19 0.32
Skewness 0.82 1.21 0.91 0.66 0.74
Range 82.31 9.20 612.00 626.00 387.00
Minimum 16.12 − 0.30 0.00 0.00 0.00
Maximum 98.43 8.90 612.00 626.00 387.00
Sum 1,411,751.46 79,498.80 5,335,623.00 7,247,944.00 4,769,568.00

Table 6   Total consumption, 
generation, exchange level, 
Romanian inflation and interest 
rate

Stat Consumption Generation Exchange Inflation_RO ROBOR 3 M

Mean 6763.46 6528.09 607.06 6.10 2.97
Standard error 5.78 5.61 2.33 0.02 0.01
Median 6750.67 6484.83 543.67 4.74 2.94
Mode 6324.17 6864.83 93.33 15.18 3.05
Standard deviation 1035.10 1006.10 417.31 3.73 1.44
Sample variance 1,071,425.68 1,012,240.24 174,150.58 13.93 2.06
Kurtosis − 0.66 − 0.23 0.15 0.81 3.36
Skewness 0.15 0.17 0.73 1.42 1.81
Range 5536.50 6479.33 2373.90 12.71 6.65
Minimum 4087.17 3323.50 12.43 2.47 1.49
Maximum 9623.67 9802.83 2386.33 15.18 8.14
Sum 217,215,133.35 209,656,026.94 19,496,441.30 195,856.70 95,458.06

Table 7   Breakdown on generation source

Stat Coal_gen Oil&Gas_gen Hydro_gen Nuclear_gen Wind_gen PV_gen Biomass_gen

Mean 1293.24 1153.65 1809.13 1281.78 774.87 157.52 58.45
Standard error 1.75 2.39 3.87 1.40 3.77 1.27 0.08
Median 1287.17 1189.58 1711.58 1385.17 563.75 4.67 60.50
Mode 1186.17 790.00 1717.67 1423.67 12.00 0.00 64.00
Standard deviation 313.05 429.06 694.43 250.34 675.76 227.18 13.52
Sample variance 98,002.50 184,090.81 482,231.97 62,670.43 456,646.64 51,611.55 182.91
Kurtosis 0.42 − 0.82 0.45 1.72 − 0.06 0.21 − 0.35
Skewness − 0.04 − 0.05 0.77 − 1.89 0.94 1.25 − 0.36
Range 2227.79 1926.00 4183.00 822.83 2809.33 868.00 152.83
Minimum 279.50 211.67 160.33 611.17 0.83 0.00 19.00
Maximum 2507.29 2137.67 4343.33 1434.00 2810.17 868.00 171.83
Sum 41,533,665.85 37,050,666.48 58,102,159.89 41,165,521.76 24,885,754.12 5,059,049.75 1,877,297.05
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Appendix B

See Figs. 20, 21, 22 and 23.

Fig. 20   Pearson correlation coefficients in 2019

Fig. 21   Pearson correlation coefficients in 2020
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Fig. 22   Pearson correlation coefficients in 2021

Fig. 23   Pearson correlation coefficients in 2022
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Appendix C

See Fig. 24.

Fig. 24   Flowchart of the proposed methodology to obtain the EPF
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