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Abstract
The evaluation of the capability of network-based systems of systems has replaced the simple method that considers return 
on investment, becoming a new paradigm for planning national defence capabilities. However, the dual uncertainty of the 
key system attributes of scenes and weapons has brought great challenges for decision-making. Based on this, we developed 
a multiobjective optimization model with multiple stages and scenarios under uncertainty to determine plans. In this study, 
we consider planning risk and planning cost as the two objectives. To solve this problem, we propose a hybrid solution for 
a network-based optimization method integrated with fuzzy set theory. The network-based optimization method combines 
the NSGA-II-DE and complex network theory. We use the characteristics of the network to evaluate the capabilities of the 
WSoS, and the NSGA-II-DE is used to generate a development plan and finally output a set of Pareto optimal solutions. We 
use fuzzy sets to determine the fuzzy membership of each plan on the Pareto front and determine a satisfactory solution. 
Finally, we conduct simulation experiments to verify the rationality of the methods proposed in this article. The results 
can provide a set of efficient solutions for military planners, helping generate a variety of planning solutions and trade-offs 
according to their preferences.
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List of Symbols
T  	� Planning period
y 	� Year y in the planning period ( Y = 0,… , T)
l 	� A stage in the planning period ( l = 1,… , L)
Bl 	� National defence budget at stage l
Sk 	� Scene k in typical scene set S
spk 	� Importance of scene k
swk 	� Weights of scene k
stk 	� Planning time in scene k
Cj 	� Type j of capability in capability set C
Cij 	� Weapon wi with capability j
Ĉij 	� Cij Represented by an interval number
cpj 	� Importance of capability j
cwj 	� Weights of capability j
ℂ

∗
jk

 	� Capabilities of the system of systems formed by 
weapons with the same capability j in scene k

ℂjk 	� Revised capabilities of a system of systems

ℂ̂jk 	� ℂjk Represented by an interval number
Rk 	� Capability requirement in scene k
Rjk 	� Requirement of capability j in scene k
R̂jk 	� Rjk Represented by an interval number
CRjk 	� Risk of capability j in scenario k
wi 	� Weapon i in weapon collection W

I

wti 	� Development time of weapon wi

wci 	� Development cost of weapon wi

ŵcn 	� wci That obeys the normal distribution 
ŵcn ∼ (cn, �

2
n
)

W
M

 	� M Types of weapons that have been developed 
in W

I

W
N

 	� N Types of weapons that to be developed in W
I

IOL 	� Interoperability level in the weapon system of 
systems

�max 	� Largest eigenvalue of IOLG
G 	� Weapon network G = (V ,E)
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V  	� Collection of weapon network nodes
E 	� Collection of relationships between nodes
eab 	� An edge between weapon node a and weapon 

node b
(va, vb) 	� Weapon a and weapon b can interact and 

cooperate
Gy 	� Weapon network formed in year y , Gy = (Vy,Ey)

�Gstk

 	� Information network structure effect in the 
planning time of scene k

xn 	� Variable for weapon selection; x = 1 represents 
development of weapon wn , and x = 0 represents 
no development of weapon wn

tn 	� Start time of developing weapon wn

wtn 	� Time required to develop weapon wn

�l 	� Confidence level given in advance by the 
decision-maker

up1 	� Fuzzy membership of target function 1 in the 
Pareto front

up2 	� Fuzzy membership of target function 2 in the 
Pareto front

Fp1 	� Value of target function 1 in Pareto solution p
Fp2 	� Value of target function 2 in Pareto solution p
fw1 	� Expert preference weights of target function 1
fw2 	� Expert preference weights of target function 2
up 	� Compromise solution in the Pareto front

1  Introduction

A weapon system of systems (WSoS) is a higher-level 
weapon system that integrates a variety of weapon sys-
tems that are interrelated in function and complementary 
in performance [1]. The architecture design, planning and 
deployment, and operation application of the WSoS can 
determine the success of a war and have received the atten-
tion of relevant decision-makers and researchers in the 
national defence field.

The development planning of the WSoS as a key link 
can support the scientific design and reasonable control of 
the construction direction, development path, key issues, 
time process and resource allocation of the WSoS. How-
ever, for countries, this is a challenging strategic analysis 
work because it often involves various aspects, such as 
mission tasks, capability requirements, weapon effec-
tiveness, and economic benefits, and the quality of the 
planning solution will directly affect the national security 
capabilities of a country.

As early as 1998, the U.S. military tried to apply a 
development roadmap to the technical planning of the 
U.S. Navy. In recent years, focusing on the construction 
of weapons and equipment systems, the U.S. military 

successively formulated the “NASA Technology Road-
maps”, “Unmanned Systems Integrated Roadmap”, “Army 
Unified Network Plan”, etc. Judging by the implementa-
tion effect, U.S. military planning has undoubtedly played 
a positive role in promoting the construction of WSoS and 
the improvement of operational capabilities.

However, with the evolution of modern warfare in the 
direction of networking, informatization, and intelligence, 
greater challenges have arisen for the planning and con-
struction of WSoS. Specifically, first, informatization wars 
accelerate the application of a large number of distributed 
platforms, sensors, and weapons, and the network effects of 
the weapon system are prominent; namely, simple weapons 
can also emerge through interactive collaboration [2]. The 
construction of the WSoS emphasizes the interconnection 
and interoperability between weapons. Second, the pro-
posal of new operational concepts and the introduction of 
disruptive technology make the future battlefield more dif-
ficult to predict, and the construction of the WSoS will face 
deeper uncertainty. To cope with uncertainty in planning 
the equipment system, the U.S. Department of Defense pro-
posed capability-based planning (CBP) [3], which focuses 
on capacity development rather than direct measures to cope 
with various possible future scenarios to prevent WSoS 
planning from falling into a bottleneck. Currently, CBP 
methods have penetrated into the design and planning of 
WSoS [4–10]. However, in the current process of WSoS 
development planning under CBP, the complex interactive 
relationships between weapons and many uncertainties are 
usually ignored.

Therefore, it is necessary for us to conduct further 
research on the planning and construction of the WSoS from 
the two perspectives of the network characteristics of the 
weapon system and the uncertainty of weapon construction 
based on the CBP. The topic under discussion in this paper 
is essentially a system-of-systems development and planning 
problem under uncertainty.

In this study, first, we analyse the input factors in the 
problem, and the interval number and stochastic number 
are used to characterize the uncertain factors. Second, we 
model the WSoS network and evaluate its capabilities. Then, 
based on the analysis of the uncertain factors, we introduce 
interval-number and opportunity constraints and build a 
multiobjective optimization model for development plan-
ning based on whether the capabilities of the WSoS match 
the requirements of the scene. Finally, the NSGA-II-DE 
algorithm is used to solve the constructed model, and the 
compromise solution considering the decision-maker’s 
preferences is obtained from the Pareto optimal solutions 
combined with fuzzy set theory. Through the above steps, 
the previous qualitative decision-making process based on 
expert experience is transformed into quantitative decision-
making based on the multiobjective optimization model in 
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the field of operations research, which improves the effi-
ciency and scientificity of scheme formulation.

The remainder of this paper is organized as follows: 
Sect. 2 reviews related literature on network modelling in 
WSoS and planning methods under uncertainty; Sect. 3 
describes the problem of planning WSoS and modelling the 
related factors; Sect. 4 describes the modelling process for 
the capability assessment model based on network theory 
and the planning model based on multiobjective optimiza-
tion; Sect. 5 presents the specific method of solving the pro-
posed model; and Sect. 6 illustrates the proposed method 
with an example. Finally, Sect. 7 discusses the main conclu-
sions and suggests future research.

2 � Literature Review

2.1 � Network Modelling in WSoS

Objective description and modelling are basic steps in plan-
ning and evaluating a WSoS. The key is that the method of 
modelling description adopted must not only reflect the typi-
cal characteristics of weapon systems at the macro level but 
also describe their complex interactive relationships.

With the development of network science, complex 
network theory is considered to be an effective theoretical 
method for researching the modelling of complex weapon 
systems. Cares first used complex network theory to model 
a network formed by combat weapons. The weapon nodes 
were abstracted as sensor, decider, influencer, and target 
nodes to build a connection relationship between different 
nodes, forming a model of the information [11]. Based on 
the model proposed by Cares, Deller et al. summarized 18 
interaction relationships between the weapons of the enemy 
and us [12]. Tan Y. et al. studied the WSoS based on the 
theory of complex networks and proposed the operation 
loop to regard sensors, deciders, influencers, and targets as 
a loop and define a series of indicators of the architecture 
resistance, capacity, and efficiency of WSoS [13]. Based 
on the operation loop, Wan et al. and Shang et al. applied 
the method to WSoS planning problems under confronta-
tion conditions and built a threatened optimization model 
[14, 15]. Jichao Li et al. proposed a modelling method for 
the timing operation loop and proposed a combat capability 
contribution index to measure the degree of contribution of 
the weapons participating in an operation [16]. In addition, 
Domerçant & Mavris designed an architecture resource-
based collaborative network evaluation tool (ARCNET) that 
abstracts a WSoS as a weighted network and represents the 
interoperability level and collaboration of each side to meas-
ure the collaboration effect between weapons on the success 

rate of combat tasks [17]. Li M. proposed the method of 
capability generation-oriented weapon network portfolio 
optimization [10].

With the deepening of study, scholars have found that the 
general complex network model cannot accurately reflect 
the diversity of the middle nodes and connectivity of the 
weapon system, so the methods of the heterogeneous net-
work [18–21], multilayer network [22], and super network 
[23] have been proposed. The nodes and edges of hetero-
geneous networks can contain much information. Zhao D. 
applied a heterogeneous network to assess the contribution 
rate of an operational system of systems and calculated the 
efficiency value of the system of systems through meta-paths 
[18]. Chen et al. applied a heterogeneous network to link 
forecasting [19] and network disintegration [20]. Liu Peng 
et al. added a function chain model-building method to the 
idea of heterogeneous networks [21]. Multilayer networks 
focus on the physical significance of weapons. Xia B. et al. 
introduced multilayer networks into killing network model-
ling and extracted four types of network structures: recon-
naissance networks, communication networks, charged net-
works, and strike networks, in weapon systems; then, they 
measured the redundancy, agility, and risk of the system 
based on network characteristics [22]. Super networks are 
used to describe cognitive attributes and information attrib-
utes in the real world. Zhao et al. applied this idea to con-
struct an architecture design scheme for generating a WSoS 
[23].

It can be concluded through literature analysis that net-
work modelling of WSoS is mostly focused on analysing 
and evaluating the operational system, and only [14, 15] 
applications for WSoS planning problems. At the same time, 
a WSoS can be classified in two ways. One is as a directed 
network based on the command and control relationship, and 
the other is as an undirected network based on communica-
tion relationships. Compared with the two types of model-
ling methods, they can represent some characteristics of the 
WSoS somewhat better. A directed weapon network built 
according to command and control can more clearly describe 
the interaction relationship between the operational units of 
the two sides. However, it also emphasizes the assumption 
regarding the capability of the WSoS to be generated that the 
operational links must be closed, which is a typical threat-
based planning idea that is currently inconsistent with CBP 
thinking. Therefore, we conduct WSoS undirected network 
modelling based on the structure of the weapon informa-
tion network. This network modelling method can analyse 
the impact of interaction and cooperation between weapon 
nodes on the generation of the capabilities of the WSoS, 
which is in line with current CBP construction ideas.
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2.2 � WSoS Planning Under Uncertainty

Uncertainty is a focus of research on the selection of weapon 
projects because decision-makers do not seem to fully pre-
dict future situations before planning. According to Fang’s 
research [24], the field can be divided into the five levels 
shown in Table 1. The degree of uncertainty increases in 
order of level, from low to high.

In the first level of uncertainty, the future scene can be 
described by a model while the input parameters are dis-
turbed. The sensitivity analysis can usually be used to cope 
with this kind of uncertainty. The secondary uncertainty 
measures the future scene by introducing a probability distri-
bution. The common analysis method is probability theory. 
The basic idea is to assume that a certain type of element in 
the planning of the WSoS meets a certain probability distri-
bution. For example, a beta distribution is used to predict the 
completion time of military opponent weapon development 
projects [14, 15]. A truncated normal distribution is used to 
describe changes in the efficiency of weapons in different 
planning periods [25].

Because actual planning lacks sufficient probability dis-
tribution information, the traditional method of addressing 
uncertainty through probability is not suitable for a chang-
ing external environment. Therefore, the interval analysis 
method tends to be adopted for the three levels of uncer-
tainty. For example, an interval modelling method was pro-
posed for addressing capability needs, and the evolution of 
the capability requirements at different stages was analysed 
by drawing approximate scene trees [8]. For the problem of 
weapon combination planning under a vague environment, 
fuzzy numbers have been used to represent the uncertainty 
of resources during the planning process [26].

Fourth-level uncertainty emphasizes richer future pre-
dictions. For this kind of uncertainty, interval number 
modelling is usually combined with robust optimization or 
multiattribute decision-making methods. The idea of using 
interval numbers to characterize the uncertainty of capac-
ity demand in various scenarios in the process of weapon 
system planning was proposed by Xia B., who introduced 
the two indicators of complete robustness and overall 

robustness and established a robust optimization model 
[9]. Li R. et al. directly used the weapon capability interval 
number and capability demand interval number as model 
inputs to construct a robust optimization model and used the 
Bertsimas-Sim method to transform the robust optimization 
model into a definite form [27]. Li R. et al. also analysed 
the situation in which the capability provided by a weapon 
decreases during the system planning process and designed 
a robust optimization model based on a dynamic transfer 
equation [28]. Dou et al. used interval number theory to 
extend the VIKOR method to the EVIKOR method and pro-
posed sorting weapon systems with a heavy-duty constraint 
linear planning method [29]. Li et al. proposed a combina-
tion of weapons in a hesitant and fuzzy environment and 
introduced the hesitant and fuzzy indicators and attribute 
values to describe the weapon system; hesitation was used 
to measure the uncertainty of the relevant data information 
of the weapon systems [30].

For the WSoS planning problem under uncertain condi-
tions, most scholars directly establish a multiobjective opti-
mization model or a multicriteria decision-making model in 
the form of interval numbers, and few scholars combine this 
model with equipment system network modelling. Based 
on this, after establishing the WSoS network model, we 
develop a multiobjective optimization model with risk and 
economy as the evaluation criteria and use interval number 
modelling to represent uncertainty. Finally, we construct 
a network-based optimization model under uncertainty. It 
provides new ideas and methods for WSoS planning and 
construction-based CBP.

3 � Description of the Problem

This section describes two essential aspects of our work: 
quantitatively describing, abstracting and transforming the 
proposed problem into a multiobjective constraint optimi-
zation problem and analysing and modelling the relevant 
elements of the problem.

Table 1   Uncertainty classification

Uncertainty Meaning Methods

1 The future decision scene is singular and fixed Sensitivity analysis
2 There are multiple decision scenarios, and the information in the scene is probabilistic Variance analysis

Bayesian network
3 There are multiple decision scenarios, and the information in the scene is in the form of a set Interval analysis
4 There are many decision-making scenarios, and the information in the scene is in the form of 

interval numbers
Robust optimization
Multiattribute decision

5 Future decision scenes cannot be characterized by any model; completely unknown future No relevant research in 
the military field
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3.1 � Problem Analysis

WSoS planning is a typical multistage decision problem. 
Combined with the idea of CBP, WSoS planning follows the 
pattern of “typical scene analysis—capability requirement 
analysis—system capability assessment—preferred weapon 
system”. The goal is to select the appropriate weapon from 
among the weapons to be developed and arrange the devel-
opment time to meet the capability requirements in various 
typical scenarios in different future planning periods.

Assuming the planning period is T  , y ∈ [0, T] indicates 
year y in the planning period. The planning period can be 
divided into L stages according to the planning phases every 
5 years. That is, T = 5 × L , l ∈ [1, L] indicates plan L , and 
Bl represents the national defence budget at stage l . Com-
bined with the analysis of weapon system planning issues, 
the key to rationally arranging the construction and planning 
of WSoS lies in the description and analysis of the three ele-
ments involved in the planning process: typical scenarios, 
capability requirements, and weapon systems. According to 
the characteristics and correlation of these three elements, 
we can extract a three-layer structure, including the scene 
layer, capability layer and system-of-systems layer, as shown 
in Fig. 1.

In summary, the problems studied in this paper can be 
transformed into a class of capability-centred, multistage, 
multiscenario weapon network optimization problems. 
As the planning stage progresses, changes will occur in 
the typical scenarios and the capability requirements will 
evolve. Decision-makers need to coordinate and cope with 
the uncertainties in the process of WSoS planning based 
on the existing weapon network and the capability of the 
system of systems. Under certain national defence budget 
conditions, decision-makers select an appropriate weapon 
from among the weapons to be developed and arrange the 
development time reasonably, and they combine the weapon 
with existing equipment to form a new weapon network to 

meet the capability requirements of different scenarios of 
future national defence planning as well as possible.

3.2 � Analysis and Modelling of the Input Elements

Considering the uncertainty of element information, the 
three-layer elements involved in the problem can be mod-
elled from the perspectives of certainty and uncertainty.

(1)	 Certainty Factor

The scenario layer mainly includes typical scenarios 
for WSoS planning, and it summarizes the feasible state 
set for future national defence planning. A typical sce-
nario is essentially an operational concept, which is the 
result of a demand argument and can be expressed by Sk . 
Sk ∈ {Sk|Sk ∈ S, k ∈ [1,K]} represents scene k in the typical 
scene set S . A typical scenario has three attributes: capabil-
ity requirements Rk , planning time stk , and scenario impor-
tance spk . According to the planning time stk of a typical 
scenario, it can be divided into different planning stages, and 
the typical scenarios in different stages have a time sequence 
relationship with each other.

The capability layer mainly includes various capabilities 
related to WSoS planning. Type j of capability in capability 
set C can be represented as Cj , Cj ∈ {Cj|Cj ∈ C, j ∈ [1, J]} . 
Capability Cj is upwardly related to the capability require-
ments of a typical scenario Rjk , Rjk ∈ Rk , representing the 
requirement of capability j in scene k . It also correlates in 
a downward direction with the capability attribute of each 
type of weapon, Cij . Cij ∈ {Cij|Cij ∈ Cj, i ∈ [1, I]} means 
that weapon wi has a capability of type j . Based on the idea 
of CBP, capability requirements and weapon capabilities 
can be expressed quantitatively as numbers between 0 and 
1. When the value is equal to 0, the scene does not need 
this capability or the weapon does not have this capability. 
When the value is between 0 and 1, this can be considered 

Fig. 1   Planning involves fac-
tors and multilayer mapping 
relationships
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a probability. For example, a reconnaissance and surveil-
lance capability of 0.3 can be defined as a 30% probability 
of finding a target. Capability has the attribute of importance 
cpj . However, there is no interactive relationship within the 
capability layer, and the capabilities are independent of each 
other.

The system-of-systems layer mainly includes vari-
ous types of weapons in the WSoS. The collec-
tion of weapons can be represented by W

I
 , where 

wi ∈ {wi|wi ∈ W
I
, i ∈ [1, I]} indicates weapon i  in the 

weapon collection. According to the planned start time 
y = 0 , the WSoS can be divided into developed weapons 
and undeveloped weapons according to whether construc-
tion has been completed. The first M elements in weapon 
set W

I
 are developed weapons, and the set is represented 

by W
M

 . The last N elements in W
I
 are weapons to be devel-

oped, represented by W
N

 . Obviously, W
I
= W

M
∪W

N
 and 

I = M + N . All types of weapons have four attributes: capa-
bility Cij , development time wti , development cost wci and 
interoperability level IOL . In information warfare, various 
types of weapons are related to each other based on informa-
tion communication to form a weapon network and provide 
system-level capabilities through mutual cooperation [10]. 
The weapon network can be represented by a complex net-
work G , and the specific modelling process will be described 
in the next section.

(2)	 Uncertainty Factors

Since WSoS planning is long-term strategic planning, it 
usually faces uncertainty in the planning process. Uncer-
tainty can be reflected on both the demand side and the sup-
ply side.

On the demand side, the operational styles of current and 
future wars are ever-changing; there are many operational 
elements, the battlefield environment is difficult to estimate, 
and WSoS planning faces multiple scenarios. At the same 
time, for each scenario, planning is limited by the under-
standing of the enemy’s operational level. For example, 
decision-makers cannot accurately obtain the deployment 
time of the enemy’s weapons, which will lead to uncertainty 
regarding the capability requirements in each scenario.

On the supply side, there are also uncertainties in the 
development and installation of weapons. This uncertainty 
is related to the fact that the technology, manpower and 
other resources required in the weapon development pro-
cess cannot be obtained quickly, and uncertainty regarding 
the weapon itself can be subdivided into capability uncer-
tainty, development period uncertainty and development 
cost uncertainty. Here, we fix the development period of 

weapons and discuss the uncertainty of capability and devel-
opment cost under this condition. This can also reflect the 
uncertainty on the supply side to a certain extent, and it can 
be more convenient for modelling. After the development 
period is fixed, the uncertainty of weapon capability can be 
taken to mean that the capability of the weapon to be devel-
oped may change within the specified development time, and 
the uncertainty of development cost can be taken to mean 
that the possible cost of developing the weapon within the 
specified development time is uncertain.

In fact, regarding the uncertainty of capability require-
ments and the uncertainty of weapon capabilities, the uncer-
tain elements have a large number of possible discrete or 
continuous values, which are difficult to enumerate. To solve 
this problem, an internalized form can be constructed to rep-
resent these two types of uncertain elements, represented by 
R̂jk  and Ĉij  ,  respect ively.  R̂jk = [R̂min

jk
, R̂max

jk
] and 

Ĉij = [Ĉmin
ij

, Ĉmax
ij

] . For the uncertainty of cost, most studies 
still define it as a random number that satisfies a certain 
distribution [31], and here it is defined as a normal distribu-
tion; that is, ŵcn ∼ (cn, �

2
n
).

3.3 � Analysis and Modelling of Decision Variables

The WSoS development planning problem aims to 
select the appropriate weapons from the weapon set to 
be developed and reasonably arrange the planning time 
of the selected equipment. Therefore, the decision vari-
ables involved in the problem can be mainly divided into 
weapon selection variables and planning time variables.

(1)	 Weapon selection variable

The weapon selection variable can be represented by 
xn , xn={0,1}. xn = 1 means that weapon wn is selected to 
be developed, and xn = 0 means that weapon wn is not 
selected to be developed.

(2)	 Planning time variable

In this paper, tn , tn ∈ [0, T], is used to represent the 
start time of developing equipment wn , and tn = 0 means 
that weapon wn is developed in the 0th year of the plan-
ning period. At the same time, we use wtn , wtn ∈ (0, T], to 
indicate the time required for the development of weapon 
wn . When wtn =  0, it is usually considered to indicate 
purchasing the weapon, which can provide corresponding 
capabilities immediately, but weapon purchasing is not the 
object of this paper, so it is assumed that wtn > 0.
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4 � Model Construction

In Sect.  2, we described and analysed the problem of 
WSoS development planning in detail, so this section 
mainly constructs the solution model of the problem as 
follows. First, we introduce the concept of a collabora-
tive network and analyse and evaluate the capability of 
the WSoS through the network. After obtaining the capa-
bilities of the WSoS, we decompose the matching degree 
between the system-of-systems capabilities and the sce-
nario capability requirements according to the two objec-
tives, the minimum planning risk and minimum planning 
cost, and build a multiobjective optimization model for the 
development planning of WSoS.

4.1 � WSoS Capability Assessment Model Based 
on Network Theory

(1)	 Cooperative Network Modelling of a WSoS

As mentioned in Sect. 2, a WSoS in information warfare 
can be represented as a weapon network G = (V ,E) . V  is a 
collection of weapon nodes; each node represents a certain 
weapon in the WSoS, and nodes are distinguished accord-
ing to their capabilities. E is a collection of relationships 
between nodes in the weapon network, which can be under-
stood as collaborative relationships. eab ∈ E means that there 
is an edge between weapon node a and weapon node b , and 
(va, vb) ∈ V  means that weapon a and weapon b can interact 
and cooperate. An edge also has an interoperability level, 
which is mainly used to measure the amount of informa-
tion exchanged. Usually, the information flow interaction 
between weapons is bidirectional, so the weapon network 
constructed in this paper is a weighted undirected network. 

The network structure can be stored in the adjacency matrix 
A , and the edge attributes can be stored in the interoperabil-
ity level matrix IOL.

The WSoS planning process is dynamic, and we can 
regard it as a combination of different time-sliced weapon 
networks during the planning period. Generally, the weapon 
before improvement is called the basic weapon. There are 
two weapons development strategies: the first is to develop 
entirely new equipment and create new connections with 
basic weapons, and the other is to improve basic weapons. 
The basic weapon and the improved weapon have a replace-
ment relationship, but this relationship does not affect the 
structure of the weapon network.

For convenience of illustration, we use Gy to repre-
sent the weapon network formed in year y of planning 
period T  , Gy = (Vy,Ey) . When y = 0 , the weapon network 
G0 = (V0,E0) is in the initial stage, as shown in Fig. 2a; at 
this time, the nodes in the weapon network are all devel-
oped weapons, V0 = {vm|wm ∈ W

M
} . When y = T  , it rep-

resents the weapon network after the end of the planning 
period, as shown in Fig. 2d. When y = stk , weapon network 
Gstk

= (Vstk
,Estk

) is formed in the year when typical scenario 
k applies, as Fig. 2c shows. The node set in Vstk

 includes the 
new weapon sets, improved sets and basic sets. The calcula-
tion process is shown in the following formula.

Here, set (1) represents the new weapon sets and the 
improved weapon sets before the planning time of scenario 
k . xn = {0, 1} indicates whether weapon wn is chosen to be 

(1)Vn
stk

= {vn|0 < xn ×
(
tn + wtn

)
≤ stk,wn ∈ W

N
}

(2)Vm
stk

= {vm|vm ∈ V0, �(vm) ∉ Vm
stk
}

(3)Vstk
= Vm

stk
∪ Vn

stk

Fig. 2   Schematic diagram of 
weapon network evolution
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developed, tn ∈ [0, T] is the start time of developing weapon 
wn , and wtn is the time required to develop weapon wn . Set 
(2) represents the weapon node set in the initial stage. Con-
sidering the two strategies of weapon development, the 
improved weapons should be removed from the basic weap-
ons. � represents the mapping relationship between the basic 
weapon and improved weapon; ∀vm ∈ V0 , ∃�(vm) ∈ Vn

stk
 

means that wm from the basic weapon set has been improved. 
Then, Vstk

 can be expressed as the union of the initial-stage 
node set and the new development weapon node set, as 
shown in set (3).

(2)	 Capability Assessment Model of the WSoS

Based on the network modelling of the WSoS, we can ana-
lyse the capability generation mechanism of the WSoS under 
certainty. In the information age, weapons with the same 
capabilities can enhance collaboration and the corresponding 
capability through information sharing. For example, manned 
and unmanned aerial vehicles both have reconnaissance and 
surveillance capabilities, and the two types of weapons can 
share current reconnaissance and surveillance information 
through information communication and work together to 
complete tasks. The communication relationship between 
weapons may be direct or indirect. For example, manned and 
unmanned aerial vehicles can achieve interaction and coopera-
tion by directly building a communication link, or they can 
cooperate by building a communication link with satellites. 
In this case, the interaction and cooperation between weap-
ons with the same capability will have a positive impact on 
the capability of the system of systems, which is also called 
an emergent effect in the WSoS. Assuming that the ways in 
which weapons provide capabilities are independent of each 
other, according to the proposed formula for calculating the 
probability of parallel events [21], in a typical scenario k , the 
system-of-systems capabilities formed by the cooperation of 
weapons with the same capability j can be calculated as fol-
lows in Eq. (4).

Equation (4) shows the emergent effect of weapon system 
capability in a nonlinear form. We can explain the calculation 
logic of the above formula through a simple example. Assum-
ing that the weapon system includes fighter jets and UAVs 
with reconnaissance and surveillance capabilities, that there is 
a communication and cooperation relationship between them, 
and that the capability values are 0.6 and 0.3, respectively, 
the capability of the WSoS is 1 − (1–0.6) × (1–0.3), which is 
0.82. It can be seen that collaboration effectively improves the 
capability of any single weapon.

However, the network construction of weapons will not 
have only a positive impact. As the complexity of the weapon 

(4)ℂ
∗
jk
= 1 −

∏
i∈
�
i�vi∈Vstk

,wi∈WI

� �
1 − Cij

�

network increases, it will have a negative impact on the capa-
bility of the WSoS. The complexity of the network is mani-
fested in the scale of the number of network nodes and the 
scale of information exchange. With the introduction of new 
weapons, the number of communication links in the weapon 
system and the amount of information exchange may increase, 
which will cause the information exchange load to increase 
and the efficiency of information exchange to decrease, which 
will affect the capability of the WSoS. In this regard, Li gives 
a method of determining the information network structure 
effect [10], as shown in Eq. (5).

Here, �max is the largest eigenvalue of the weapon network 
interoperability level matrix IOLG , and IOLmax is the highest 
level on the interoperability scale. 1

Num(Gstk
)
× (1 −

1√
Num(Gstk

)
) 

represents the correction factor considering the size of the net-
work. Without this parameter, the same connection density 
will yield the same results for small and large networks, which 
is obviously not practical. Therefore, the method of calculating 
the capability of a weapon system under complexity conditions 
is as shown in Eq. (6).

Considering the uncertainty of weapon capability, when the 
weapon capability changes from a certain value to a number 
of intervals, that is, Ĉij = [Ĉmin

ij
, Ĉmax

ij
] , according to the inter-

val calculation method [32], the capability of the WSoS will 
change from a certain value ℂjk to an interval number ℂ̂jk . The 
value of ℂ̂jk satisfies Eq. (7).

4.2 � Multiobjective Optimization Model for WSoS 
Planning

1)	 Objective function

(1) Minimize planning risk: the primary goal of WSoS 
planning is to meet the capability requirements of various 
future typical scenarios as well as possible. Considering the 
uncertainty of the capability requirements of the scenario and 
the capability of the WSoS, we can analyse the effect of the 
planning scheme from the perspective of planning risk. The 

(5)0 ≤ �Gstk

=
�max

�
IOLGstk

�

IOLmax×Num
�
Gstk

� ×

⎛
⎜⎜⎝
1 −

1�
Num

�
Gstk

�
⎞
⎟⎟⎠
≤ 1

(6)ℂjk = ℂ
∗
jk
×

(
1 − �Gstk

)

(7)

⎧⎪⎪⎨⎪⎪⎩

ℂ̂jk = [ℂ̂
min

jk
, ℂ̂max

jk
]

ℂ̂
min
jk

=

�
1 −

∏
i∈
�
i�vi∈Vstk ,wi∈WI

�
�
1 − Ĉmin

ij

��
× (1 − �Gstk

)

ℂ̂
max
jk

=

�
1 −

∏
i∈
�
i�vi∈Vstk ,wi∈WI

�
�
1 − Ĉmax

ij

��
× (1 − �Gstk

)
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less well the capability requirements are met, the greater the 
planning risk is, and the worse the WSoS planning effect is. 
The planning risk can be obtained by calculating the capability 
risk of each scenario, and the scenario capability risk can be 
understood as the probability that the capability requirement 
of a typical scenario is not met [27]. Suppose R̃jk ∈ R̂jk and 
ℂ̃jk ∈ ℂ̂jk ; then, the risk of capability j in scenario k can be 
defined as CRjk = P(ℂ̃jk ≤ R̃jk).

Since capability requirements R̂jk and WSoS capabilities ℂ̂jk 
are both represented by interval numbers, there are six types 
of relationships, as shown in Fig. 3. According to reference 
[33], the method of calculating scenario capability risk CRjk 
can be summarized as the following piecewise Eq. (8); these 
six piecewise functions correspond to Fig. 3a–f.

Of course, the capability requirements and capabilities of 
a WSoS are not always given in the form of interval numbers. 
For example, the capability of a weapon that has been used 
in the initial stage has a definite value. When the capability 
requirement or capability of the WSoS degenerates to a defi-
nite value, the method of calculating the scenario capability 
risk can be summarized as the following piecewise Eq. (9–11).

(8)
CRjk = P

�
�ℂjk ≤

�Rjk

�
=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1, �ℂmax
jk

≤ �Rmin
jk

�Rmax
jk

−�ℂmax
jk

�Rmax
jk

−�Rmin
jk

+
�ℂmax
jk

−�Rmin
jk

�Rmax
jk

−�Rmin
jk

×
�Rmin
jk

−�ℂmin
jk

�ℂmax
jk

−�ℂmin
jk

+
1

2
×

�ℂmax
jk

−�Rmin
jk

�Rmax
jk

−�Rmin
jk

×
�ℂmax
jk

−�Rmin
jk

�ℂmax
jk

−�ℂmin
jk

, �ℂmin
jk

≤ �Rmin
jk

< �ℂmax
jk

≤ �Rmax
jk

�Rmax
jk

−�ℂmax
jk

�Rmax
jk

−�Rmin
jk

+
1

2
×

�ℂmax
jk

−�ℂmin
jk

�Rmax
jk

−�Rmin
jk

, �Rmin
jk

< �ℂmin
jk

< �ℂmax
jk

≤ �Rmax
jk

1

2
×

�Rmax
jk

−�ℂmin
jk

�Rmax
jk

−�Rmin
jk

×
�Rmax
jk

−�ℂmin
jk

�ℂmax
jk

−�ℂmin
jk

, �Rmin
jk

< �ℂmin
jk

≤ �Rmax
jk

< �ℂmax
jk

�Rmin
jk

−�ℂmin
jk

�ℂmax
jk

−�ℂmin
jk

+
1

2
×

�Rmax
jk

−�Rmin
jk

�ℂmax
jk

−�ℂmin
jk

, �ℂmin
jk

≤ �Rmin
jk

< �ℂmax
jk

≤ �Rmax
jk

0, �Rmax
jk

< �ℂmin
jk

Equation (9) represents the calculation of scenario capa-
bility risk when the system-of-systems capability degenerates 
to a definite value, Eq. (10) represents the calculation when 
the requirements of scenario capability degenerate to a defi-
nite value, and Eq. (11) represents the calculation when both 
the system-of-systems capability and capability requirements 
degenerate to definite values.

Based on the above analysis, the planning risk can be cal-
culated as the weighted sum of scenario capability risks, as 
shown in Eq. (12).

(9)P
�
ℂjk ≤

�Rjk

�
=

⎧
⎪⎪⎨⎪⎪⎩

0,ℂjk > �Rmax
jk

�Rmax
jk

−ℂjk

�Rmax
jk

−�Rmin
jk

, �Rmin
jk

< ℂjk ≤
�Rmax
jk

1,ℂjk ≤
�Rmin
jk

(10)P
�
ℂjk ≤

�Rjk

�
=

⎧
⎪⎪⎨⎪⎪⎩

0, ℂjk > �Rmax
jk

�Rmax
jk

−ℂjk

�Rmax
jk

−�Rmin
jk

, �Rmin
jk

< ℂjk ≤
�Rmax
jk

1, ℂjk ≤
�Rmin
jk

(11)P
(
ℂjk ≤ Rjk

)
=

{
0, ℂjk > Rjk

1, ℂjk ≤ Rjk

Fig. 3   Relationships of two types of interval numbers

where swk and cwk are the weights of the scene and the capa-
bility, respectively, which are obtained by normalizing the 
importance of scene spk and the importance of capability 
cpj . The relevant calculations are shown in Eqs. (13)–(14).

(12)minF1 = min

�
K∑
k=1

swk

J∑
j=1

cwj × CRjk

�
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(2) Minimize planning cost: in considering planning 
risks, economics is another factor that needs to be consid-
ered. Intuitively, with the introduction of new weapons, the 
capability of a weapon system will increase, and the plan-
ning risk of the weapon system will decrease, but at the 
same time, the planning cost of the WSoS will increase. If 
only planning risk is taken as the goal, capacity redundancy 
may arise while pursuing the minimization of planning risk. 
Capacity redundancy can be understood as the part of the 
capability of the WSoS that completely exceeds the capa-
bility requirement. As shown in Fig. 3f, when the system 
capability completely exceeds the capability requirement, 
the planning risk will become zero. At this time, decision-
makers need to consider the economics of the planning 
scheme.

By introducing the minimum planning cost as a target, 
which can guide the selection of a more economical plan 
from among planning schemes with the same planning risk, 
capacity redundancy in pursuing planning risk minimization 
can be avoided as much as possible. At the same time, analy-
sis from the two perspectives of risk and economy can pro-
vide more diversified WSoS planning solutions. Considering 
that the development cost of the weapon to be developed sat-
isfies a normal distribution, the planning cost of the WSoS 
can be obtained from the expected cost. Assuming that the 
development of each weapon is independent of the others, 
the calculation of the planning cost is as shown in Eq. (15).

2)	 Constraints

(1) Budget constraint: in the planning of the WSoS, the 
funding for national defence is not obtained at one time but 
in stages, generally taking 5 years as a stage. Therefore, 
while minimizing the planning cost is the goal, the budget 
at different planning stages should also be considered. Thus, 
the budget should be used as a constraint to make the WSoS 
planning plan more realistic. Considering that the develop-
ment cost of a weapon satisfies a normal distribution, the 
budget constraint can be expressed in the form of a chance 
constraint, as shown in the following inequality (16).

(13)swk =
spk∑K

k=1
spk

(14)cwj =
cpj∑J

j=1
cpj

(15)minF2 = min
�
E
�
ĉ
��

= min

�
N∑
n=1

wcn×xn

�

In Formula (16), N
l
= {n|5 × (l − 1) ≤ t

n
< 5 × l, x

n
= 1,

w
n
∈ W

N
} , and �l indicates the confidence level given in 

advance by the decision-maker and expresses the attitude of the 
decision-maker towards risk. A larger �l means that the decision-
maker wants the planning scheme to strictly meet the budget 
conditions of stage l , and the whole constraint indicates the prob-
ability of exceeding the budget of stage l under the condition of 
uncertain development cost. Assuming that the development of 
each weapon is independent of the others, the abovementioned 
nonlinear constraints can be transformed into definite constraints 
by using the reconstruction method proposed [34], as shown in 
the following inequality (17).

(2) Connectivity constraint: the WSoS is an intercon-
nected and interoperable whole, and any weapon independent 
of the WSoS cannot provide the capabilities it possesses. For 
example, if a weapon with reconnaissance and surveillance 
capabilities is independent of the WSoS and cannot transmit 
the obtained reconnaissance and surveillance information to 
other weapons, then the development of such a weapon will 
be meaningless. Therefore, connectivity constraints can be 
introduced to ensure that a connected weapon network can be 
formed before the planning time of each scenario. The con-
nectivity constraints are shown in the following equation.

In inequality (18), the left side is the second smallest eigen-
value of the Laplacian matrix used to calculate the weapon 
network Gstk

 , also known as the Fiedler eigenvalue. If and 
only if the weapon network is a connected graph, the Fiedler 
eigenvalue is greater than 0; that is, there is at least one path 
between weapon nodes in the weapon network, and no node 
is independent of the network.

(3) Total period constraint: to ensure that the weapon to 
be developed can support the capability requirements, the 
weapon should be developed within the planning period. If a 
certain type of weapon cannot complete development, it can be 
regarded as a planning redundancy, and the capabilities of the 
weapon will not be able to support the capability requirements 
of any scenario. The development period constraints are shown 
in inequality (19), where tn is the start time of developing 
weapon wn and wtn is the time required to develop weapon wn.

(16)P

(∑
n∈Nl

ĉn × xn ≤ Bl

)
≥ �l

(17)
∑
n∈Nl

cn × xn + Φ−1
�
�l
��∑

n∈Nl
�2
n
× x2

n
≤ Bl

(18)𝜆f idler
(
L
(
Gstk

))
> 0

(19)max
(
xn ×

(
tn + wtn

))
≤ T
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5 � Model Solution

This section uses the designed algorithm to solve the 
model established in Sect. 3, which includes two main 
steps: obtain the nondominated solutions in the Pareto 
front through NSGA-II-DE and use fuzzy set theory to 
obtain a nondominated compromise solution that the deci-
sion-makers are satisfied with.

5.1 � Multiobjective Optimization Algorithm: 
NSGA‑II‑DE

In complex WSoS planning problems, the number of fea-
sible planning schemes will increase exponentially with 
the increase in decision variables, so these problems are 
typical NP-hard problems, and it is impossible to obtain a 
feasible solution within a limited time using the traditional 
integer programming algorithm. Therefore, we can apply 
an intelligent optimization algorithm to such problems to 
obtain a satisfactory solution within a certain period of 
time. In Sect. 4.2, we construct a WSoS planning model 
based on multiobjective optimization. It can be seen from 
the two objective functions that planning new weapons 
may reduce the planning risk, but it will increase the plan-
ning cost, and there is a certain degree of mutual exclusion 
between the two objectives. Therefore, it is necessary to 
introduce a multiobjective optimization algorithm to solve 
the problem.

NSGA-II is a multiobjective optimization algorithm 
that has been widely used in recent years and can effec-
tively retain elite solutions among offspring [35, 36]. DE is 
a good genetic operator that can maintain the diversity of 
the population [37]. Therefore, by combining the two, the 
advantages of both can be preserved, and a more satisfac-
tory nondominated solution can be obtained. The detailed 
flow of the algorithm is shown below.

Step 1: definition of the algorithm parameters. The 
parameters include the number of iterations Gen , the size 
of the population Pop , the probability of crossing Pc , and 
the probability of mutation Pm.

Step 2: structure and calculation of the adaptation 
function and punishment function. There are two goals in 
setting the adaptation function: minimizing the planning 
risk and minimizing the planning cost. Each individual’s 

violation of the constraints is then calculated according to 
the constraint conditions, and individuals are punished.

Step 3: initialization of the population group. An initial 
population with a size of Pop is generated according to the 
chromosome coding rules. As shown in Fig. 4 below, the 
chromosome coding form can be divided into selection 
coding and time coding according to the decision vari-
ables. The selection coding has a binary form, indicating 
whether a certain weapon is chosen. The time coding is in 
decimal form, indicating the time of beginning the devel-
opment of the weapon.

Step 4: mutation and crossover. Randomly generate a sub-
population with the size Pop , combined with the DE/rand/1/
bin operator in DE to guide the subpopulation to obtain a 
mutated population. Later, the initial population is mixed 
with the mutated population, and a binomial distribution 
operator is used for the crossover operation to obtain a tem-
porary population. At this time, the whole population scale 
is 2Pop.

Step 5: evaluation of the temporary population. Perform 
nondominant sorting and crowding distance sorting for the 
temporary population, and obtain the top Pop members of 
the population from the sorting results as the parent genera-
tion of the next evolution.

Step 6: evolution and iteration. Check whether the num-
ber of iterations has reached Gen to determine whether the 
algorithm should be stopped. If so, the population of the 
step 5 output is the final result. If not, a new iteration will 
start from step 4.

5.2 � Selecting the Compromise Solution: The Theory 
of Fuzzy Sets

The multiobjective optimization model is solved by the 
NSGA-II-DE and yields a set of nondominant solutions, also 
known as Pareto optimal solutions. To obtain the final WSoS 
plan, decision-makers need to concentrate on the Pareto 
front to select a satisfactory solution as the final result. This 
solution is also called a compromise solution. According to 
the practice of reference [38], this article adopts a weighted 
fuzzy membership method to select the compromise solu-
tion. The calculation steps of this method are shown below.

Step 1: calculate the maximum and minimum values of all 
nondominated solutions corresponding to the two objectives 
in the Pareto front, which are (Fmax

1
,Fmin

1
) and (Fmax

2
,Fmin

2
) , 

respectively.
Step 2: using the fuzzy membership function, calculate 

the fuzzy membership values up1 and up2 corresponding to 
the two objective functions of each nondominated solution 
in the Pareto solution set. (Fp1,Fp2) represents the value of 
the planning risk and planning cost objective function of 
the p th nondominated solution among the Pareto solutions.

Fig. 4   Encoding rules
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Step 3: according to the decision-makers’ preferences for 
planning risks and planning costs, obtain the corresponding 
weights. After the fuzzy membership degrees and weights 
of the two objectives are determined, the weighted sum 
of the fuzzy membership degrees up can be calculated as 
a comprehensive evaluation index for each nondominated 
solution, as shown in Eq. (22). Here, fw1 and fw2 represent 
the preference weights of planning risk and planning cost, 
respectively.

(20)up1 =
Fmax
1

−Fp1

Fmax
1

−Fmin
1

(21)up2 =
Fmax
2

−Fp2

Fmax
2

−Fmin
2

(22)up = fw1 ×
up1∑Pop

p=1
up1

+ fw2 ×
up2∑Pop

p=1
up2

Step 4: sort the comprehensive evaluation indices and 
select a nondominated solution corresponding to the max-
imum value of up . This is also the compromise solution, 
which can be used as the planning scheme of the WSoS.

The whole process of model solution in this section is 
shown in Fig. 5.

6 � Case Study

To verify the feasibility and rationality of the method pro-
posed in this paper, in this section, we illustrate the proposed 
method with an example of unmanned WSoS planning. Con-
sidering that data related to weapons are difficult to obtain, 
the data used in this paper are all simulated and generated 
based on the U.S. Army’s unmanned system to simulate the 
characteristics of actual data as well as possible.

6.1 � Case Description

With the further development of science and tech-
nology, the concept of unmanned operation based on 

Fig. 5   Process of model solu-
tion

Table 2   Scene data input
Sk Cj stk spk

C1 C2 C3 C4 C5

S1 [0.3, 0.4] [0.3, 0.4] 0 0 0 2025 3
S2 [0.2, 0.3] [0.4, 0.5] [0.2, 0.3] [0.3, 0.4] [0.1, 0.2] 2025 2
S3 [0.2, 0.4] 0 0 [0.4, 0.6] 0 2030 1
S4 [0.4, 0.6] [0.5, 0.7] [0.6, 0.8] [0.5, 0.7] [0.3, 0.5] 2030 3
S5 [0.5, 0.8] [0.4, 0.7] [0.6, 0.9] [0.6, 0.9] [0.4, 0.7] 2035 5
S6 [0.6, 0.9] [0.6, 0.9] [0.5, 0.8] [0.5, 0.8] [0.2, 0.5] 2035 4

Table 3   Capability priority
C1 C2 C3 C4 C5

cpk 4 3 5 2 1
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informatization and intelligence has become mainstream 
in the world today, and unmanned weapons will be the 
main force in future warfare. Therefore, the planning 
and development of unmanned weapons will become an 
important direction for the construction of WSoS in all 
countries. Assume that a defence acquisition department is 
developing a plan for the development of unmanned WSoS 
between FY2020 and FY2035. After experts analyse the 
relevant requirements of the development plan of the 
unmanned WSoS, the defence acquisition department can 
summarize six typical scenarios and five key capabilities 
for future unmanned WSoS planning, as shown in Table 2 
and Table 3. From Table 2, we can see that the applica-
tion scenarios of the unmanned WSoS are gradually evolv-
ing from partial intelligence to global multidimensional 
intelligence, and the demand for various capabilities is 

increasing; of course, the uncertainty is also increasing. 
Table 4 summarizes the attribute information of related 
weapons in unmanned WSoS. The unmanned WSoS 
includes ten types of weapons that were developed in the 
initial stage and twenty types of weapons to be developed. 
Among the weapons to be developed, the last five types, 
weapons w25 to w29, are the improved weapons w0 to 
w4, respectively. The unmanned weapon network struc-
ture generated by the IOL matrix is shown in Fig. 6. The 
communication relationships and interoperability levels of 
the weapons are stored on the edges. In addition, assum-
ing that every 5 years is a planning stage, the budgets 
of the three planning stages are 1000, 1200, and 1400 in 
sequence, and the confidence level �l of each stage in the 
budget constraint is uniformly 0.9.

Table 4   Weapon capability 
value

wi Cj R&D cost N(�i, �
2

i
) R&D 

time 
wti

C1 C2 C3 C4 C5

WM

 UAV-1 0.1 0 0 0 0 0 0
 UAV-2 0 0.1 0 0 0 0 0
 UAV-3 0.1 0 0.1 0 0 0 0
 UAV-4 0 0.1 0 0 0 0 0
 UAV-5 0.1 0 0 0 0.1 0 0
 USV-1 0.1 0.1 0 0 0 0 0
 USV-2 0 0 0.1 0 0 0 0
 USV-3 0 0.1 0 0 0 0 0
 UUV-1 0 0 0 0.1 0.1 0 0
 UUV-2 0 0 0.1 0.1 0 0 0
WN

 UAV-6 0 0 [0.6, 0.9] 0 0 N(260, 26) 5
 UAV-7 0 0 0 [0.3, 0.6] 0 N(180, 18) 4
 UAV-8 [0.5, 0.9] 0 0 0 0 N(270, 27) 9
 UAV-9 [0.2, 0.4] [0.2, 0.4] [0.3, 0.6] 0 0 N(250, 25) 3
 UAV-10 [0.4, 0.5] 0 [0.2, 0.7] 0 0 N(190, 19) 5
 USV-4 [0.2, 0.3] [0.3, 0.4] [0.3, 0.9] 0 0 N(250, 25) 6
 USV-5 [0.2, 0.4] [0.2, 0.4] [0.3, 0.4] 0 0 N(210, 21) 4
 USV-6 [0.5, 0.9] 0 0 0 0 N(220, 22) 9
 USV-7 [0.4, 0.5] 0 0 0 0 N(170, 17) 3
 USV-8 0 [0.3, 0.5] 0 0 0 N(150, 15) 4
 UUV-3 0 [0.4, 0.7] 0 0 0 N(200, 20) 4
 UUV-4 0 [0.4, 0.5] [0.2, 0.3] 0 0 N(170, 17) 3
 UUV-5 0 0 0 [0.4, 0.5] [0.2, 0.6] N(180, 18) 5
 UUV-6 [0.4, 0.5] 0 0 [0.7, 0.9] N(260, 26) 9
 UUV-7 [0.3, 0.4] 0 0 0 [0.5, 0.7] N(220, 22) 6
 UAV-1A [0.4, 0.6] 0 0 0 0 N(160, 16) 3
 UAV-2A 0 [0.5, 0.9] [0.2, 0.3] 0 0 N(240, 24) 5
 UAV-3A [0.2,  0.3] [0.2, 0.3] [0.1, 0.2] 0 [0.1, 0.2] N(60, 60) 2
 UAV-4A [0.3,  0.4] [0.3, 0.4] 0 0 0 N(130, 13) 3
 UAV-5A [0.1,  0.2] 0 [0.3, 0.4] 0 0 N(100, 10) 1
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6.2 � Analysis of Results

1)	 Multiobjective Optimization Results

We input the above example information into the multi-
objective optimization model proposed in this paper and set 
the iteration number Gen to 100, the population size Pop to 
400, the crossover probability Pc to 0.9, and the mutation 
probability Pm to 0.3.

First, we repeated thirty experiments on NSGA-II, 
NSGA-II-DE and NSGA-III to verify the effectiveness of 
the DE operator. The Pareto front of the results is shown in 
Fig. 7. It can be seen from the figure that the DE operator 
can find more high-risk and low-cost solutions, and the other 
solutions also perform well.

Further analysis is shown in Table 5. Among the methods, 
NSGA-II-DE has the largest mean and the smallest variance 
and max–min of Hv, which shows that the convergence and 
diversity of the algorithm are better and it performs stably. 
In addition, we found that the mean spacing in NSGA-II 
is smaller, which shows that the solution set found by the 
algorithm is uniform, although the uniformity is not very 
stable. NSGA-III is not as good as the other algorithms in 
all indicators and the Pareto front, which may be because the 
algorithm is more suitable for high-dimensional problems. 
Overall, NSGA-II-DE has better global search ability and 

more stable performance on the problems proposed in this 
paper, so we choose this algorithm for solving.

Thus, the results of Pareto front random selection through 
NSGA-II-DE are shown in Fig. 8. It can be seen intuitively 
that when no equipment is developed, the risk in the plan-
ning period will reach 0.81. With the development of new 
equipment, the planning cost increases, and the planning risk 
decreases. After obtaining the Pareto front, we use a fuzzy 
set to choose a compromise solution. The weights of the 
planning risk and planning cost in the compromise solution 
selection method are 0.8 and 0.2, respectively.

2)	 Analysis of Compromise Solutions

Development planning for the unmanned WSoS rep-
resented by the compromise solution is shown in Fig. 9. 
Accordingly, we finally selected ten types of weapons to 
be developed from the set of 20 and drew up a roadmap for 
the development of unmanned weapons at each stage. In the 
first 5-year plan, unmanned weapons mainly play the role 
of reconnaissance in the WSoS. Therefore, when planning 
weapons, we chose weapons such as USV-5, UAV-3A and 
UAV-5A, which can quickly and stably provide reconnais-
sance capability. We also selected UAV-7 and UUV-5 to 
provide certain defence and logistical support capabilities 
and ensure the completeness of the capability spectrum of 

Fig. 6   Unmanned weapon 
network structure
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the WSoS. From FY2025 to FY2030, the scenarios faced by 
unmanned weapons will begin to evolve in the direction of 
air operations, and the demand for offensive and defensive 
capabilities will increase. To this end, we preplanned USV-4 
with a long development period in the FY2020–FY2025 and 
developed UAV-6 in the FY2025–FY2030, both of which 
can provide higher firepower strike capability to meet the 
corresponding capability requirements. In addition to the 
above two types of weapons, at this stage, we plan to develop 
two other types of weapons, UAV-10 and UAV-4A, which 
will further improve the reconnaissance and surveillance 
capabilities, command and control capabilities, and fire 

strike capabilities of the WSoS, as well as UUV-4, planned 
in the FY2030–FY2035 to address more complex scenarios.

We can further analyse the rationality of the compro-
mise solution selection method by changing the weight of 
the compromise solutions. Figure 10 below shows the sce-
nario capability risk heatmap of three kinds of compromise 
solutions: that considering only the planning cost target (as 
shown in Fig. 10a), that considering only the planning risk 
target (as shown in Fig. 10c) and the compromise solution 
selected in Sect. 6.1 (as shown in Fig. 10b). When only 
planning costs are considered, that is, no new weapon is 
planned, only the WSoS in the initial stage is used, which 

Fig. 7   Pareto fronts of NSGA-II, NSGA-II-DE and NSGA-III

Table 5   Comparison of the 
indices of NSGA-II, NSGA-
II-DE and NSGA-III

NSGA-II NSGA-II-DE NSGA-III

Hv Spacing Hv Spacing Hv Spacing

Mean 0.672 5.379 0.696 13.411 0.599 39.847
Variance 0.028 7.210 0.027 5.249 0.067 21.984
Max–min 0.113 29.002 0.082 19.795 0.255 103.350
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can basically deal with typical short-term scenarios. When 
faced with the scenarios of the second stage and the third 
stage, there will be a greater risk regarding scenario capa-
bilities. Considering only planning risks, it can be seen that 
all capability requirements are met well, and the capability 
risks of each scenario are significantly reduced. Comparing 
Fig. 10a and c, it can be seen that the compromise solution 
selected in Sect. 6.1 can also effectively meet all capabil-
ity requirements and basically control the capability risk of 
each scenario to below 0.5. However, there is also a situa-
tion where the S5–C5 scene risk is high, but it is acceptable 
because the planning scheme represented by Fig. 10b saves 
nearly 600 units of funds compared with that in Fig. 10c, 
and this only increases the overall planning risk by 0.026 
while ensuring that no scenario capability risk exceeds the 
warning line of 0.8.

Fig. 8   Pareto front and compromise solutions

Fig. 9   Planning scheme of the 
unmanned WSoS

Fig. 10   Compromise solution comparison
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In addition to the abovementioned analysis from the per-
spective of WSoS capability, we can also carry out a cor-
responding analysis from the perspective of the structure of 
the WSoS. In evaluating weapon architecture, robustness is 
usually used as the evaluation criterion. In this regard, we 
can introduce the natural connectivity [39] to analyse the 
structural robustness of the WSoS represented by the com-
promise solution. As shown in Fig. 11, when the abilities 
of the equipment nodes are not different and the interoper-
ability matrix is input, the structural robustness of the WSoS 
gradually rises during the planning period, indicating that 
the construction of the WSoS is in good condition.

We further distinguish between different nodes based on 
weapon capabilities and analyse the robustness of the sub-
network formed by unmanned weapons with the same capa-
bility. The result is shown in Fig. 12. In terms of the overall 
trend, with the development of new weapons, the robustness 
of different subnetworks gradually increases, especially for 
C3 , C4 and C5 , and breakthroughs in similar weapons, from 
zero-cooperation to multicooperation weapons, are achieved. 
The subnetwork robustness is greatly improved. However, 
the development of new weapons may also lead to a decrease 
in the robustness of the subnetwork. As shown in Fig. 12, the 
subnetwork composed of reconnaissance and surveillance 
weapons has a downwards trend in the third 5-year plan, 
which is due to the introduction of UAV-10 and UAV-4A 
in the third planning period. They only have a single com-
munication and coordination relationship with the installed 
weapons for reconnaissance and surveillance, which reduces 
the proportion of closed paths in the subnetwork, resulting 
in a decrease in the robustness of the subnetwork.

3)	 Sensitivity Analysis

To further analyse the impact of uncertainty on the plan-
ning scheme, this section introduces sensitivity analysis to 
analyse the impact of changes in scenario capability require-
ments, the capability level of the WSoS, and development 

Fig. 11   Robust evolution of the unmanned WSoS

Fig. 12   Robust evolution of the sub-unmanned weapon system

Fig. 13   Sensitivity analysis
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costs on the Pareto front. The results are shown in Fig. 13. In 
Fig. 13a, the Pareto front moves outward with the increase in 
the maximum number of scenario capability demand inter-
vals, which is consistent with the actual situation. When the 
uncertainty of scenario capability requirements increases 
and the maximum value of the interval increases, decision-
makers will increase investment in WSoS planning to meet 
the scenario capability requirements as well as possible. 
Similar results can be obtained by adjusting the maximum 
value of the interval number of the capability level of the 
WSoS, as shown in Fig. 13b. However, comparing the mov-
ing distance of the Pareto front in Fig. 13a, it can be seen 
that the impact of changes in the capability level of the 
WSoS on the Pareto front is less than that of the change 
in scene capability requirements. This is due to the influ-
ence of the weapon combination effect. By choosing differ-
ent weapon components and equipment combinations, the 
negative impact caused by the value change of the capabil-
ity level interval of the WSoS is alleviated. In addition, as 
shown in Fig. 13c, adjusting the variance of the develop-
ment costs will only affect the upper half of the Pareto front. 
For the second half of the Pareto front, fewer weapons are 
selected, and they generally do not exceed the stage budget 
constraints, so the second half of the Pareto front tends to 
overlap. However, since the method used in this paper is not 
an exact solution method, it is impossible to determine the 
mutation point, and only the approximate change trend of 
the frontier can be analysed.

7 � Conclusion

In this paper, under the guidance of capability-based plan-
ning, we address the generation and trade-off problem of 
WSoS development and planning under the double uncer-
tainty of the scene and the key weapon system attributes 
using a multiobjective network-based optimization method 
combined with fuzzy set theory as a hybrid solution 
approach. Network-based optimization is the integration of 
a complex network and the NSGA-II-DE model. We apply 
the proposed problem and model to a simulation scenario 
based on the U.S. unmanned system integrated roadmap. 
This results in a valuable paradigm for relevant decision-
makers in the field of national defence to determine weapon 
development and planning under various conditions.

Of course, the method proposed in this paper still has 
certain limitations mainly in the following four respects:

In this paper, network modelling of the weapon system 
is carried out based on the weighted undirected informa-
tion network, which does not distinguish differences in 
information flow between various types of weapons. In 
actual weapon system network analysis, the information 
flow between different types of weapon nodes has different 

characteristics, and the weapon network presents typical 
heterogeneity.

Second, the diversity of capability aggregation methods 
should be considered. To highlight the emergence effect 
of the WSoS, this paper presents a capability aggregation 
method based on the concept of interaction and collabora-
tion. For different capabilities, the aggregation method is 
not unique, and capabilities can be aggregated in a linear 
or nonlinear manner.

Third, there is the initial planning and replanning prob-
lem. As the planning period evolves, uncertain information 
will become certain information. At the same time, new 
planning scenarios may emerge. Under such conditions, 
the effect of the preplanned scheme may become worse, 
and the initial plan may need to be adjusted to a certain 
extent according to the updated information.

Finally, regarding solving the model, NSGA-II has too 
many parameters, and any parameter change may lead to 
changes in the results. In addition, when faced with large-
scale problems, the calculation may take a long time. For 
fuzzy set theory, the setting of expert preferences in this 
paper is subjective.

Thus, there are still many possible extensions for fur-
ther research:

•	 Heterogeneous networks can be used to evaluate the 
capability of WSoS

•	 Using a variety of capability aggregation strategies for 
different weapon systems.

•	 Replanning problem under the initial condition change.
•	 Using reinforcement learning to solve the WSoS devel-

opment planning problem.
•	 Pruning and adaptive parameter adjustment to deal with 

more large-scale problems.
•	 Incorporating related methods in the field of group 

decision-making to reduce the subjectivity of weight 
setting.
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