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Abstract
In recent years, deep learning has been applied in the field of clinical medicine to process large-scale medical images, for 
large-scale data screening, and in the diagnosis and efficacy evaluation of various major diseases. Multi-modal medical data 
fusion based on deep learning can effectively extract and integrate characteristic information of different modes, improve 
clinical applicability in diagnosis and medical evaluation, and provide quantitative analysis, real-time monitoring, and treat-
ment planning. This study investigates the performance of existing multi-modal fusion pre-training algorithms and medical 
multi-modal fusion methods and compares their key characteristics, such as supported medical data, diseases, target samples, 
and implementation performance. Additionally, we present the main challenges and goals of the latest trends in multi-modal 
medical convergence. To provide a clearer perspective on new trends, we also analyzed relevant papers on the Web of Science. 
We obtain some meaningful results based on the annual development trends, country, institution, and journal-level research, 
highly cited papers, and research directions. Finally, we perform co-authorship analysis, co-citation analysis, co-occurrence 
analysis, and bibliographic coupling analysis using the VOSviewer software.
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MMDLM	� Multi-modal deep learning in medicine
MRI	� Magic resonance imaging
PET	� Positron emission computed tomography
EHR	� Electronic health record
CT	� Computed tomography
ConVIRT	� Contrastive learning of medical visual repre-

sentations from paired images and text
DALL·E	� A neural network model for multi-modal 

pre-training
CLIP	� Contrastive language–image pre-training
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CogView	� A neural network model for multi-modal 
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WenLan	� Bridging Vision and Language by Large-

Scale Multi-Modal Pre-Training
UniT	� Unified Transformer

UNITER	� Universal image-text representation
ViLT	� Vision and language Transformer
CPt	� Colorful prompt tuning
ALBEF	� Align before fuse
ITC	� Image-text contrast learning
MLM	� Masking language modeling
ITM	� Image-text matching
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GCN	� Graph convolutional network
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DCE	� Dynamic contrast-enhanced
BiLSTM	� Bidirectional LSTM
LSTM	� Long short-term memory
MoCo	� Momentum contrast
InfoNCE	� Info noise contrastive estimation
HCPs	� Highly cited papers
RCNN	� Regions with CNNs
WSI	� Whole slide image
H&E	� Hematoxylin and eosin

1  Introduction

1.1 � Background

The concept of multi-modal systems is related to the study of 
information representation in the field of human–computer 
interaction. The term “mode” refers to the representation and 
exchange of information on a specific physical medium. Due 
to the development of medical technology and science, med-
ical image fusion has gained wide attention in the field of 
image processing. Medical imaging methods can be broadly 
divided into two types: anatomical imaging and functional 
imaging. Single-mode medical images can only provide 
a particular aspect of health information and cannot fully 
reflect all the information in certain parts of the body [1]. 
In clinical practice, doctors often need to comprehensively 
analyze different types of medical images of the same part to 
diagnose the patient's condition; this increases the difficulty 
of diagnosis. Therefore, fusion processing of multi-modal 
medical images can be used to comprehensively analyze 
different medical image information in a fusion image and 
provide doctors with a more adequate basis for the judgment 
of clinical diagnosis and treatment [2].

Deep learning provides scientific methods for processing 
large-scale medical images and screening big data, as well 
as for the diagnosis and efficacy evaluation of various major 
diseases in clinical medicine. This major scientific prob-
lem in medical image analysis needs to be solved urgently, 
considering it is a key cutting-edge medical image technol-
ogy [1]. Multi-modal medical image fusion based on deep 
learning can be used to effectively extract and integrate the 
feature information of different modes, improve the clinical 
applicability of medical images in the diagnosis and evalu-
ation of medical problems, and provide quantitative analy-
sis, real-time monitoring, and treatment planning for doctors 
and researchers. Multi-modal fusion combines the informa-
tion of multiple modes for target prediction (classification 
or regression), which was previously understood as multi-
source information fusion [3]. For example, videos as a type 
of multimedia can be subdivided into multiple single modes, 
such as dynamic text, dynamic images, and dynamic voice 
[4]. Research shows that information processing methods 

based on the multi-modal concept often perform better than 
traditional single-model methods [5].

Multi-modal medical image fusion is the process of fus-
ing multiple images using single or multiple imaging meth-
ods to improve the image quality while preserving specific 
features [6]. Medical image fusion involves several inter-
esting fields, such as image processing, computer vision, 
pattern recognition, machine learning, and artificial intel-
ligence, and hence has been widely used in clinical practice. 
Doctors can understand lesions in different ways through the 
application of medical image fusion.

1.2 � Motivation for this Paper

Multi-modal deep learning is the fusion of various types of 
information via deep-learning techniques. Imaging technol-
ogy plays an important role in medical diagnosis. The infor-
mation provided by a single-mode medical image is limited 
since large amounts of information need to be processed 
in clinical diagnosis. In multi-modal technology, a single 
mode of the medical image can supplement the weakness 
of another mode to accurately evaluate the medical condi-
tion and obtain diagnostic information through the fusion 
of information from multiple modes. Furthermore, multi-
modal deep learning can jointly learn the potentially shared 
information of each mode data through the complementary 
fusion of different feature sets, which improves the effec-
tiveness and accuracy of data tasks [7]. Additionally, multi-
modal medical image fusion based on deep learning can 
effectively extract and integrate the feature information of 
different modes, thereby improving the clinical applicability 
of medical images in the diagnosis and evaluation of medical 
problems. Considering the above advantages, the application 
of multi-modal deep learning in medicine (MMDLM) has 
rapidly attracted wide attention.

This study was conducted to address the following gaps 
in the existing literature:

1.	 a lack of effective literature on the multi-modal data 
fusion mechanisms of medical images to sort and sum-
marize research points.

2.	 the limited knowledge of data analysis algorithms as 
well as a lack of clinical experts and data scientists.

3.	 insufficient information on the bibliometric analysis of 
the application of multi-modal deep learning in medical 
imaging.

Based on the above-mentioned points, we conducted a 
comprehensive review and bibliometric analysis of this field 
to explore potential models or scientific development paths 
of multi-modal deep learning in medical image applications.

The contributions of our study are as follows:
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1.	 We macroscopically analyze the scope of medical multi-
modal applications and mainstream pre-training meth-
ods, and discuss the adaptability of each method.

2.	 We discuss various topics in medical multi-modal fusion 
methods, ranging from micro-scale methods (such as 
algorithm-based convolutional neural networks, deep 
iterations as well as fully supervised, weakly super-
vised, and unsupervised learning) to process-based sta-
tistics (such as methods in intelligent diagnosis, efficacy 
assessment, and prognostic applications) and detailed 
comparative studies based on organ, such as diseases of 
the brain, eye, breast, lung, bone, and skin.

3.	 Based on the above-mentioned in-depth analysis, we 
summarize the challenges faced by MMDLM applica-
tions and present directions for future scholars.

4.	 We analyze literature metrology, cited journals, and 
literature as well as keywords to arouse the interest of 
researchers in multi-modal deep-learning applications 
in the medical field. Furthermore, periodical distribu-
tions are discussed to effectively help scholars search 
for related research topics. Co-author, co-occurrence, 
co-citation, and literature coupling analyses are also per-
formed.

The scope of the discussion in this review is shown in 
Fig. 1.

1.3 � Structure of this Paper

The remainder of the paper is organized as follows: Sect. 1 
describes the development of the multi-modal concept and 

some of the related problems encountered thus far. Section 2 
reviews the progress of multi-modal deep learning in medi-
cal applications. Section 3 describes the multi-modal fusion 
pre-training algorithms, medical multi-modal fusion meth-
ods, their performances, and a comparative study of their 
key features. Section 4 describes the use of the VOSviewer 
software as well as the co-authorship, co-citation, co-occur-
rence, and literature coupling analyses that were performed 
in this study. Finally, the important conclusions thus derived 
are discussed in Sect. 5.

2 � Literature Review

2.1 � Multi‑modal Medical Applications

A modality is a particular mode wherein something exists, 
is experienced, or is expressed. When a research problem 
comprises several modes, it is characterized as a multi-
modal research problem. Simultaneously, modes can also 
be defined in a very broad manner. For example, data regard-
ing two different languages, or datasets collected under two 
different circumstances, can be regarded as two modes [4]. 
To better understand the world around us, we should be able 
to interpret multiple signals simultaneously. For example, 
images are often associated with labels and text explana-
tions, and text often contains images for the clear expression 
of the central idea of an article. Considering that different 
modes have different statistical properties, MMDLM can be 
used for processing and understanding multi-source modal 
information using deep-learning techniques.

Fig. 1   Scope of discussion in this review
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At present, multi-modal learning for image, video, 
audio, and semantics is being deeply investigated. Par-
ticularly, research is being conducted on deep neural 
networks to learn multi-layer representations and for 
the abstraction of data before it is converted into high-
level abstract features of the network. Image analysis has 
made important research progress in various medical 
fields such as classification, segmentation, detection, and 
localization [4]. Deep convolutional networks have been 
actively used in medical image analysis in areas such as 
segmentation, anomaly detection, disease classification, 
computer-assisted diagnosis, and retrieval. For a long time, 
medical imaging has been a diagnostic method in clinical 
applications. Recent advances in hardware design, security 
programs, computing resources, and data storage capabili-
ties have significantly benefited the field of medical imag-
ing [2]. Currently, the main application areas of medical 
image analysis include the segmentation, classification, 
and anomaly detection of images generated using a wide 
range of clinical imaging modes. For example, in 2021, 
Qian’s team from the University of Southern California 
proposed a deep-learning system based on multi-modal 
and multi-angle medical ultrasound images, and success-
fully verified the accuracy, robustness, and effectiveness 
of the system in the prospective clinical environment of 
several hospitals. The results showed that the interpret-
able artificial intelligence (AI) assisted diagnosis system 
can significantly optimize the diagnosis results of human 
doctors, improve the clinical applicability of its auxiliary 
diagnosis, and provide new ideas for subsequent clinical 
translational research [8]. With the rapid development of 
medical information technology and modernization of 
medical equipment, an enormous amount and variety of 
medical data has emerged. Medical data can be broadly 

classified into three main categories according to the spe-
cific information and forms they present:

1.	 Clinical text data, which mainly includes structured test 
data such as hemoglobin and urine routine, as well as 
unstructured text data such as patient complaints and 
pathology texts recorded by doctors.

2.	 Image and waveform data, including imaging data such 
as ultrasound images, CT images, MRI images, and sig-
nal data such as ECG and EEG.

3.	 Biomics data, which can be subdivided into genomic, 
transcriptomic, proteomic, and other categories accord-
ing to different molecular levels.

Each type of patient-related data is a data modality, and 
the different modalities of medical data provide information 
about the patient's diagnosis and treatment from a specific 
perspective. They contain overlapping and complementary 
information, further improving the accuracy of diagnosis 
and treatment by combining multiple types of medical 
information.

2.2 � Multi‑modal Pretraining

Multi-modal recognition is a method that extracts the com-
plementarity between different modes, such as assisting 
physicians in diagnosis, the core of which lies in the fusion 
of medical images and texts (electronic medical records, 
laboratory reports, etc.). Multi-modal matching focuses on 
how to align two modal features, images, and texts. Table 1 
shows the main studies, key application areas, and methods 
of common multi-modal pre-training for comparative analy-
sis. To complete the medical multi-modal fusion method 
and performance comparison research, we conducted a 

Table 1   Mainstream multi-modal pre-training models

Study Model Keywords Applications

1 Zhang et al. [37] ConVIRT Comparative learning, medical vision, unsupervised Visual representation learning of medical images
2 Ramesh et al. [38] DALL-E Image generation transformer, codebook text → Image + 
3 Radford et al. [9] CLIP Contrast learning, feature space alignment Text and text matching
4 Li et al. [39] BLIP Captioning and filtering (CapFilt) bootstrapping Understanding and generation
5 Ding et al. [11] CogView Transfer-learning, Sandwich-LN, VQ-VAE, GPT Chinese image generation
6 Huo et al. [40] WenLan Weak semantic correlation, Roberta, InfoNCE, 

MoCo, Faster-RCNN
Chinese text and text retrieval

7 Hu et al. [41] UniT Multi-modal, multitask, Transformer, DETR, BERT Natural language understanding and multi-modal 
reasoning

8 Chen et al. [13] UNITER Integration, BERT, Faster R-CNN, multi-modal Image and text matching
9 Li et al. [16] ALIGN Billion image-text pairs of noisy datasets, compara-

tive learning
Align images and text pairs for visualization and 

verbal representation
10 Kim et al. [17] ViLT Image cutting, splicing, fast speed, the simplest 

multi-modal
Visualization, text

11 Yao et al. [42] CPT Alternatively, colorful prompt tuning Pretraining vision-language models
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detailed comparison and survey of the literature. There are 
currently two main approaches to multi-modal tasks: light 
fusion and heavy fusion. The light fusion approach is usu-
ally effortless, such as the vector inner product, as repre-
sented by CLIP [9]and ALIGN [10], which use a two-tower 
structure focusing on multi-modal alignment to facilitate 
text matching, retrieval, and other downstream tasks. The 
heavy fusion approach is based on pre-trained Transformers 
[11], as represented by OSCAR [12], UNITER [13], VINVL 
[14], etc. These methods can be regarded as a single-tower 
structure that focuses on incorporating multi-modal infor-
mation with an attention mechanism to perform additional 
tasks. Heavy fusion can interpret VQA [15], captions, and 
other downstream tasks that require information fusion and 
understanding, which the ALIGN algorithm [16] cannot 
perform. However, this approach is not as efficient as CLIP 
[9] in retrieval. Ultimately, the algorithm depends on the 
task. At present, there is a trend of unifying the two meth-
ods: the two-tower model, which is used as the base, and 
the single-tower model, which is incorporated in the upper 
layer. Alignment is performed before fusion. Multi-modal 
fusion refers to incorporating the information of multiple 
modes for classification or regression tasks. The benefits of 
multi-modal fusion are as follows: (1) more robust inference 
results can be generated for different modal representations 
of the same phenomenon, (2) auxiliary information that is 
not visible in a single-mode can be retrieved from multiple 
scales, and (3) for a multi-modal system, modal fusion can 
operate normally, even when a certain mode disappears. 
The modal and optimization methods used by the neural 
network for modal fusion may be different, however, the 
concept of information fusion through collaborative hidden 
layers is the same. Neural networks are also used for sequen-
tial multi-modal fusion and usually use RNNs (Recurrent 
Neural Networks) and LSTM (Long Short-Term Memory). 
Typical applications are audio-visual emotion classification, 
electronic medical records, etc. Some advantages of a deep 
neural network for modal fusion are as follows. It can (1) 
learn from large amounts of data, (2) perform end-to-end 
learning of multi-modal feature representation and fusion, 
and (3) performs better than non-deep-learning methods and 
can learn a complex decision boundary [4]. Table 1 shows 
that the multi-modal pre-trained model and its variants 
update and iterate very quickly, covering keywords including 
contrast learning, text and text matching, feature space align-
ment, understanding and generation, Chinese image genera-
tion, and transfer learning. These key technologies can be 
widely used to assist medical clinical applications, such as 
wearable device-based multi-source data health monitoring, 
human–machine automatic health assessment, and machine-
based surgical safety assessment. To develop lightweight 
models and products that can adapt to complex medical data 
from multiple sources and assist clinical applications as soon 

as possible, research institutions (e.g., universities) and 
leading companies (e.g., Google) are conducting relevant 
research. Recently, multi-modal pre-trained models based 
on the Transformer structure have become very popular. Pre-
training can be carried out using a large amount of unlabeled 
data, and then fine-tuning can be done with a small amount 
of labeled data. For example, as the simplest single-mode 
model, ViLT [17] is fast in visual and text processing, which 
provides a good foundation for embedded devices such as 
clinical consultations and surgeries. The approach used for 
multi-modal fusion depends on the task and data, and exist-
ing work often proposes various fusion methods without any 
real unified theoretical support. To efficiently and automati-
cally select the fusion strategy according to the task or data, 
a neural architecture search (NAS) [18] is highly effective. 
Of course, there are challenges in multi-modal fusion; for 
example, the sequential information of different modes may 
not be aligned.

2.3 � Medical Imaging and Non‑imaging Models

Table 2 shows the research objects and tasks of medical 
image and non-image modalities. El-Sappagh et al.’s (2020) 
research has achieved excellent clinical results. They pro-
posed a deep-learning fusion model based on Bidirectional 
Long Short-term Memory (BiLSTM) networks and Convo-
lutional Neural Networks (CNNs). The multi-modal multi-
task model, based on five modalities [i.e., Magnetic Reso-
nance Imaging (MRI), PET Positron Emission Computed 
Tomography, neuropsychological data, cognitive score data, 
and evaluation data], jointly predicts variables such as Alz-
heimer’s disease (AD) multistage progression tasks and four 
key cognitive scores [19]. Table 2 also shows that The Can-
cer Genome Atlas (TCGA), The Alzheimer ‘s Disease Neu-
roimaging Initiative (ADNI), and other open-source datasets 
remain the first choice of most researchers. However, we can 
also observe that open-source data for medical multi-modal 
applications remain comparatively uncommon, which may 
be influenced by medical ethics. MMDLM is an important 
research direction for researchers in cancer prevention and 
therapy, which is related to the difficulty of cancer preven-
tion and treatment [7, 20–25].

2.4 � Deep Multi‑modal Fusion Methods 
and Performance

Multi-modal fusion is a key research point in multi-modal 
research. It integrates information extracted from differ-
ent modes into a stable multi-modal representation. Multi-
modal fusion is related to representations, and a process that 
focuses on using some architecture to merge representations 
of different single modes is classified as fusion. Fusion 
methods can be divided into late and early fusion according 
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to their different locations. Since early and late fusion will 
inhibit inter-model interactions, current research focuses 
on intermediate fusion methods, which enable these fusion 
operations to be placed in multiple layers of the deep-learn-
ing model. There are three methods for the fusion of text and 
image: simple operation-based, attention-based, and tensor-
based approaches. Figure 2 shows the schematic structure of 
the three multi-modal fusion methods.

Fusion is based on integrating feature vectors from dif-
ferent modes in simple ways, such as vector splicing, vector 

weighted sum, and so on. For multi-modal tasks, the first 
approach that comes to mind should be based on simple 
operations [19–21, 26–30], and the fusion of this approach 
has achieved the desired results in medical multi-modal 
applications. Holste et al. studied 10,185 breast enhancement 
MRI (DCE-MRI) data from 5248 women. They extracted 
clinical indications and breast density information from 
mammograms using a multi-modal model to reduce these 
data to 2D maximum intensity projections and then linked 
them to 18 non-image features, and they achieved an Area 

Table 2   Number of objects and tasks studied in medical imaging and non-imaging models

Study Modalities Subjects Tasks

1 Zhang et al. [43] CT 654 contrast-enhanced CT/285 
patients BRATS 2018 (Public)

Liver tumor and tumor segmentation

2 Fetit et al. [65] Retinal, genomic, and clinical 
features

3,891 individuals Predicting the risk of diabetic 
cardiovascular and cerebrovascular 
disease

3 Holste et al. [20] MRI, clinical features 17,046 samples of 5,248 women Classification of breast cancer
4 El-Sappagh et al. [19] MRI, PET, neuropsychology data, 

cognitive scores, assessment data
1,536 patients from ADNI (Public) Classification of Alzheimer’s disease

5 Yan et al. [21] Pathological images, clinical 
features

3,764 samples of 153 patients 
(Public)

Classification of breast cancer

6 Mobadersany et al. [27] H&E, genomic data 769 patients in the open datasets 
TCGA-GBM and TCGA-LGG

Survival prediction of patients with 
glioma tumors

7 Yap et al. [28] Macroscopic images, dermatoscopic 
images clinical features

2,917 samples Classification of skin lesions

8 Silva et al. [32] H&E, mRNA, miRNA, DNAm, 
Copy number variations, clinical 
features

11,081 cases of 33 tumors in the 
open-source dataset TCGA​

Pan-cancer survival prediction

9 Yoo et al. [30] MRI, clinical features 140 patients Classification of brain lesion conver-
sion

10 Yao et al. [22] Pathological images, genomic data 106 patients from TCGA-LUSC, 
and 126 cases from the open-
source dataset TCGA-GBM

Survival prediction of patients with 
lung cancer and brain cancer

11 Cheerla et al. [23] Pathological images, gene expres-
sion, microRNA expression, 
clinical features

11,160 patients from the open-
source dataset TCGA​

Survival prediction of patients with 
20 types of cancer

12 Li et al. [24] Pathological images, genomic data 826 cases from the open-source 
dataset TCGA-BRCA​

Survival prediction of patients with 
breast cancer

13 Zhou et al. [44] CT, clinical data, lab tests 733 patients Classification of COVID19 severity
14 Chauhan et al. [22] X-rays, medical imaging reports 6212 patients from the mimic-CXR 

open-source dataset
Three-level severity classification of 

pulmonary edema
15 Schulz et al. [25] CT, genomic data, H&E, MRI 230 patients from an open-source 

dataset and 18 patients from an 
external trial group

Survival prediction of patients with 
renal cell carcinoma

16 Cui et al. [8] CT, clinical features 397 patients Evaluation and prediction of metasta-
sis of lymphocytic carcinoma

17 Li et al. [45] MRI, genomic data demography 
features

112 patients Efficacy prediction of chemotherapy 
in breast cancer patients

18 Guan et al. [31] CT, clinical features 553 patients Classification of esophageal fistula 
risk

19 Wang et al. [7] Pathological images, genomic data 345 patients from TCGA (Public) Survival prediction of patients with 
breast cancer

20 Zhou et al. [46] PET, MRI, SNP 805 cases from the open-source 
dataset ADNI

Classification of Alzheimer’s disease 
and its prodromal status
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Under Curve (AUC) of 0.849 [20]. This shows that simple 
operation-based methods with excellent datasets can also 
produce promising results. However, this method still has 
a problem; there is not enough interaction between the two 
modes, and the coupling relationship is insufficient.

The attention-based fusion approach, which is based on 
an attention mechanism, has been widely used in multi-
modal medical applications. To enable the model to pay 
attention to text, such as text in medical images and medical 
records, the mechanism gives different parts of the image 
feature vector different weights according to the character-
istics of the image and text features. This enables the model 
to extract effective features from multi-source data and lev-
erage the advantages of the multi-modal fusion [13, 25, 31, 
32]. For multi-modal tasks, Silva et al. proposed an end-to-
end multi-modal deep-learning generalized prognostic pre-
diction model that predicted survival rates for all 33 can-
cers studied in a TCGA program. The model also used more 
input data modes than those of previous studies, including 
histopathological sectional images of clinical information 
and different genomic data [32]. The multi-modal fusion 
method-based tensors, also known as the bilinear pooling 
fusion method, are predominantly used to fuse visual fea-
ture vectors and text feature vectors to attain a joint rep-
resentation space [33]. Through the stepwise decomposi-
tion of the weight tensor, an efficient multi-modal fusion 
model can be achieved. In recent years, the most important 

multi-modal fusion methods have been attention-based and 
bilinear pooling methods using attention-based fusion and 
tensor-based fusion [13, 34]. Clinical decision-making in 
oncology involves multi-modal data such as radiological 
scans, molecular analysis, histological sections, and clini-
cal factors. Braman et al. used a deep orthogonal fusion 
(DOF) model to predict the overall survival of patients with 
glioma from different multi-modal data. The model learning 
will come from the multi-parameter information on MRI, 
the biopsy of the mode (such as images of DNA sequenc-
ing, and/or H&E (Hematoxylin–eosin Staining) slides), and 
clinical variable information combined into an integrated 
multi-modal risk model, at the same time introducing a 
multi-modal organization loss, through a complementary 
embedded model to improve performance. When the DOF 
model predicted the overall survival of glioma patients, the 
median C-index was 0.788 ± 0.067, which is significantly 
better than the best-performing single-peak model (median 
C-index: 0.718 ± 0.064; P = 0.023) [34]. Faisal Mahmood's 
team used multi-modal deep learning to integrate and ana-
lyze whole-section images and genetic profiling data from 
14 cancers. The algorithm predicts good and poor prog-
nostic outcomes in different forms, predicts patient prog-
nosis based on morphological and molecular levels at the 
disease and patient levels, combines spatial distribution of 
tumor, stromal and immune cells in the tumor microenvi-
ronment to synthesize and consider an open database has 

Fig. 2   Schematic diagram of the structure of the three multi-modal fusion methods
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been established for further exploration, as well as for bio-
marker discovery and characterization [35]. Figure 3 dis-
plays a performance comparison of several researchers who 
conducted multi-modal deep learning using three different 
fusion modes.

Through an overall comparative analysis, the three-stage 
deep feature learning and fusion diagnosis framework pro-
posed by Zhou et al. [46] is considered a good approach 
among the sample of studies we collected. The framework 
is mainly designed to identify Alzheimer's disease (AD) and 
its precursor states, and it progressively integrates multi-
modal imaging and genetic data at each stage, effectively 
alleviating the problem of multi-modal data heterogeneity. 
The framework also partially solves the problem of incom-
plete multi-modal data by designing a staged deep-learning 
strategy. Overall the framework achieves an all-round bal-
ance between the data and the fusion process. Based on our 
analysis, we believe that a balanced approach to data and 
fusion process is crucial for the success of multi-modal deep 
learning in medicine. Therefore, we recommend that future 
studies focus on gradually integrating or extracting the fea-
tures of different modalities in a specific order during the 
fusion process, while also prioritizing data quality and pro-
gressively making it more complete.

In multi-modal deep learning, the process of collecting 
effective features from different modes is called “multi-
modal fusion”. In this process, the several modes are not 

simply and separately given as input to the model. The 
fusion of the different data modes can occur at different 
stages of the process. For example, the simplest early fusion 
technique involves concatenating the input modes or features 
before the processing stage; however, this technique cannot 
be applied to complex data modes. A more sophisticated 
approach is intermediate fusion, wherein the representa-
tions of the different modes are combined and co-learned 
during training. It allows for modal-specific preprocessing 
while capturing interactions between data modes to achieve 
joint representations. Late fusion is also a simple method 
wherein a separate model is trained for each mode and com-
bined with the output probability for joint representation. 
However, such a fusion method misses the opportunity to 
extract information from the interaction between the modes. 
Over the past few years, deep learning has transitioned from 
mode-specific architectures—such as the CNN for graphics 
or RNN for text—to the Transformer. This novel architecture 
performs well across various input and output modes and 
tasks. One promising aspect of the Transformer is its ability 
to learn meaningful representations from unlabeled data, as 
the resources required to obtain high-quality markup in the 
medical field are limited and expensive. At the same time, 
because of the restrictions associated with privacy protec-
tion, medical ethics, and other relevant rules, it is highly 
difficult to obtain medical data. One possible solution is to 
use the available data from one mode to aid learning using 
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another via a multi-modal learning task called “co-learning.” 
For example, some studies have suggested that a Trans-
former that is pre-trained on untagged language data may 
generalize well to other tasks. In medicine, a model architec-
ture called “CycleGans”, which was trained using unpaired 
uncontrasted or contrast computed tomography (CT) scan 
images, is used to generate uncontrasted or contrast CT scan 
images [36].

3 � Discussion

In the previous section, we reviewed the current models 
used for researching disease prognosis and diagnosis using 
deep learning-based approaches that merge images and non-
images. Through a literature analysis, it was found that as 
of 2021, Transformers have assisted in the rapid emergence 
of multitask and multi-mode AI. OpenAI built the first 
model, called DALL·E [38], with a Transformer architecture 
that can process both image and text data simultaneously, 
known as the image version of GPT-3[49]. The CLIP model, 
which can pair text and images, was likewise introduced 
[9]. Facebook released a series of improved Transformer 
models, one of which is UniT [41], which can simultane-
ously handle two modes of data and seven tasks, such as 
natural language processing, natural language understand-
ing, image recognition, and object detection. While most 
of these multi-tasking, multi-modal AI systems are in the 
research and experimental stage, some have already achieved 
good results in practical applications. For instance, elec-
tronic health records (EHR) have a complex multi-modal 
structure. Xu et al. used Neural Architecture Search (NAS) 
and Multi-modal Fusion Architecture Search (MUFASA) to 
select both single-mode and cross-mode network architec-
tures. This approach outperformed the single-mode NAS on 
publicly accessible EHR datasets [37]. Feature-level fusion 
methods are further divided into operation-, tensor-, atten-
tion-, subspace-, and graph-based methods [17]. While the 
operation-based approach is intuitive and effective, it may 
lead to poor performance when learning complex interac-
tions between different modes. The tensor-based approach 
has the risk of overfitting. The attention mechanism-based 
method is a quite effective method for multi-modal feature 
fusion and can calculate the inter-modal and intra-modal 
importance features; hence, it is widely used in multi-
modal fusion applications. Furthermore, with the help of 
self-attention, the steps of modal fusion do not need to be 
designed carefully. One can simply splice the multi-modal 
information into a sequence and use a Transformer encoder 
to learn their binary relations and merge the information 
within and between modes simultaneously or run multiple 
modes in parallel. Then, the Transformer decoder can be 
used to perform the cross-mode fusion. The Transformer 

can easily handle input types with graphs, which are a more 
universal input structure. Both images and sequences can be 
converted into graphs, and hence, the Transformer is a more 
universal network structure. For example, Stanford Univer-
sity has created a set of open-source Transformer models 
called ConVIRT [37], which can automatically annotate 
X-rays with text. The self-attention mechanism does not 
require the user to explicitly designate the prior adjacency 
matrix, but simply input sufficient data (if available) and let 
the model learn the edge weights on its own. Compared with 
CNNs and RNNs, the Transformer has a larger number of 
parameters, stronger expression ability, and requires more 
training data. Accordingly, to effectively assist physicians in 
diagnosis and therapy, scientists should conduct compara-
tive studies on multi-modal learning in the medical field 
and develop and share more benchmark datasets. Simulta-
neously, although multi-modal learning is advantageous for 
model performance optimization, research on modal selec-
tion should focus on calculating the model capacity, data 
quality, and specific tasks.

The successful advancement of multi-modal deep learn-
ing in medicine requires a large amount of data, and chal-
lenges are encountered when applying data, models, and 
performing complex tasks in this field. We list the main 
challenges below.

1.	 The diversity and uncertainty in medical datasets, 
including image and non-image data, sample size, depth 
of phenotypic analysis, heterogeneity and diversity of 
participants, degree of data standardization and harmo-
nization, and degree of correlation among data sources 
together constitute a greater challenge than that posed 
by a single-mode deep-learning model. The challenge 
of handling the highly variable data found in real-world 
clinical databases must therefore be considered to ensure 
effective application.

2.	 In the development of multi-modal medical research and 
clinical applications, the collection, linking, and cost-
effective annotation of multi-dimensional medical data 
also leads to challenges in terms of cost and speed.

3.	 In multi-modal medical fusion, it is necessary to prop-
erly associate all the data types in the dataset and extract 
effective feature sets. However, small and incomplete 
datasets as well as non-standardized data structures, 
which are prevalent in this field, pose significant chal-
lenges.

4.	 For some modes (e.g., 3D imaging and genomics), pro-
cessing even a single point in time or individual instance 
of data requires a large amount of computing power. 
Hence, building models to simultaneously and rapidly 
process large-scale tumor pathological slides, genomics, 
or medical text data is an important fundamental chal-
lenge.
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5.	 When collecting health and clinical data for research, 
privacy concerns can be raised by patients and doctors. 
Establishing a trusted mechanism to monitor and miti-
gate these issues is critical, and it requires researchers 
to propose and explore more solutions.

6.	 Multi-modal medical data fusion analysis is a multidis-
ciplinary field that requires repeated interactions among 
clinicians, statistical analysis engineers, algorithm engi-
neers, bioinformatics engineers, and professionals from 
other disciplines to determine research schemes. This 
interaction is hindered by the significant challenges of 
collaboration.

To meaningfully process and integrate the information 
in different medical data and increase the participation of 
AI in the assisted diagnosis and treatment process, joint 
efforts between the medical community and AI research-
ers will be required to construct and validate new models 
and ultimately demonstrate their ability to improve diag-
nosis and treatment.

4 � Bibliometrics

Bibliometrics is an effective quantitative method for exam-
ining research activities in a specific field. To describe, 
evaluate, and monitor MMDLM-related research results, 
we conducted a comprehensive analysis based on annual 
trends, countries, institutions, journals, highly cited papers, 
co-citations, coauthors, co-occurrence analyses, and litera-
ture coupling [17].

4.1 � Literature Resources

To investigate this topic, we selected literature that adheres 
to the principles of representativeness and universality. 
The Web of Science (WoS) Core Collection database was 
employed as the data source for the retrieval of the literature 
related to multi-modal fusion and deep learning based on 
medical images. For the query, we used TS = (Multi-modal 
deep learning (OR (Multi-modal deep learning)) AND medi-
cine). A total of 920 records were retrieved on this subject. 
Simultaneously, we used the refining function of the WoS 
to extract the key information of the remaining publica-
tions, eliminate irrelevant or weakly related publications, 
and select a final total of 879 publications as the basic target 
data of this study. The literature was collected from January 
2010 to April 2022. All the selected publications met the 
following criteria: (1) the research content (in part/in whole) 
presented a multi-modal deep-learning fusion approach for 
medical applications and (2) the publication focused on the 

improvement of the deep-learning algorithm and its applica-
tion in one or more detailed medical fields.

4.2 � Analytical Methods

Considering the large number of publications identified 
in this study, it would have been challenging to manually 
extract the information individually and further explore 
the relationship between them. Therefore, it was necessary 
to sort them using a bibliometric analysis, which aims to 
study the distribution structure, quantitative relationships, 
and variation in the literature using measurement methods 
such as mathematics and statistics [50]. Common bibliomet-
ric mapping software tools include HistCite [51], CiteSpace 
[52], and VOSviewer [53, 54]. By comparing the features 
of these software tools, we found that VOSviewer is easier 
to use than the other software. By constructing the relation-
ship and visually analyzing of network data (mainly litera-
ture knowledge units), the software can render a scientific 
knowledge graph and show the structure, evolution, coop-
eration, and other relationships in the knowledge domain. 
Its outstanding feature is its strong graphical display ability, 
which is suitable for large-scale data. We used VOSviewer 
to explore the collaborative publications and networks of 
multi-modal fusion in medical image research, as well as 
the collaboration and distribution among countries, research 
institutions and authors on the subject. We set the node types 
to “country”, “agency”, and “author” in VOSviewer soft-
ware. At the same time, considering the close relationship 
between countries and institutions, we added nodes for coun-
tries and institutions in the same graph. By setting the node 
type to “category” and selecting the timeline view of the 
software, we visualized the evolution of the objects studied 
in this domain. When the node type is set to “Reference”, 
co-citation analysis can be carried out to analyze representa-
tive research articles. In addition, when the node type is 
set to “Terms”, cluster analysis is conducted according to 
the nodes in the co-occurrence graph. Ultimately, cluster 
analysis and term co-occurrence are used to distinguish the 
frontiers in research and hotspots in the different develop-
ment stages of this research field.

4.3 � Literature Analysis

4.3.1 � Trends in the Number of Published Papers

We investigated 879 papers that were published between 
2010 and 2022 (Fig. 4). The growth in the number of publi-
cations can be divided into three stages, which we call prepa-
ration, rise, and prosperity.
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4.3.2 � Annual Trends and Possible Explanations

By analyzing the collaboration networks between different 
countries and institutions, we can clearly see the achieve-
ments of countries and research institutions in the field of 
multi-modal fusion skills, and further identify the collabora-
tion between them by analyzing relevant publications. Fig-
ure 4 shows the annual change in the number of multi-modal 
deep-learning medical publications.

With the widespread application of artificial intelligence 
in medicine, the number of MMDLM publications continues 
to expand. It saw particularly strong growth in 2017. There 
are two possible reasons for this rise:

1.	 Many researchers have begun to use deep learning to 
solve medical problems.

2.	 The pioneering research achievements globally have 
piqued the interest and increased the confidence of 
researchers in this approach.

4.3.3 � Countries

The analysis of literature data shows that scholars from 
35 countries/regions have published publications about 
MMDLM, but over 85% of the publications were contributed 
by scholars from five active countries, as shown in Fig. 5. 
The United States was the largest contributor to MMDLM 
publications, with its scholars contributing 298 publications 
or 33.9%. The contribution of Chinese scholars to publica-
tions in this field ranks second in the world, accounting for 
32.65%. After the United States and China, Germany, the 
United Kingdom, and Canada ranked third, fourth, and fifth 
with 10.92%, 9.88%, and 6.37%, respectively.

4.3.4 � Institutions

After calculating the outstanding publication contributors 
at the national level, we further analyzed the outstanding 
publication contributors at the institutional level. Accord-
ing to the collected data, the League of European Research 
Universities (LERU) is a prominent institution that has con-
tributed 79 publications, accounting for 8.957% of the global 
publication volume on this topic. As an important contribut-
ing country, China ranked second and third in terms of the 
intellectual output of the University of Chinese Academy of 
Sciences and Shanghai Jiao Tong University, with 36 and 33 
publications, respectively. Table 3 shows the details of the 
top-16 most productive organizations that actively generated 
MMDLM-related publications. Of the top-16 institutions, 
the main countries/regions with which these institutions are 
affiliated are the United States (6), China (4), the United 
Kingdom (2), LERU (1), Germany (1), and France (1).

4.3.5 � Highly Cited Papers

To identify the most influential development ideas and sci-
entific thinking in MMDLM research, we selected 12 highly 
cited papers (HCPs) and 1 “hot” paper from the WoS and 
ranked them according to their total citation frequency. 
Table 4 lists authors, journal names, regions, titles, and cita-
tions for these HCPs. The MMDLM-related HCP proposed 
by Arbabsiar [55], which has been cited 381 times, can be 
regarded as a pioneering work in the single-discipline pre-
diction of brain dysfunction based on neuroimaging. Emerg-
ing trends such as multi-modal brain imaging, survival 
prediction, disease subtype classification, and multi-modal 
attention mechanisms are also discussed. Emerging imag-
ing digitalization technologies and data-intensive compu-
tational methods such as reinforcement learning meet the 
needs of post-operative brain tumor prediction and evalu-
ation applications. The paper, published in NeuroImage (a 
top journal), has been cited more than any other paper in the 
analysis. HCPs have proposed different types of multi-modal 

Fig. 4   Changes in the number of MMDLM publications from 2010 
to 2022

Fig. 5   Author distribution by country
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deep-learning methods for solving medical processes, such 
as different fusion models for physical medical image seg-
mentation [6], brain tumor segmentation [24], multi-organ 

detection [56], anatomical education [57], multiple diag-
noses of Alzheimer's disease [58], the prognosis of rectal 
cancer [59], breast mass detection [60], accurate diagnosis 

Table 3   Author distribution by 
institution

LERU League of European Research Universities, including 23 universities in Europe
The University of California System is a consortium of 10 universities located in California

Rank Institution Regions Publications Share (%)

1 League of European Research Universities LERU 79 8.957
2 Chinese Academy of Sciences China 36 4.082
3 Shanghai Jiao Tong University China 33 3.741
4 Harvard University USA 30 3.401
5 University of London UK 30 3.401
6 Technical University of Munich Germany 24 2.721
7 University of California System USA 23 2.608
8 North Carolina State University USA 23 2.608
9 University of Texas System USA 23 2.608
10 Zhejiang University China 23 2.608
11 Harvard Medical School USA 22 2.494
12 Fudan University China 21 2.381
13 The University of North Carolina at Chapel Hill USA 20 2.268
14 Imperial College London UK 19 2.154
15 Université Fédérale Toulouse Midi-Pyrénées France 19 2.154

Table 4   Highly cited papers

Highly cited papers are the top 1% of cited papers in the past decade
a Hot paper: a paper published on this subject in the past two years and that received enough citations to put it in the top 0.1% of academic papers

Rank Authors Region Paper title Abbreviated journal title Citations

1 Arbabshirani et al. [55] USA Single subject prediction of brain disorders in neuroimaging: 
Promises and pitfalls

NeuroImage 381

2 Ibtehaz et al. [6] Bangladesh MultiResUNet: Rethinking the U-Net architecture for multi-
modal biomedical image segmentation

Neural Networks 335a

3 Araujo et al. [24] Portugal Classification of breast cancer histology images using convo-
lutional neural networks

PLOS ONE 320

4 Shin et al. [56] UK Stacked autoencoders for unsupervised feature learning and 
multiple organ detection in a pilot study using 4D patient 
data

IEEE T. Pattern. Anal 327

5 Zhao et al. [57] China A deep learning model integrating FCNNs and CRFs for 
brain tumor segmentation

Med. Image Anal 316

6 Mahmud et al. [58] Italy Applications of deep learning and reinforcement Learning to 
Biological data

IEEE T. Neur. Net. Learn 282

7 Estai et al. [59] Australia Best teaching practices in anatomy education: A critical 
review

Ann. Anat 262

8 Liu et al. [60] Australia Multi-modal neuroimaging feature learning for multiclass 
diagnosis of Alzheimer's disease

IEEE T. Bio-Med. Eng 258

9 Bychkov et al. [63] Finland Deep learning-based tissue analysis predicts outcome in 
colorectal cancer

Sci. Rep 235

10 Arevalo et al. [61] Colombia Representation learning for mammography mass lesion clas-
sification with convolutional neural networks

Comput. Meth. Prog. Bio 214

11 Liu et al. [62] China The applications of radiomics in precision diagnosis and 
treatment of oncology: Opportunities and challenges

Theranostics 219

12 Zeng et al. [64] USA DeepDR: A network-based deep-learning approach to in 
silico drug repositioning

Bioinform 175
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[61], and the treatment of tumors [62]. These theories and 
techniques are considered an indispensable part of MMDLM 
research.

4.3.6 � Research Landscape

MMDLM research is not restricted to the “Medical” and 
“Computer Science” domains but covers 93 WoS categories. 
This manifests in the widespread application of MMDLM 
theories and approaches in various domains. “Radiology 
Nuclear Medicine Medical Imaging”, “Engineering Bio-
medical”, “Imaging Science Photographic Technology”, and 
“Artificial Intelligence” are the biggest categories, contain-
ing approximately 50% of the related documents. Figure 6 
shows the primary WoS categories that belong to MMDLM-
related documents. In addition to the “Computer Science” 
and “Medical” categories, MMDLM-related documents 
were also seen in the “Neurosciences”, “Mathematical Com-
putational Biology”, “Multidisciplinary Sciences”, “Optics”, 
“Telecommunications”, “Clinical Neurology”, “Neuroimag-
ing”, “Oncology”, “Instruments Instrumentation”, and “Bio-
chemical Research Methods”, categories. This is a profound 
demonstration of the wide application of MMDLM.

4.3.7 � Keyword Co‑occurrence Analysis for MMDLM

Keyword co-occurrences can effectively reveal research 
hotspots in this field. To explore the research hotspots of 
MMDLM, VOSviewer literature analysis software was 
used to perform bibliometric analysis on the keyword co-
occurrences of the 879 analyzed studies. We obtained a 
total of 186 keywords from MMDLM-related publications. 

VOSviewer visualization software was used to simulate the 
MMDLM keyword co-occurrence network (Fig. 5). Each 
node in the visual platform keyword representing density 
has a special color, which is closely related to the link den-
sity on the node, and the color of the node depends on the 
degree of closeness of the node neighbor relationship. The 
red component in the keywords indicates its frequency is 
high. In contrast, keywords that appear less frequently have 
an amber color. Density visualization is very effective for 
understanding the overall structure and focusing on the most 
important components. Table 5 shows the first 13 keywords 
of MMDLM-related publications. According to Fig. 7, we 

Fig. 6   MMDLM research 
categories
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Table 5   Top-10 keywords of MMDLM-related publications

Rank Keyword Total link 
strength

Occurrences

1 Deep learning 1395 451
2 Classification 518 119
3 Segmentation 312 86
4 MRI 275 63
5 Diagnosis 210 51
6 Prediction 206 39
7 Magnetic resonance imaging 197 34
8 Feature extraction 180 32
9 Model 145 34
10 Images 141 33
11 Cancer 129 32
12 Alzheimer’s disease 115 21
13 Features 114 25
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can intuitively identify the following research hotspots of 
MMDLM:

1.	 Deep learning plays a core role in medical multi-modal 
applications, which should be related to computer sci-
ence and technology disciplines in most of the literature.

2.	 At present, researchers mainly focus on the classifica-
tion and segmentation of physiological data, which is a 
traditional deep-learning application.

3.	 Tumor and brain science are important areas of concern 
for researchers.

The node and phrase font sizes in Fig.  7 represent 
weights. As can be seen from the network diagram, the 
larger the node (keyword) font, the larger the correspond-
ing weight is. At the same time, the Euclidean distance of 
two nodes indicates the strength of the coupling. A direct 
link between two keywords indicates that they occur simul-
taneously. The more densely connected the lines are, the 
more frequently they occur. The document analysis software 
VOSviewer splits the keywords of MMDLM-related publi-
cations into eight clusters according to the coupling rela-
tionship, and each cluster is represented by the same color. 
The keywords “deep learning” and “classification” appeared 
most frequently. Keywords with high frequency include 
“segmentation” (86), “MRI” (63), and “magnetic resonance 
imaging” (34). To represent the working frequency of two 
keywords, the link strength between two nodes represents 
the co-occurrence frequency strength, which shows the 
quantitative parameters of the coupling relationship between 
two nodes. Calculating the total link strength of a node is the 

sum of the link strength of that node and the link strength 
of all other associated nodes. By observing this intensity, it 
is possible to intuitively calculate the degree of closeness of 
correlated studies, which may lead researchers to pay atten-
tion to the subcategories of the topic research and determine 
future directions.

4.3.8 � Co‑citation Analysis for MMDLM‑Related Publications

When two (or more) articles are simultaneously cited by 
one or more later articles, the two articles are said to have 
a co-citation relationship. In co-citation analysis, more rep-
resentative literature is frequently selected as the analysis 
objects, and hence a network analysis method was adopted 
to perform cluster analysis on this literature. The knowledge 
graph of a research area can be intuitively calculated. At 
the same time, co-citation analysis is widely used to dis-
close the coupling of authors, literature, and journals in the 
research field. In this section, we introduce the co-citation of 
authors, literature, and journals in the medical applications 
of multi-modal deep learning. Figure 8 shows the journal 
collaboration network for MMDLM-related publications. 
By analyzing and summarizing the co-citation relationships 
between authors and publications in the research field, the 
author's citation network can be displayed, which can reveal 
the author's research interests. The VOSviewer software was 
used to draw the author atlas of MMDLM scholars, as shown 
in Fig. 9. Unsurprisingly, the node coupling degree indicates 
that the nodes of Km, Kamnitsas, and Bengio are the larg-
est. It also shows that they actively participate in this field.

Fig. 7   Keyword co-occurrence 
network of MMDLM-related 
publications
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4.3.9 � Bibliographic Coupling Analysis

In citation network, the bibliographic coupling of two arti-
cles refers to the number of the same articles in the refer-
ences of both articles, that is, the number of other articles 
cited by both articles at the same time. We can define the 
undirected document coupling network corresponding to 
the directed citation network as follows: if two articles 
have at least one identical reference, there will be an edge 
between the corresponding two nodes. Literature coupling 
reflects the relationship between two cited references, 
while co-citation reflects the relationship between two 
cited references. Publication coupling analysis can show 
which domain the publications are more concerned with, 
and the weight correlation in coupling analysis depends on 
the number of reference publications they share. Consist-
ent with the above coauthor analysis and co-citation analy-
sis, we focus on discussing and showing the publication 
coupling network relationships of 879 articles by author 
(see Fig. 10), journal (see Fig. 11), institute (see Fig. 12), 
and country (see Fig. 13).

5 � Challenges and Perspectives

The successful advancement of multi-modal deep learning 
in medicine requires a large amount of data, and chal-
lenges are encountered when applying data, models, and 
performing complex tasks in this field. We list the main 
challenges below.

1.	 Lack of standardized data collection and annotation pro-
tocols, which can lead to bias and limit the generaliz-
ability of models.

2.	 Interpretability of multi-modal deep-learning models is 
still a challenge, which may hinder their application in 
clinical practice.

3.	 Heterogeneity of data from different modalities, which 
may require different preprocessing and integration tech-
niques to be effectively combined.

4.	 Availability and accessibility of multi-modal data, as it 
may require collaboration between different institutions 

Fig. 8   Journal co-authorship 
network of MMDLM-related 
publications

Fig. 9   Co-authorship network 
of MMDLM-related publica-
tions
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and data sharing agreements to collect and integrate data 
from multiple sources.

5.	 Model overfitting, which can lead to poor generalization 
performance on new data and be particularly problem-
atic in medical applications.

6.	 Ethical implications of using deep-learning models in 
medical decision-making, such as potential biases and 
errors in the models, as well as the impact on patient 
privacy and autonomy.

A few visions

1.	 Multi-modal deep learning holds great promise for 
improving medical diagnosis and treatment, with the 
ability to generate more accurate and personalized pre-
dictions.

2.	 Integration of multi-modal data can improve the accu-
racy of diagnosis and prognosis of various diseases, such 

Fig. 10   Author bibliographic 
coupling network of MMDLM-
related publications

Fig. 11   Journal bibliographic 
coupling network of MMDLM-
related publications
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as cancer and Alzheimer's disease, and help clinicians 
predict disease risk and personalize treatment plans.

3.	 Multi-modal deep learning can provide more accurate 
and timely diagnoses and treatment recommendations, 
aiding clinical decision-making.

4.	 Approaches being explored include developing more 
standardized protocols for data collection and annota-
tion, developing more interpretable and transparent 
models, and facilitating the sharing and integration of 
multi-modal data.

In summary, the application of multi-modal deep learning 
in medical research and clinical practice holds great promise 
for improving healthcare outcomes and personalized treat-
ment. However, it is important to address the challenges 
associated with these models, including issues such as data 
heterogeneity, interpretability, and ethical considerations. 
By working together to address these challenges, we can 
unlock the full potential of multi-modal deep learning in 
healthcare, and improve the diagnosis, treatment, and out-
comes for patients.

Fig. 12   Institute bibliographic 
coupling network of MMDLM-
related publications

Fig. 13   Country bibliographic 
coupling network of MMDLM-
related publications
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6 � Conclusion

In this report, we comprehensively discussed the perfor-
mance of medical multi-modal deep learning from the 
aspects of pre-trained networks, fusion approaches, and 
models in clinical and application studies, and we com-
pared their key characteristics. In addition, we set out six 
significant challenges for multi-modal healthcare conver-
gence. In the future, to obtain a clearer understanding of 
this new research trend, we will measure and evaluate the 
influential researchers, institutions, and research directions 
using bibliometric methods. From the results obtained 
in this study, we can conclude that the research can be 
approximately divided into three periods: preparation, 
from 2010 to 2016, rise, from 2017 to 2019, and prosper-
ity, from 2020 to the present. Aiming at the current situa-
tion of insufficient polymorphic data fusion in deep learn-
ing in medical applications and to address the needs of 
human–machine collaborative medical cross-modal aux-
iliary diagnosis and treatment applications, we reviewed 
the use of deep learning to perform multi-modal medical 
data and medical knowledge fusion analysis research and 
establish a medical heterogeneous multi-dimensional data 
retrieval and matching mechanism. To this end, network 
methods were reviewed to provide improved multi-layer 
semantic feature matching of medical heterologous data, 
breakthrough multiple modal heterogeneous data fusion 
mechanisms, and perform multi-modal depth learning to 
provide a research and application basis to assist the doc-
tors in their auxiliary diagnosis and treatment. Through 
the analysis of the collected research literature, we found 
that researchers are particularly concerned about can-
cer research based on artificial intelligence technology. 
In terms of scientific adaptation, they focus on diverse 
approaches to model integration. In addition, it is hoped 
that deep-learning models can be applied to long-term 
health monitoring and disease prevention to ensure suf-
ficient data support for the in-depth development of AI 
in the medical field and further improve multi-modal sys-
tems. We believe that the findings of this report will play 
an important role in guiding and developing the impor-
tance of AI in clinical medicine and research.
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