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Abstract
Aczel–Alsina t-norm and t-conorm are important t-norm and t-conorm, and they are extended from algebraic t-norm and t-

conorm. Obviously, Aczel–Alsina t-norm and t-conorm are more general than some existing t-norm and t-conorm. Fur-

thermore, the power aggregation (PA) operator is also a very famous and valuable operator which can consider the power

relation between any two input parameters. In addition, Interval-valued Atanassov-intuitionistic fuzzy set (IVA-IFS) can

easily express uncertain information. In order to fully use their advantages, in this analysis, we extend the PA operators

based on Aczel–Alsina t-norm and t-conorm to IVA-IFS and propose the interval-valued Atanassov-intuitionistic fuzzy

Aczel–Alsina power averaging (IVA-IFAAPA), interval-valued Atanassov-intuitionistic fuzzy Aczel–Alsina power

ordered averaging (IVA-IFAAPOA), interval-valued Atanassov-intuitionistic fuzzy Aczel–Alsina power geometric (IVA-

IFAAPG) and interval-valued Atanassov-intuitionistic fuzzy Aczel–Alsina power ordered geometric (IVA-IFAAPOG)

operators. Moreover, we discuss the properties of the presented operators such as idempotency, monotonicity, and

boundedness. In addition, a multi-attribute decision-making (MADM) procedure is proposed to process the IVA-IF

information. Finally, a practical example is used to show the effectiveness and superiority of the proposed method by

comparing it with some existing operators.

Keywords Interval-valued Atanassov-intuitionistic fuzzy sets � Aczel–Alsina t-norm and t-conorm � Power aggregation

operators � Decision-making techniques

Abbreviations
PA Power aggregation

A-IFS Atanassov-intuitionistic fuzzy set

IVA-IFS Interval-valued Atanassov-intuitionistic

fuzzy set

IVA-IFAAPA Interval-valued Atanassov-intuitionistic

fuzzy Aczel–Alsina power averaging
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1 Introduction

The MADM is to select the best one or to give a ranking

from the collection of a different and finite number of

alternatives. In the traditional decision-making procedure,

the attribute value can be only expressed by the crisp

number, however, in real-life, many MADM problems

cannot be described by real numbers because the attribute

information is with ambiguity or uncertain. In order to

process the ambiguity and complexity of the attributes, the

FS [1] is presented which is an effective tool to express the

uncertain information. Now, the FS theory has a lot of

applications in various fields, for example, employment

selection (doctors and nurses) during the COVID-19 pan-

demic [2], designing different clothes with the help of

fuzzy superior mandelbrot set [3], business analysis and

management research [4], data-driven modeling in mani-

folds based on the FS theory [5], environmental uncertainty

and digital transformation for fuzzy information [6], N-soft

set under the consideration of multi-agent preferences and

their operators [7], the algebraic structure of multi-fuzzy

soft information [8], multi q-fuzzy soft expert information

[9], strategic decision-making analysis based on fuzzy N-

soft expert information [10], and treatment decision of lung

cancer with the help of fuzzy information [11].

Fuzzy set, soft set, and N-soft set are three different

extensions, and the FS has received a lot of attention from

various individuals, however, because there is only a

membership grade in FS, in some cases, it is difficult to

deal with some uncertain information. Some scholars

pointed out that the negative or falsity or non-membership

grade also played a very essential or critical role in some

real-life problems, then, Atanassov [12] proposed a new

structure called IFS which can deal with truth grade

‘‘f
W
^

L

fl.
� �

’’ and as well as falsity grade ‘‘g
W
^

L

fl.
� �

’’ with a

condition: 0� f
W
^

L

fl.
� �

þ g
W
^

L

fl.
� �

� 1. Noticed that the

FS is one of the valuable and famous cases when falsity

grade g
W
^

L

fl.
� �

¼ 0 in the IFS. Furthermore, the IFS has

been used in the fields of decision-making, artificial intel-

ligence, machine learning, and clustering analysis, for

example, IVIFS [13], stock prediction under the consider-

ation of A-IF inferences [14], MADM technique for IFSs

[15], distance measures for IFS and their application in

various triangle centers [16], two novel types of measures

in the IFSs [17], software bug triaging under the avail-

ability of IFSs and their application [18], the enhancement

of color images under the uses of IFS [19], and positron

emission tomography image segmentation for IFSs and

their applications in clustering analysis [20].

Aggregating the collection of information into one is a

very challenging task. Some scholars have proposed dif-

ferent types of operators such as arithmetic and geometric

AOs. Further, Yager [21] developed the PA operator which

is the generalized form of the above two different opera-

tors. Now the averaging, geometric, and PA operators are

computed based on algebraic t-norm and t-conorm. Fur-

ther, Aczel and Alsina [22] proposed Aczel–Alsina t-norm

and t-conorm which are the modified and generalized

forms of algebraic norms. The Aczel–Alsina t-norm and t-

conorm are the generalization of the algebraic t-norm and

t-conorm, so it is clear that the aggregation operators based

on algebraic t-norm and t-conorm are the special cases of

the proposed operators. Then they received a lot of atten-

tion from different scholars because of their remarkable

features. For instance, Xu [23] proposed the averaging AOs

for IFS, Xu and Yager [24] proposed the geometric AOs

for IFS, Jiang et al. [25] and Xu [26] proposed the PA

operators for IFS, Senapati et al. [27] and Senapati et al.

[28] proposed the Aczel–Alsina averaging AOs for IFS and

the geometric Aczel–Alsina AOs for IFS. Senapati et al.

[29] proposed the weighted PA operators based on Aczel–

Alsina operational laws. Furthermore, geometric AOs for

IVIFS was discovered by Wei and Wang [30]. Wang et al.

[31] also examined the theory of averaging AOs for

IVIFSs. Aczel–Alsina AOs for IVIFS was invented by

Senapati et al. [32]. Where the power AOs for IVIFS was

derived by He et al. [33]. Therefore, we concluded that the

proposed operators from Xu [23], Xu and Yager [24],

Senapati et al. [32] and He et al. [33] are the special cases

of proposed studies. Furthermore, we discuss the advan-

tages of the proposed works, such as

1. If we have only used the theory of PA operators based

on algebraic laws, then the derived theory will be

changed for the proposed theory of He et al. [33].

2. If we have only used the theory of simple averaging

and geometric aggregation operators based on Aczel–

Alsina operational laws, then the derived theory will be

changed for the proposed theory of Senapati et al. [32].

3. If we have only used the theory of simple averaging

and geometric aggregation operators based on alge-

braic operational laws, then the derived theory will be

changed for the proposed theory of Wei and Wang [30]

and Wang et al. [31].

From the above analysis, it is clear that some scholars

studied the power aggregation operators based on different

types of norms, Senapati et al. [29] proposed the weighted

PA operators based on Aczel–Alsina operational laws and

they thought that the monotonicity is also kept for the

proposed work, but in actuality, they are not held. In this

manuscript, we aim to propose the PA operators based on

Aczel–Alsina operational laws for IVA-IFSs. Since the PA
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operators based on Aczel–Alsina t-norm and t-conorm are

more general than some existing averaging and geometric

AOs, and IVA-IFS can easily express the uncertain infor-

mation, it is necessary to develop some new AOs for IVA-

IFS based on Aczel–Alsina t-norm and t-conorm. In this

scenario, our main target or contributions are shown as

follows.

1. To propose the IVA-IFAAPA, IVA-IFAAPOA, IVA-

IFAAPG, and IVA-IFAAPOG operators.

2. To discuss the properties of the presented operators.

3. To develop a MADM method with IVA-IF information

based on the proposed operators.

4. To demonstrate the advantages of the proposed method

by comparing it with various prevailing operators by

some examples.

This article is summarized as follows: in Sect. 2, we

review the PA operators, Aczel–Alsina operational laws for

IVA-IFSs, and the comparison method for two IVA-IFSs.

In Sect. 3, we develop the IVA-IFAAPA, IVA-IFAAPOA,

IVA-IFAAPG, and IVA-IFAAPOG operators, and discuss

the properties of the presented operators such as idempo-

tency, monotonicity, and boundedness. In Sect. 4, a pro-

cedure for decision-making is developed for the MADM

problem with A-IF information. In Sect. 5, a practical

example is used to show the advantages of the proposed

technique by comparing it with various prevailing opera-

tors. Some valuable conclusions and future research are

stated in Sect. 6.

2 Preliminaries

In this section, we reviewed the PA operators, IVA-IFSs,

and Aczel–Alsina operational laws.

Definition 1 [21] For the finite positive numbers

W
^

Ls ; s ¼ 1; 2; . . .;Z, then the PA operator is derived by

PA W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼

PZ
s¼1 1 þ I W

^

Ls

� �� �

W
^

Ls

PZ
s¼1 1 þ I W

^

Ls

� �� �

ð1Þ

Noticed that I W
^

Ls

� �

¼
PZ

s ¼ 1;
s 6¼ s

Sup W
^

Ls ;W
^

Lk

� �

,

which expresses the relationship between W
^

Ls and W
^

Lk

with various characteristics:

1. Sup W
^

Ls ;W
^

Lk

� �

2 0; 1½ �:

2. Sup W
^

Ls ;W
^

Lk

� �

¼ Sup W
^

Lk
;W

^

Ls

� �

:

3. Sup W
^

Ls ;W
^

Lk

� �

� Sup W
^

Ls

�
;W

^

Lk

�� �

when

W
^

Ls �W
^

Lk

�

�

�

�

�

�

�

�

� W
^

Ls

�
�W

^

Lk

��

�

�

�

�

�

�

�

:

Definition 2 [13] For the universal set gXU , the IVA-IF set

was given such that

W
^

L ¼ f
W
^

L

fl.
� �

; g
W
^

L

fl.
� �

 !

: fl. 2gXU

( )

ð2Þ

Here, f
W
^

L

fl.
� �

¼ f
W
^

L

l
fl.
� �

; f
W
^

L

u
fl.
� �

" #

and g
W
^

L

fl.
� �

¼

g
W
^

L

l
fl.
� �

; g
W
^

L

u
fl.
� �

" #

represents the values of truth and

falsity and meets 0� f
W
^

L

u
fl.
� �

þ g
W
^

L

u
fl.
� �

� 1, then a

neutral grade is expressed by R
W
^

L

fl.
� �

¼ R
W
^

L

l
fl.
� �

;

"

R
W
^

L

u
fl.
� �

#

¼ 1 � f
W
^

L

u
fl.
� �

þ g
W
^

L

u
fl.
� �

 ! !

;

"

1 � f
W
^

L

l
fl.
� �

þ
  

g
W
^

L

l
fl.
� �

!!#

. Furthermore, the sim-

ple form of IVA-IFN is expressed by W
^

Ls ¼

f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z.

Definition 3 For two IVA-IFNs W
^

Ls ¼ f
W
^

Ls

l
; f

W
^

Ls

u

" #

;

 

g
W
^

Ls

l
; g

W
^

Ls

u

" #!

; s ¼ 1; 2, then the Aczel–Alsina opera-

tional laws are shown as
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W
^

L1
�W

^

L2
¼

1 � e

� �log 1�f
W
^

L1

l

 ! !K

þ �log 1�f
W
^

L2

l

 ! !K !

1
K

; 1 � e

� �log 1�f
W
^

L1

u

 ! !K

þ �log 1�f
W
^

L2

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

� �log g
W
^

L1

l

 ! !K

þ �log g
W
^

L2

l

 ! !K !

1
K

; e

� �log g
W
^

L1

u

 ! !K

þ �log g
W
^

L2

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

ð3Þ

W
^

L1
	W

^

L2
¼

e

� �log f
W
^

L1

l

 ! !K

þ �log f
W
^

L2

l

 ! !K !

1
K

; e

� �log f
W
^

L1

u

 ! !K

þ �log f
W
^

L2

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

1 � e

� �log 1�g
W
^

L1

l

 ! !K

þ �log 1�g
W
^

L2

l

 ! !K !

1
K

; 1 � e

� �log 1�g
W
^

L1

u

 ! !K

þ �log 1�g
W
^

L2

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

ð4Þ

hSW
^

L1
¼

1 � e

� hS �log 1�f
W
^

L1

l

 ! !K !

1
K

; 1 � e

� hS �log 1�f
W
^

L1

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

� hS �log g
W
^

L1

l

 ! !K !

1
K

; e

� hS �log g
W
^

L1

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

ð5Þ

W
^

L1

hS

¼

e

� hS �log f
W
^

L1

l

 ! !K !

1
K

; e

� hS �log f
W
^

L1

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

1 � e

� hS �log 1�g
W
^

L1

l

 ! !K !

1
K

; 1 � e

� hS �log 1�g
W
^

L1

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

ð6Þ
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Definition 4 [13] For two IVA-IFNs W
^

Ls ¼

f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; then,

HSV W
^

Ls

� �

¼ 1

2
f
W
^

Ls

l
� g

W
^

Ls

l þ f
W
^

Ls

u
� g

W
^

Ls

u

 !

2 �1; 1½ � ð7Þ

HAV W
^

Ls

� �

¼ 1

2
f
W
^

Ls

l
þ g

W
^

Ls

l þ f
W
^

Ls

u
þ g

W
^

Ls

u

 !

2 0; 1½ � ð8Þ

HSV W
^

Ls

� �

and HAV W
^

Ls

� �

represented the score

function and accuracy function with some rules:

(1) If HSV W
^

L1

� �

[HSV W
^

L2

� �

) W
^

L1
[W

^

L2
;

(2) If HSV W
^

L1

� �

\HSV W
^

L2

� �

) W
^

L1
\W

^

L2
;

(3) If HSV W
^

L1

� �

¼ HSV W
^

L2

� �

then

If HAV W
^

L1

� �

[HAV W
^

L2

� �

) W
^

L1
[W

^

L2
;

If HAV W
^

L1

� �

\HAV W
^

L2

� �

) W
^

L1
\W

^

L2
;

If HAV W
^

L1

� �

¼ HAV W
^

L2

� �

) W
^

L1
¼ W

^

L2
.

3 Aczel–Alsina PA Operators for IVA-IFSs

The Aczel–Alsina t-norm and t-conorm and the PA oper-

ator are very famous and valuable tools for getting the

finest preferences from the collection of preferences. In this

section, we propose the IVA-IFAAPA, IVA-IFAAPOA,

IVA-IFAAPG, and IVA-IFAAPOG operators. Moreover,

we discuss some of the properties of the presented opera-

tors such as idempotency, monotonicity, and boundedness.

Definition 5 For a group of IVA-IFNs W
^

Ls ¼

f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z; then an

IVA-IFAAPA operator is described as

IVA� IFAAPA W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼ N1W
^

L1
� N2W

^

L2
� . . .� NZW

^

LZ
¼ �Z

s¼1 NsW
^

Ls

� �

ð9Þ

Noticed that

Ns ¼
1 þ I W

^

Ls

� �� �

PZ
s¼1 1 þ I W

^

Ls

� �� � ð10Þ

where I W
^

Ls

� �

¼
PZ

s ¼ 1;
s 6¼ s

Sup W
^

Ls ;W
^

Lk

� �

which

expresses the relationship between W
^

Ls and W
^

Lk
with

various characteristics:

1. Sup W
^

Ls ;W
^

Lk

� �

2 0; 1½ �.

2. Sup W
^

Ls ;W
^

Lk

� �

¼ Sup W
^

Lk
;W

^

Ls

� �

.

3. Sup W
^

Ls ;W
^

Lk

� �

� Sup W
^

Ls

�
;W

^

Lk

�� �

when

W
^

Ls �W
^

Lk

�

�

�

�

�

�

�

�

� W
^

Ls

�
�W

^

Lk

��

�

�

�

�

�

�

�

where Sup W
^

Ls ;W
^

Lk

� �

¼ 1 � Dis W
^

Ls ;W
^

Lk

� �

and

Dis W
^

Ls ;W
^

Lk

� �

¼ 1

4
f
W
^

Ls

l
� f

W
^

Lk

l

�

�

�

�

�

�

�

�

�

�

 

þ g
W
^

Ls

l � g
W
^

Lk

l

�

�

�

�

�

�

�

�

�

�

þ f
W
^

Ls

u
� f

W
^

Lk

u

�

�

�

�

�

�

�

�

�

�

þ g
W
^

Ls

u � g
W
^

Lk

u

�

�

�

�

�

�

�

�

�

�

!

ð11Þ

where Eq. (11) represents the distance measures between

W
^

Ls and W
^

Lk
.

Theorem 1 For a group of IVA-IFNs W
^

Ls ¼

f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z; the

aggregation result from Eq. (9) is still an IVA-IFN, such as
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Proof (Using Mathematical induction).

For Z ¼ 2, we have

N1W
^

L1
¼

1 � e

� N1 �log 1�f
W
^

L1

l

 ! !K !

1
K

; 1 � e

� N1 �log 1�f
W
^

L1

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

� N1 �log g
W
^

L1

l

 ! !K !

1
K

; e

� N1 �log g
W
^

L1

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

N2W
^

L2
¼

1 � e

� N2 �log 1�f
W
^

L2

l

 ! !K !

1
K

; 1 � e

� N2 �log 1�f
W
^

L2

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

� N2 �log g
W
^

L2

l

 ! !K !

1
K

; e

� N2 �log g
W
^

L2

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

IVA� IFAAPA W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼

1 � e

�
PZ

s¼1
Ns �log 1�f

W
^

Ls

l

 ! !K !

1
K

; 1 � e

�
PZ

s¼1
Ns �log 1�f

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

�
PZ

s¼1
Ns �log g

W
^

Ls

l

 ! !K !

1
K

; e

�
PZ

s¼1
Ns �log g

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

ð12Þ
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Thus, we have

IVA� IFAAPA W
^

L1
;W

^

L2

� �

¼ N1W
^

L1
� N2W

^

L2

¼

1 � e

� N1 �log 1�f
W
^

L1

l

 ! !K !

1
K

; 1 � e

� N1 �log 1�f
W
^

L1

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

� N1 �log g
W
^

L1

l

 ! !K !

1
K

; e

� N1 �log g
W
^

L1

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

�

1 � e

� N2 �log 1�f
W
^

L2

l

 ! !K !

1
K

; 1 � e

� N2 �log 1�f
W
^

L2

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

� N2 �log g
W
^

L2

l

 ! !K !

1
K

; e

� N2 �log g
W
^

L2

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

¼

1 � e

�
P2

s¼1
Ns �log 1�f

W
^

Ls

l

 ! !K !

1
K

; 1 � e

�
P2

s¼1
Ns �log 1�f

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

�
P2

s¼1
Ns �log g

W
^

Ls

l

 ! !K !

1
K

; e

�
P2

s¼1
Ns �log g

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A
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For Z ¼ 2; (12) is kept.for Z ¼ k, we assume that (12) is

right, such as

IVA� IFAAPA W
^

L1
;W

^

L2
; . . .;W

^

Lk

� �

¼

1 � e

�
Pk

s¼1
Ns �log 1�f

W
^

Ls

l

 ! !K !

1
K

; 1 � e

�
Pk

s¼1
Ns �log 1�f

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

�
Pk

s¼1
Ns �log g

W
^

Ls

l

 ! !K !

1
K

; e

�
Pk

s¼1
Ns �log g

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

Then, for Z ¼ k þ 1, we aim to derive our required

result such as

IVA� IFAAPA W
^

L1
;W

^

L2
; . . .;W

^

Lkþ1

� �

¼ �kþ1
s¼1 NsW

^

Ls

� �

¼ �k
s¼1 NsW

^

Ls

� �

� Nkþ1W
^

Lkþ1

¼

1 � e

�
Pk

s¼1
Ns �log 1�f

W
^

Ls

l

 ! !K !

1
K

; 1 � e

�
Pk

s¼1
Ns �log 1�f

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

�
Pk

s¼1
Ns �log g

W
^

Ls

l

 ! !K !

1
K

; e

�
Pk

s¼1
Ns �log g

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

�

1 � e

� Nkþ1 �log 1�f
W
^

Lkþ1

l

 ! !K !

1
K

; 1 � e

� Nkþ1 �log 1�f
W
^

Lkþ1

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

� Nkþ1 �log g
W
^

Lkþ1

l

 ! !K !

1
K

; e

� Nkþ1 �log g
W
^

Lkþ1

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A
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¼

1 � e

�
Pkþ1

s¼1
Ns �log 1�f

W
^

Ls

l

 ! !K !

1
K

; 1 � e

�
Pkþ1

s¼1
Ns �log 1�f

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

�
Pkþ1

s¼1
Ns �log g

W
^

Ls

l

 ! !K !

1
K

; e

�
Pkþ1

s¼1
Ns �log g

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

Therefore, when Z ¼ k þ 1, (12) is also kept.

In a word, (12) is right.

Property 1 (Idempotency) For a group of IVA-IFNs

W
^

Ls ¼ f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z,

If W
^

Ls ¼ W
^

L ¼ f
W
^

L

l
; f

W
^

L

u

" #

; g
W
^

L

l
; g

W
^

L

u

" # !

, then

IVA� IFAAPA W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼ W
^

L ð13Þ

Proof For a group of IVA-IFNs W
^

Ls ¼

f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z;

If W
^

Ls ¼ W
^

L ¼ f
W
^

L

l
; f

W
^

L

u

" #

; g
W
^

L

l
; g

W
^

L

u

" # !

; then

IVA� IFAAPA W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼

1 � e

�
PZ

s¼1
Ns �log 1�f

W
^

Ls

l

 ! !K !

1
K

; 1 � e

�
PZ

s¼1
Ns �log 1�f

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

�
PZ

s¼1
Ns �log g

W
^

Ls

l

 ! !K !

1
K

; e

�
PZ

s¼1
Ns �log g

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

¼

1�e

�
PZ

s¼1
Ns �log 1�f

W
^

L

l

 ! !K !

1
K

;1�e

�
PZ

s¼1
Ns �log 1�f

W
^

L

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

�
PZ

s¼1
Ns �log g

W
^

L

l

 ! !K !

1
K

;e

�
PZ

s¼1
Ns �log g

W
^

L

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

¼

1 � e

� �log 1�f
W
^

L

l

 ! !K !

1
K

; 1 � e

� �log 1�f
W
^

L

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

� �log g
W
^

L

l

 ! !K !

1
K

; e

� �log g
W
^

L

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

;
X

Z

s¼1

Ns ¼ 1
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¼ 1 � e

log 1�f
W
^

L

l

 !

; 1 � e

log 1�f
W
^

L

u

 !

2

6

6

6

4

3

7

7

7

5

;

0

B

B

B

@

e

log g
W
^

L

l

 !

; e

log g
W
^

L

u

 !

2

6

6

6

4

3

7

7

7

5

1

C

C

C

A

¼ f
W
^

L

l
; f

W
^

L

u

" #

; g
W
^

L

l
; g

W
^

L

u

" # !

¼ W
^

L:

Property 2 (Non-monotonicity) For a group of IVA-IFNs

W
^

Ls ¼ f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z;

If W
^

Ls �W
^

Ls

0

¼ f
W
^

Ls

0 l

; f
W
^

Ls

0u
" #

; g
W
^

Ls

0 l
; g

W
^

Ls

0u
" # !

;

then

IVA� IFAAPA W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

�IVA

� IFAAPA W
^

L1

0

;W
^

L2

0

; . . .;W
^

LZ

0 !

ð14Þ

Here, we give only some counterexamples to show that

Eq. (14) is held correctly. For this, we use a few IVA-IFNs

such as W
^

L1
¼ 0:2; 0:21½ �; 0:2; 0:21½ �ð Þ;W

^

L2
¼ 0:4;½ð

0:41�; 0:4; 0:41½ �Þ;W
^

L3
¼ 0:1; 0:11½ �; 0:88; 0:89½ �ð Þ and

W
^

L1

0

¼ 0:2; 0:21½ �; 0:2; 0:21½ �ð Þ;W
^

L2

0

¼ 0:4; 0:41½ �;ð

0:4; 0:41½ �Þ;W
^

L3

0

¼ 0:11; 0:12½ �; 0:11; 0:12½ �ð Þ with K ¼ 2.

We get the following results:

Dis W
^

L1
;W

^

L2

� �

¼ 0:2

Dis W
^

L1
;W

^

L3

� �

¼ 0:39;Dis W
^

L2
;W

^

L3

� �

¼ 0:39

Sup W
^

L1
;W

^

L2

� �

¼ 1 � Dis W
^

L1
;W

^

L2

� �

¼ 1 � 0:2

¼ 0:8

Sup W
^

L1
;W

^

L3

� �

¼ 0:61; Sup W
^

L2
;W

^

L3

� �

¼ 0:61

Thus,

I W
^

L1

� �

¼
X

Z

k ¼ 1;
k 6¼ 1

Sup W
^

L1
;W

^

Lk

� �

¼ Sup W
^

L1
;W

^

L2

� �

þ Sup W
^

L1
;W

^

L3

� �

¼ 1:41

I W
^

L2

� �

¼ 1:41;I W
^

L3

� �

¼ 1:22

X

Z

s¼1

1 þ I W
^

Ls

� �� �

¼ 7:04

Thus,

N1 ¼
1 þ I W

^

L1

� �� �

P3
s¼1 1 þ I W

^

Ls

� �� � ¼ 1 þ 1:41

7:04
¼ 0:34233

N2 ¼ 0:34233;N3 ¼ 0:31534:

Hence, by Eq. (12), we have

IVA� IFAAPA W
^

L1
;W

^

L2
;W

^

L3

� �

¼ 0:13408; 0:13892½ �; 0:62399; 0:6328½ �ð Þ

In the same way, we get

IVA� IFAAPA W
^

L1

0

;W
^

L2

0

;W
^

L3

0 !

¼ 0:13144; 0:13628½ �; 0:48398; 0:49653½ �ð Þ

From the above two information, we get

IVA� IFAAPA W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

�IVA

� IFAAPA W
^

L1

0

;W
^

L2

0

; . . .;W
^

LZ

0 !

Noticing that the monotonicity has been neglected.

Further, we give the boundedness.

Property 3 (Boundedness) For a group of IVA-IFNs

W
^

Ls ¼ f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z;

If W
^

Ls

�
¼ min

s
f
W
^

Ls

l
;min

s
f
W
^

Ls

u

" #

;

 

max
s

g
W
^

Ls

l
;

"
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max
s

g
W
^

Ls

u�Þ and W
^

Ls

þ
¼ max

s
f
W
^

Ls

l
;max

s
f
W
^

Ls

u

" #

;

 

min
s
g
W
^

Ls

l
;min

s
g
W
^

Ls

u

" #!

; then

W
^

Ls

�
� IVA � IFAAPA W

^

L1
;W

^

L2
; . . .;W

^

LZ

� �

�W
^

Ls

þ

Definition 6 For a group of IVA-IFNs W
^

Ls ¼

f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z; then an

IVA-IFAAPOA operator is described as

IVA� IFAAPOA W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼ N1W
^

L0 1ð Þ � N2W
^

L0 2ð Þ � . . .� NZW
^

L0 Zð Þ

¼ �Z
s¼1 NsW

^

L0 sð Þ

� �

ð15Þ

where 0 sð Þ� 0 s� 1ð Þ represents the permutations and

Ns ¼
1þI W

^

Ls

� �� �

PZ

s¼1
1þI W

^

Ls

� �� �. Further, the I W
^

Ls

� �

¼

PZ

s ¼ 1;
s 6¼ s

Sup W
^

Ls ;W
^

Lk

� �

; which expresses the relation-

ship between W
^

Ls and W
^

Lk
; where Sup W

^

Ls ;W
^

Lk

� �

¼

1 � Dis W
^

Ls ;W
^

Lk

� �

and Dis W
^

Ls ;W
^

Lk

� �

¼

1
4

f
W
^

Ls

l
� f

W
^

Lk

l

�

�

�

�

�

�

�

�

�

�

 

þ g
W
^

Ls

l � g
W
^

Lk

l

�

�

�

�

�

�

�

�

�

�

þ f
W
^

Ls

u
� f

W
^

Lk

u

�

�

�

�

�

�

�

�

�

�

þ

g
W
^

Ls

u � g
W
^

Lk

u

�

�

�

�

�

�

�

�

�

�

!

; which is the distance information

between W
^

LsandW
^

Lk
:

Theorem 2 For a group of IVA-IFNs W
^

Ls ¼

f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z; the

aggregation result from Eq. (15) is still an IVA-IFN, such

as

Property 4 (Idempotency) For a group of IVA-IFNs

W
^

Ls ¼ f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z;

If W
^

Ls ¼ W
^

L ¼ f
W
^

L

l
; f

W
^

L

u

" #

; g
W
^

L

l
; g

W
^

L

u

" # !

; then

IVA� IFAAPOA W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼ W
^

L ð17Þ

Further, the monotonicity is not kept. Further, we give

the boundedness.

IVA� IFAAPOA W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼

1 � e

�
PZ

s¼1
Ns �log 1�f

W
^

L0 sð Þ

l

0

@

1

A

0

@

1

A

K0

@

1

A

1
K

; 1 � e

�
PZ

s¼1
Ns �log 1�f

W
^

L0 sð Þ

u

0

@

1

A

0

@

1

A

K0

@

1

A

1
K

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

;

e

�
PZ

s¼1
Ns �log g

W
^

L0 sð Þ

l

0

@

1

A

0

@

1

A

K0

@

1

A

1
K

; e

�
PZ

s¼1
Ns �log g

W
^

L0 sð Þ

u

0

@

1

A

0

@

1

A

K0

@

1

A

1
K

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

ð16Þ
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Property 5 (Boundedness) For a group of IVA-IFNs

W
^

Ls ¼ f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z;

If W
^

Ls

�
¼ min

s
f
W
^

Ls

l
;min

s
f
W
^

Ls

u

" #

;

 

max
s

g
W
^

Ls

l
;

"

max
s

g
W
^

Ls

u

#!

and W
^

Ls

þ
¼ max

s
f
W
^

Ls

l
;max

s
f
W
^

Ls

u

" #

;

 

min
s
g
W
^

Ls

l
;min

s
g
W
^

Ls

u

" #!

; then

W
^

Ls

�
� IVA � IFAAPOA W

^

L1
;W

^

L2
; . . .;W

^

LZ

� �

�W
^

Ls

þ

Definition 7 For a group of IVA-IFNs W
^

Ls ¼

f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z; then an

IVA-IFAAPG operator is described as

IVA� IFAAPG W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼ W
^

L1

N1

	W
^

L2

N2

	 . . .	W
^

LZ

NZ

¼ 	Z
s¼1 W

^

Ls

Ns

0

@

1

A

ð18Þ

Noticed that Ns ¼
1þI W

^

Ls

� �� �

PZ

s¼1
1þI W

^

Ls

� �� �. Further,

I W
^

Ls

� �

¼
PZ

s ¼ 1;
s 6¼ s

Sup W
^

Ls ;W
^

Lk

� �

; which expresses

the relationship between W
^

Ls and W
^

Lk
; where

Sup W
^

Ls ;W
^

Lk

� �

¼ 1 � Dis W
^

Ls ;W
^

Lk

� �

andDis W
^

Ls ;W
^

Lk

� �

¼ 1
4

f
W
^

Ls

l
� f

W
^

Lk

l

�

�

�

�

�

�

�

�

�

�

 

þ g
W
^

Ls

l � g
W
^

Lk

l

�

�

�

�

�

�

�

�

�

�

þ f
W
^

Ls

u
� f

W
^

Lk

u

�

�

�

�

�

�

�

�

�

�

þ g
W
^

Ls

u � g
W
^

Lk

u

�

�

�

�

�

�

�

�

�

�

!

:

Theorem 3 For a group of IVA-IFNs W
^

Ls ¼

f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z; the

aggregation result from Eq. (18) is still an IVA-IFN, such

as

Property 6 (Idempotency) For a group of IVA-IFNs

W
^

Ls ¼ f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z;

If W
^

Ls ¼ W
^

L ¼ f
W
^

L

l
; f

W
^

L

u

" #

; g
W
^

L

l
; g

W
^

L

u

" # !

; then

IVA� IFAAPG W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼

e

�
PZ

s¼1
Ns �log f

W
^

Ls

l

 ! !K !

1
K

; e

�
PZ

s¼1
Ns �log f

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

1 � e

�
PZ

s¼1
Ns �log 1�g

W
^

Ls

l

 ! !K !

1
K

; 1 � e

�
PZ

s¼1
Ns �log 1�g

W
^

Ls

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

ð19Þ
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IVA� IFAAPG W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼ W
^

L ð20Þ

Further, the monotonicity is not kept.

Property 7 (Boundedness) For a group of IVA-IFNs

W
^

Ls ¼ f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z;

If W
^

Ls

�
¼ min

s
f
W
^

Ls

l
;min

s
f
W
^

Ls

u

" #

;

 

max
s

g
W
^

Ls

l
;

"

max
s

g
W
^

Ls

u

#!

and W
^

Ls

þ
¼ max

s
f
W
^

Ls

l
;max

s
f
W
^

Ls

u

" #

;

 

min
s
g
W
^

Ls

l
;min

s
g
W
^

Ls

u

" #!

; then

W
^

Ls

�
� IVA � IFAAPG W

^

L1
;W

^

L2
; . . .;W

^

LZ

� �

�W
^

Ls

þ

Definition 8 For a group of IVA-IFNs W
^

Ls ¼

f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z; then an

IVA-IFAAPOG operator is described as

IVA� IFAAPOG W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼ W
^

L0 1ð Þ

N1

	W
^

L0 2ð Þ

N2

	 . . .	W
^

L0 Zð Þ

NZ

¼ 	Z
s¼1 W

^

L0 sð Þ

Ns

0

@

1

A ð21Þ

where 0 sð Þ� 0 s� 1ð Þ represents the permutations and

Ns ¼
1þI W

^

Ls

� �� �

PZ

s¼1
1þI W

^

Ls

� �� �. Further, I W
^

Ls

� �

¼

PZ

s ¼ 1;
s 6¼ s

Sup W
^

Ls ;W
^

Lk

� �

; which expresses the relation-

ship between W
^

Ls and W
^

Lk
; where Sup W

^

Ls ;W
^

Lk

� �

¼

1 � Dis W
^

Ls ;W
^

Lk

� �

andDis W
^

Ls ;W
^

Lk

� �

¼

1
4

f
W
^

Ls

l
� f

W
^

Lk

l

�

�

�

�

�

�

�

�

�

�

 

þ g
W
^

Ls

l � g
W
^

Lk

l

�

�

�

�

�

�

�

�

�

�

þ f
W
^

Ls

u
� f

W
^

Lk

u

�

�

�

�

�

�

�

�

�

�

þ

g
W
^

Ls

u � g
W
^

Lk

u

�

�

�

�

�

�

�

�

�

�

Þ; stated the value of distance information.

Theorem 4 For a group of IVA-IFNs W
^

Ls ¼

f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z; the

aggregation result from Eq. (21) is still an IVA-IFN, such

as

Property 8 (Idempotency) For a group of IVA-IFNs

W
^

Ls ¼ f
W
^

Ls

l
; f

W
^

Ls

u

" #

; g
W
^

Ls

l
; g

W
^

Ls

u

" # !

; s ¼ 1; 2; . . .;Z;

IVA � IFAAPOG W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼

e

�
PZ

s¼1
Ns �log f

W
^

L0 sð Þ

l

0

@

1

A

0

@

1

A

K0

@

1

A

1
K

; e

�
PZ

s¼1
Ns �log f

W
^

L0 sð Þ

u

0

@

1

A

0

@

1

A

K0

@

1

A

1
K

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

;

1 � e

�
PZ

s¼1
Ns �log 1�g

W
^

L0 sð Þ

l

0

@

1

A

0

@

1

A

K0

@

1

A

1
K

; 1 � e

�
PZ

s¼1
Ns �log 1�g

W
^

L0 sð Þ

u

0

@

1

A

0

@

1

A

K0

@

1

A

1
K

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

ð22Þ
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If W
^

Ls ¼ W
^

L ¼ f
W
^

L

l
; f

W
^

L

u

" #

; g
W
^

L

l
; g

W
^

L

u

" # !

; then

IVA� IFAAPOG W
^

L1
;W

^

L2
; . . .;W

^

LZ

� �

¼ W
^

L ð23Þ

Further, the monotonicity is not kept. Further, we give

the boundedness.

Property 9 (Boundedness) For a group of IVA-IFNs

W
^

Ls ¼ f
W
^

Ls

; g
W
^

Ls

 !

; s ¼ 1; 2; . . .;Z. If W
^

Ls

�
¼

min
s
f
W
^

Ls

l
;min

s
f
W
^

Ls

u

" #

; max
s

g
W
^

Ls

l
;max

s
g
W
^

Ls

u

" # !

and

W
^

Ls

þ
¼ max

s
f
W
^

Ls

l
;max

s
f
W
^

Ls

u

" #

;

 

min
s
g
W
^

Ls

l
;min

s
g
W
^

Ls

u

" #

Þ; then

W
^

Ls

�
� IVA � IFAAPOG W

^

L1
;W

^

L2
; . . .;W

^

LZ

� �

�W
^

Ls

þ

4 A Decision-Making Procedure Based
on the Proposed Operators

The MADM is the subpart of the decision-making process,

which is used to determine the best optimal form of the

collection of preferences. Based on the derived operators,

we develop the MADM technique with the IVA-IF

information.

For a MADM problem, there are a finite number of

alternatives W
^

L1
;W

^

L2
; . . .;W

^

LZ
and every alternative is

evaluated by a collection of a finite number of attributes

W
^

L1

=

;W
^

L2

=

; . . .;W
^

Lm

=

. To proceed with the above prob-

lem, we need to construct a decision matrix N ¼ ½W
^

Lsj �Z
m

where W
^

Lsj is an evaluation value for the alternative W
^

Ls

under the attributeW
^

Lj

=

, which is expressed by an IVA-IF

number such

asW
^

Lsj ¼ f
W
^

Lsj

l
; f

W
^

Lsj

u

" #

; g
W
^

Lsj

l
; g

W
^

Lsj

u

" # !

;

s ¼ 1; 2; . . .;Z; j ¼ 1; 2; . . .;m, where f
W
^

Lsj

andg
W
^

Lsj

repre-

sent the true value and falsity value, and meet

0� f
W
^

Lsj

u
þ g

W
^

Lsj

u � 1. Furthermore, to solve the above

problem, we develop the procedure of decision-making

based on the proposed operators.

Step 1: Normalize the decision matrix.

Since the evaluation value W
^

Lsj for the alternative W
^

Ls

under the attribute W
^

Lj

=

maybe the cost or benefit type

should be converted to the same type. If it is cost-type

information, then we need to normalize it by

N ¼
f
W
^

Lsj

l
; f

W
^

Lsj

u

" #

; g
W
^

Lsj

l
; g

W
^

Lsj

u

" # !

for benefit types

g
W
^

Lsj

l
; g

W
^

Lsj

u

" #

; f
W
^

Lsj

l
; f

W
^

Lsj

u

" # !

for cost types

8

>

>

>

>

<

>

>

>

>

:

Step 2: Aggregate all attribute values of each alternative

by the IVA-IFAAPA operator and IVA-IFAAPG operator:

W
^

Ls¼IVA�IFAAPA W
^

Ls1
;W

^

Ls2
;...;W

^

Lsm

� �

¼

1�e

�
Pm

j¼1
Nj �log 1�f

W
^

Lsj

l

 ! !K !

1
K

;1�e

�
Pm

j¼1
Nj �log 1�f

W
^

Lsj

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

e

�
Pm

j¼1
Nj �log g

W
^

Lsj

l

 ! !K !

1
K

;e

�
Pm

j¼1
Nj �log g

W
^

Lsj

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

W
^

Ls¼IVA�IFAAPG W
^

Ls1
;W

^

Ls2
;...;W

^

Lsm

� �

¼

e

�
PZ

j¼1
Nj �log f

W
^

Lsj

l

 ! !K !

1
K

;e

�
PZ

j¼1
Nj �log f

W
^

Lsj

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

;

1�e

�
PZ

j¼1
Nj �log 1�g

W
^

Lsj

l

 ! !K !

1
K

;1�e

�
PZ

j¼1
Nj �log 1�g

W
^

Lsj

u

 ! !K !

1
K

2

6

6

6

6

6

4

3

7

7

7

7

7

5

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

Step 3: Calculate the score and accuracy functions based

on Eqs. (7) and (8).

Step 4: Obtain the ranking results based on the Score

value information and also get the best preference from the

collection of alternatives.

In addition, we give a counterexample and try to verify

the stability and effectiveness of the proposed approaches

under the IVA-IF information.

4.1 Illustrative Example

An enterprise wants to invest its money in some valuable

business. For this, five different businesses for investment

in 2022 to 2030 are explained asW
^

L1
: Computer business,
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W
^

L2
: Laptop business, W

^

L3
: Mobile business, W

^

L4
: Soft-

ware business, andW
^

L5
: Hardware business. To select the

best one from the above five businesses, four different

features are used to evaluate these alternatives, which are

explained as W
^

L1

=

: the price, W
^

L2

=

: warranty, W
^

L3

=

:

quality, and W
^

L4

=

: social and political impact. To solve this

problem, we construct a decision matrix N ¼

½W
^

Lsj �Z
m
shownintable1ð Þ where W

^

Lsj is an evaluation

value for the business W
^

Ls under the attribute W
^

Lj

=

, which

is expressed by an IVA-IF number such as W
^

Lsj ¼

f
W
^

Lsj

l
; f

W
^

Lsj

u

" #

; g
W
^

Lsj

l
; g

W
^

Lsj

u

" # !

; s ¼

1; 2; . . .;Z; j ¼ 1; 2; . . .;m, based on the proposed method,

we can solve this problem by the following steps.

Step 1: Normalize the decision matrix.

Since all evaluation values are benefit types of infor-

mation, it is not needed to normalize them.

Further, based on the data in Table 1, we get their dis-

tance measures by Dis W
^

Lsj ;W
^

Lsk

� �

¼ 1
4

f
W
^

Lsj

l
�

�

�

�

�

�

 

f
W
^

Lsk

l
j þ g

W
^

Lsj

l � g
W
^

Lsk

l

�

�

�

�

�

�

�

�

�

�

þ f
W
^

Lsj

u
� f

W
^

Lsk

u

�

�

�

�

�

�

�

�

�

�

þ g
W
^

Lsj

u�
�

�

�

�

�

g
W
^

Lsk

u

�

�

�

�

�

!

, and shown in Table 2.

Further, we calculate their support degrees using the

data in Table 2 based on Sup W
^

Lsj ;W
^

Lsk

� �

¼ 1 �

Dis W
^

Lsj ;W
^

Lsk

� �

¼ 1 � 1
4

f
W
^

Lsj

l
� f

W
^

Lsk

l

�

�

�

�

�

�

�

�

�

�

þ g
W
^

Lsj

l

�

�

�

�

�

 

�g
W
^

Lsk

lj þ f
W
^

Lsj

u
� f

W
^

Lsk

u

�

�

�

�

�

�

�

�

�

�

þ g
W
^

Lsj

u � g
W
^

Lsk

u

�

�

�

�

�

�

�

�

�

�

!

, and the

results are shown in Table 3.

Table 2 The distance measures

Dis W
^

L11
;W

^

L12

� �

¼ 0:01 Dis W
^

L11
;W

^

L12

� �

¼ 0:01 Dis W
^

L11
;W

^

L12

� �

¼ 0:01 Dis W
^

L11
;W

^

L12

� �

¼ 0:01 Dis W
^

L11
;W

^

L12

� �

¼ 0:01

Dis W
^

L11
;W

^

L13

� �

¼ 0:04 Dis W
^

L11
;W

^

L13

� �

¼ 0:04 Dis W
^

L11
;W

^

L13

� �

¼ 0:04 Dis W
^

L11
;W

^

L13

� �

¼ 0:04 Dis W
^

L11
;W

^

L13

� �

¼ 0:04

Dis W
^

L11
;W

^

L14

� �

¼ 0:06 Dis W
^

L11
;W

^

L14

� �

¼ 0:06 Dis W
^

L11
;W

^

L14

� �

¼ 0:06 Dis W
^

L11
;W

^

L14

� �

¼ 0:06 Dis W
^

L11
;W

^

L14

� �

¼ 0:06

Dis W
^

L12
;W

^

L13

� �

¼ 0:02 Dis W
^

L12
;W

^

L13

� �

¼ 0:02 Dis W
^

L12
;W

^

L13

� �

¼ 0:02 Dis W
^

L12
;W

^

L13

� �

¼ 0:02 Dis W
^

L12
;W

^

L13

� �

¼ 0:02

Dis W
^

L12
;W

^

L14

� �

¼ 0:04 Dis W
^

L12
;W

^

L14

� �

¼ 0:04 Dis W
^

L12
;W

^

L14

� �

¼ 0:04 Dis W
^

L12
;W

^

L14

� �

¼ 0:04 Dis W
^

L12
;W

^

L14

� �

¼ 0:04

Dis W
^

L13
;W

^

L14

� �

¼ 0:02 Dis W
^

L13
;W

^

L14

� �

¼ 0:02 Dis W
^

L13
;W

^

L14

� �

¼ 0:02 Dis W
^

L13
;W

^

L14

� �

¼ 0:02 Dis W
^

L13
;W

^

L14

� �

¼ 0:02

Table 1 Initial IVA-IF decision matrix

W
^

L1

=

W
^

L2

=

W
^

L3

=

W
^

L4

=

W
^

L1

0:3; 0:4½ �; 0:1; 0:2½ �ð Þ 0:31; 0:41½ �; 0:11; 0:21½ �ð Þ 0:32; 0:42½ �; 0:12; 0:22½ �ð Þ 0:33; 0:43½ �; 0:13; 0:23½ �ð Þ

W
^

L2

0:6; 0:7½ �; 0:1; 0:2½ �ð Þ 0:61; 0:71½ �; 0:11; 0:21½ �ð Þ 0:62; 0:72½ �; 0:12; 0:22½ �ð Þ 0:63; 0:73½ �; 0:13; 0:23½ �ð Þ

W
^

L3

0:4; 0:5½ �; 0:3; 0:4½ �ð Þ 0:41; 0:51½ �; 0:31; 0:41½ �ð Þ 0:42; 0:52½ �; 0:32; 0:42½ �ð Þ 0:43; 0:53½ �; 0:33; 0:43½ �ð Þ

W
^

L4

0:5; 0:6½ �; 0:2; 0:3½ �ð Þ 0:51; 0:61½ �; 0:21; 0:31½ �ð Þ 0:52; 0:62½ �; 0:22; 0:32½ �ð Þ 0:53; 0:63½ �; 0:23; 0:33½ �ð Þ

W
^

L5

0:2; 0:4½ �; 0:3; 0:4½ �ð Þ 0:21; 0:41½ �; 0:31; 0:41½ �ð Þ 0:22; 0:42½ �; 0:32; 0:42½ �ð Þ 0:23; 0:43½ �; 0:33; 0:43½ �ð Þ
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To evaluate the values of Nsj, we need to compute the

values of I W
^

Lsj

� �

by

I W
^

Lsj

� �

¼
Pm

k ¼ 1;
k 6¼ j

Sup W
^

Lsj ;W
^

Lsk

� �

, and the results

as shown in Table 4.

Then, we can calculate the values of Nsj by Nsj ¼

1þI W
^

Lsj

� �� �

Pm

j¼1
1þI W

^

Lsj

� �� � (from Eq. (10), and the results are shown

in Table 5.

Step 2: Aggregate all attribute values for each alterna-

tive based on the IVA-IFAAPA operator and IVA-IFAAPG

operator, and the results are shown in Table 6.

Step 3: Calculate the Score values based on Eq. (7), and

the results are shown in Table 7.

Step 4: Obtain the ranking results based on the Score

values and the results are shown in Table 8.

From Table 8, we can get that the best choice is W
^

L2

based on the IVA-IFAAPA operator and IVA-IFAAPG

operator, i.e., there are the same best choice from the two

methods. However, there are the different ranking results

because of some variations of parameters involved in the

proposed operators. Furthermore, we check the supremacy

and worth of the proposed methods by comparative

analysis.

5 Comparative Analysis

In Sect. 4, we have given the decision-making results, to

show the effectiveness and superiority of the derived

method, we compare the proposed operators with various

prevailing operators, such as averaging AOs for IFS by Xu

[23], geometric AOs for IFS by Xu and Yager [24], PA

operators for IFS by Jiang et al. [25], PA operators for IFS

by Xu [26], Aczel–Alsina averaging AOs for IFS by

Senapati et al. [27], the geometric Aczel–Alsina AOs for

IFS by Senapati et al. [28], geometric AOs for IVIFS by

Wei and Wang [30], the averaging AOs for IVIFSs by

Wang et al. [31], Aczel–Alsina AOs for IVIFS by Senapati

et al. [32], the power AOs for IVIFS by He et al. [33].

Then, the comparison results are shown in Table 9.

From Table 9, we can obtain that the finest optimal is

W
^

L2
for all methods.

1. Wang et al. [31] proposed the averaging AOs for IVA-

IFS, then we can get the ranking resultTa
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e
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Table 4 The values of I W
^

Lsj

� �

W
^

L1
W
^

L2
W
^

L3
W
^

L4
W
^

L5

I W
^

L11

� �

¼ 2:89 I W
^

L11

� �

¼ 2:89 I W
^

L11

� �

¼ 2:89 I W
^

L11

� �

¼ 2:89 I W
^

L11

� �

¼ 2:89

I W
^

L12

� �

¼ 2:93 I W
^

L12

� �

¼ 2:93 I W
^

L12

� �

¼ 2:93 I W
^

L12

� �

¼ 2:93 I W
^

L12

� �

¼ 2:93

I W
^

L13

� �

¼ 2:92 I W
^

L13

� �

¼ 2:92 I W
^

L13

� �

¼ 2:92 I W
^

L13

� �

¼ 2:92 I W
^

L13

� �

¼ 2:92

I W
^

L14

� �

¼ 2:88 I W
^

L14

� �

¼ 2:88 I W
^

L14

� �

¼ 2:88 I W
^

L14

� �

¼ 2:88 I W
^

L14

� �

¼ 2:88

Table 5 The values of Nsj

W
^

L1
W
^

L2
W
^

L3
W
^

L4
W
^

L5

N11 ¼ 0:249 N11 ¼ 0:249 N11 ¼ 0:249 N11 ¼ 0:249 N11 ¼ 0:249

N12 ¼ 0:2516 N12 ¼ 0:2516 N12 ¼ 0:2516 N12 ¼ 0:2516 N12 ¼ 0:2516

N13 ¼ 0:251 N13 ¼ 0:251 N13 ¼ 0:251 N13 ¼ 0:251 N13 ¼ 0:251

N14 ¼ 0:2484 N14 ¼ 0:2484 N14 ¼ 0:2484 N14 ¼ 0:2484 N14 ¼ 0:2484

Table 6 The aggregated results for each alternative

Alternatives IVA-IFAAPA Operator IVA-IFAAPG Operator

W
^

L1

([0.1517,0.2079],[0.3897,0.4635]) ([0.6052,0.6823],[0.052,0.1])

W
^

L2

([0.3396,0.4206],[0.3897,0.4635]) ([0.8095,0.8642],[0.052,0.1])

W
^

L3

([0.2079,0.2699],[0.6052,0.5564]) ([0.6823,0.7494],[0.1517,0.2079])

W
^

L4

([0.2699,0.3396],[0.5124,0.5182]) ([0.7494,0.8095],[0.1,0.1517])

W
^

L5

([0.1,0.2079],[0.6052,0.5564]) ([0.5124,0.6823],[0.1517,0.2079])

Table 7 The score values

Alternatives IVA-IFAAPA Operator IVA-IFAAPG Operator

W
^

L1

�0:2468 0:5678

W
^

L2

�0:0465 0:7609

W
^

L3

�0:3419 0:5361

W
^

L4

�0:2106 0:6536

W
^

L5

�0:4269 0:4176

Table 8 The ranking results

Methods RankingValues

IVA-IFAAPA Operator
W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5

IVA-IFAAPG Operator
W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5

Page 17 of 20    43 

123



W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5
. Although the best

choice is the same as our method, the ranking result is

slightly different. The reason is that our method

considers the power relation between two attributes.

Wang et al. method [31] used only the Arithmetic

averaging operator and the operational laws based on

the algebraic t-norm and t-conorm, our method is more

generalized than it.

2. Wei and Wang [30] proposed the geometric AOs for

IVA-IFS, then we can get the ranking result

W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5
. Similarly, the best

choice is the same as our method, the ranking result is

slightly different. The reason is that our method

considers the power relation between two attributes.

Wei and Wang method [30] used only the geometric

operator and the operational laws based on the

algebraic t-norm and t-conorm, our method is more

generalized than it.

3. He et al. [33] proposed the PA operators for IVA-IFS,

then we can get the ranking result

W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5
: This ranking

result is the same as our method based on IVA-

IFAAPA Operator. He et al.’ method [33] used only

the operational laws based on the algebraic t-norm and

t-conorm, our method is more generalized than it.

4. Senapati et al. [32] proposed the Aczel–Alsina aver-

aging AOs for IVA-IFS, then we can get the ranking

result W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5
: Although

the best choice is the same as our method, the ranking

result is different from the other methods. The reason is

that our method considers the power relation between

any two attributes. Since the ranking result is different

from the other methods, its effectiveness is

Table 9 Comparative results for the different operators

Methods Score values Ranking values

Xu [23] Cannot process this problem Cannot process this problem

Xu and Yager [24] Cannot process this problem Cannot process this problem

Jiang et al. [25] Cannot process this problem Cannot process this problem

Xu [26] Cannot process this problem Cannot process this problem

Senapati et al. [27] Cannot process this problem Cannot process this problem

Senapati et al. [28] Cannot process this problem Cannot process this problem

Wei and Wang [30] 0:1998; 0:4999; 0:09998; 0:2998;�0:0503
W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5

Wang et al. [31] 0:2004; 0:5005; 0:1002; 0:3003;�0:0498
W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5

Senapati et al. [32] �0:2749;�0:0734;�0:4057;�0:2554;�0:491
W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5

He et al. [33] 0:2005; 0:5006; 0:1003; 0:3004;�0:0497
W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5

IVA-IFAAPA

Operator

�0:2468;�0:0465;�0:3419;�0:2106;�0:4269
W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5

IVA-IFAAPG

Operator

0:5678; 0:7609; 0:5361; 0:6536; 0:4176
W
^

L2
[W

^

L4
[W

^

L1
[W

^

L3
[W

^

L5

Table 10 Theoretical analysis of the proposed work

Methods Truth grade Falsity grade Condition Interval-valued

information

Fuzzy sets
p 
 0� f

W
^

L

fl.
� �

� 1 


Intuitionistic fuzzy sets
p p

0� f
W
^

L

fl.
� �

þ g
W
^

L

fl.
� �

� 1 


Interval-valued intuitionistic fuzzy set
p p

0� f
W
^

L

u
fl.
� �

þ g
W
^

L

u
fl.
� �

� 1
p
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questionable. Senapati et al.’ method [32] used only the

operational laws based on the Aczel–Alsina t-norm and

t-conorm, our method is more generalized than it.

From the above analysis, we can see that all methods

produced the same best choice for this example, however,

the ranking results are different, because our method

adopted the PA operators and the operational laws based on

the Aczel–Alsina t-norm and t-conorm, it is more general

than the others. In addition, we explained the novelty and

supremacy of the proposed methods by comparative anal-

ysis with some existing methods shown in Table 10.

In a word, because the proposed methods are developed

based on Aczel–Alsina operators with power aggregation

operators for IVA-IFSs, they are the generalized form of

some existing works such as the averaging AOs for IFS

from Xu [23], the geometric AOs for IFS from Xu and

Yager [24], the PA operators for IFS from Jiang et al. [25]

and Xu [26], the Aczel–Alsina averaging AOs for IFS and

the geometric Aczel–Alsina AOs for IFS from Senapati

et al. [27] and Senapati et al. [28], Geometric AOs for

IVIFS by Wei and Wang [30], the averaging AOs for

IVIFSs by Wang et al. [31], Aczel–Alsina AOs for IVIFS

by Senapati et al. [32], and the power AOs for IVIFS by He

et al. [33]. We can explain them as follows:

1. If we only used the PA operators based on algebraic

laws, then our proposed operators are reduced to ones

by He et al. [33].

2. If we only used the simple averaging and geometric

aggregation operators based on Aczel–Alsina opera-

tional laws, then our proposed operators are reduced to

ones by Senapati et al. [32].

3. If we only used the simple averaging and geometric

aggregation operators based on algebraic operational

laws, then our proposed operators are reduced to ones

by Wei and Wang [30] and Wang et al. [31].

Of course, because the proposed methods can only deal

only with one-dimension information, they cannot process

the phase term, obviously, there is shortcoming in this

study, and it is further study on the Aczel–Alsina power

aggregation operators based on complex IVA-IFSs.

6 Conclusion

The operational laws based on the Aczel–Alsina t-norm

and t-conorm are more general than some existing opera-

tions, the PA operators can consider the power relation

between any two attributes, and IVA-IFS can better express

the uncertain information, in this paper, we fully consider

their advantages, and proposed some PA operators based

on the operational laws from the Aczel–Alsina t-norm and

t-conorm. The main contributions are shown as follows.

1. Proposed the IVA-IFAAPA, IVA-IFAAPOA, IVA-

IFAAPG, and IVA-IFAAPOG operators.

2. Discussed the properties of the presented operators

such as idempotency, monotonicity, and boundedness.

3. Developed a MADM method with IVA-IF information.

4. Demonstrated the effectiveness and superiority of the

derived method by comparing it with some existing

operators.

In the future, we will modify the Aczel–Alsina PA

operators based on the IVA-IF set. Furthermore, we also

utilize the proposed operators and method in the fields of

decision-making analysis [34], artificial intelligence, neural

networks, pattern recognition, clustering analysis, and

medical diagnosis.

Author Contributions XS: conceptualization, model construction,

validation. ZA: conceptualization, model construction, methodology,

writing—original draft. TM: conceptualization, methodology, and

data curation. PL: methodology, investigated the data, compared the

proposed method with some existing methods, funding acquisition,

writing—review and editing.

Funding No.

Availability of Data and Materials Not applicable.

Declarations

Conflict of Interest The authors declare they have no conflicts of

interest.

Ethics Approval and Consent to Participate We declare that we do

have no commercial or associative interests that represent a conflict of

interests in connection with this manuscript. There are no professional

or other personal interests that can inappropriately influence our

submitted work.

Consent for Publication All the authors agree to publish this paper.

Open Access This article is licensed under a Creative Commons

Attribution 4.0 International License, which permits use, sharing,

adaptation, distribution and reproduction in any medium or format, as

long as you give appropriate credit to the original author(s) and the

source, provide a link to the Creative Commons licence, and indicate

if changes were made. The images or other third party material in this

article are included in the article’s Creative Commons licence, unless

indicated otherwise in a credit line to the material. If material is not

included in the article’s Creative Commons licence and your intended

use is not permitted by statutory regulation or exceeds the permitted

use, you will need to obtain permission directly from the copyright

holder. To view a copy of this licence, visit http://creativecommons.

org/licenses/by/4.0/.

Page 19 of 20    43 

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


References

1. Zadeh, L.A.: Fuzzy sets. Inf. Control 8(3), 338–353 (1965)

2. Liang, L., Yuan, T., Guo, X., Meng, C., Lv, J., Fei, J., Mei, S.:

The path of depression among frontline nurses during COVID-19

pandemic: A fuzzy-set qualitative comparative analysis. Int. J.

Ment. Health Nurs. 31(5), 1239–1248 (2022)

3. Mahmood, T., Ali, Z.: Fuzzy superior mandelbrot sets. Soft.

Comput. 26(18), 9011–9020 (2022)

4. Kumar, S., Sahoo, S., Lim, W.M., Kraus, S., Bamel, U.: Fuzzy-

set qualitative comparative analysis (fsQCA) in business and

management research: A contemporary overview. Technol.

Forecast. Soc. Chang. 178, 121599 (2022)

5. Perfilieva, I.: Data-driven modeling with fuzzy sets and mani-

folds. Int. J. Approx. Reason. 149, 178–191 (2022)

6. Chen, H., Tian, Z.: Environmental uncertainty, resource orches-

tration and digital transformation: A fuzzy-set QCA approach. J.

Bus. Res. 139, 184–193 (2022)

7. Alcantud, J.C.R., Santos-Garcı́a, G., Akram, M.: OWA aggre-

gation operators and multi-agent decisions with N-soft sets.

Expert Syst. Appl. 203, 117430 (2022)

8. Kazancı, O., Hoskova-Mayerova, S., Davvaz, B.: Algebraic

hyperstructure of multi-fuzzy soft sets related to polygroups.

Mathematics 10(13), 2178 (2022)

9. Adam, F., Hassan, N.: Multi Q-fuzzy soft expert set and its

application. J. Intell. Fuzzy Syst. 30(2), 943–950 (2016)

10. Ali, G., Akram, M.: Decision-making method based on fuzzy N-

soft expert sets. Arab. J. Sci. Eng. 45(12), 10381–10400 (2020)

11. Khalil, A.M., Li, S.G., Lin, Y., Li, H.X., Ma, S.G.: A new expert

system in prediction of lung cancer disease based on fuzzy soft

sets. Soft. Comput. 24(18), 14179–14207 (2020)

12. Atanassov, K.: Intuitionistic fuzzy sets. Fuzzy Sets Syst. 20(1),

87–96 (1986)

13. Atanassov, K.T.: Interval valued intuitionistic fuzzy sets. Intuit

Fuzzy Sets Theory Appl. 139–177 (1999)

14. Wang, W., Lin, W., Wen, Y., Lai, X., Peng, P., Zhang, Y., Li, K.:

An interpretable intuitionistic fuzzy inference model for stock

prediction. Expert Syst. Appl. 213, 118908 (2023)

15. Chen, T.Y.: A circular intuitionistic fuzzy evaluation method

based on distances from the average solution to support multiple

criteria intelligent decisions involving uncertainty. Eng. Appl.

Artif. Intell. 117, 105499 (2023)

16. Garg, H., Rani, D.: Novel distance measures for intuitionistic

fuzzy sets based on various triangle centers of isosceles triangular

fuzzy numbers and their applications. Expert Syst. Appl. 191,

116228 (2022)

17. Gohain, B., Chutia, R., Dutta, P., Gogoi, S.: Two new similarity

measures for intuitionistic fuzzy sets and its various applications.

Int. J. Intell. Syst. 37(9), 5557–5596 (2022)

18. Panda, R.R., Nagwani, N.K.: Topic modeling and intuitionistic

fuzzy set-based approach for efficient software bug triaging.

Knowl. Inf. Syst. 64(11), 3081–3111 (2022)

19. Jebadass, J.R., Balasubramaniam, P.: Low light enhancement

algorithm for color images using intuitionistic fuzzy sets with

histogram equalization. Multimed. Tools Appl. 81(6), 8093–8106

(2022)

20. Couto, P., Bento, T., Bustince, H., Melo-Pinto, P.: Positron

emission tomography image segmentation based on Atanassov’s

intuitionistic fuzzy sets. Appl. Sci. 12(10), 4865 (2022)

21. Yager, R.R.: The power average operator. IEEE Trans. Syst. Man

Cybern.-Part A: Syst. Hum. 31(6), 724–731 (2001)

22. Aczél, J., Alsina, C.: Characterizations of some classes of

quasilinear functions with applications to triangular norms and to

synthesizing judgements. Aequationes Math. 25(1), 313–315
(1982)

23. Xu, Z.: Intuitionistic fuzzy aggregation operators. IEEE Trans.

Fuzzy Syst. 15(6), 1179–1187 (2007)

24. Xu, Z., Yager, R.R.: Some geometric aggregation operators based

on intuitionistic fuzzy sets. Int. J. Gen Syst 35(4), 417–433 (2006)

25. Jiang, W., Wei, B., Liu, X., Li, X., Zheng, H.: Intuitionistic fuzzy

power aggregation operator based on entropy and its application

in decision making. Int. J. Intell. Syst. 33(1), 49–67 (2018)

26. Xu, Z.: Approaches to multiple attribute group decision making

based on intuitionistic fuzzy power aggregation operators.

Knowl.-Based Syst. 24(6), 749–760 (2011)

27. Senapati, T., Chen, G., Yager, R.R.: Aczel-Alsina aggregation

operators and their application to intuitionistic fuzzy multiple

attribute decision making. Int. J. Intell. Syst. 37(2), 1529–1551

(2022)

28. Senapati, T., Chen, G., Mesiar, R., Yager, R.R.: Intuitionistic

fuzzy geometric aggregation operators in the framework of

Aczel-Alsina triangular norms and their application to multiple

attribute decision making. Expert Syst. Appl. 212, 118832 (2023)

29. Senapati, T., Simic, V., Saha, A., Dobrodolac, M., Rong, Y.,

Tirkolaee, E.B.: Intuitionistic fuzzy power Aczel-Alsina model

for prioritization of sustainable transportation sharing practices.

Eng. Appl. Artif. Intell. 119, 105716 (2023)

30. Wei, G., Wang, X.: Some geometric aggregation operators based

on interval-valued intuitionistic fuzzy sets and their application to

group decision making. In: 2007 international conference on

computational intelligence and security (CIS 2007), pp. 495–499.

IEEE (2007)

31. Wang, W., Liu, X., Qin, Y.: Interval-valued intuitionistic fuzzy

aggregation operators. J. Syst. Eng. Electron. 23(4), 574–580

(2012)

32. Senapati, T., Chen, G., Mesiar, R., Yager, R.R.: Novel Aczel-

Alsina operations-based interval-valued intuitionistic fuzzy

aggregation operators and their applications in multiple attribute

decision-making process. Int. J. Intell. Syst. 37(8), 5059–5081

(2022)

33. He, Y., Chen, H., Zhou, L., Liu, J., Tao, Z.: Generalized interval-

valued Atanassov’s intuitionistic fuzzy power operators and their

application to group decision making. Int. J. Fuzzy Syst. 15(4)

(2013)

34. Senapati, T., Martı́nez, L., Chen, G.: Selection of appropriate

global partner for companies using q-Rung Orthopair Fuzzy

Aczel-Alsina average aggregation operators. Int. J. Fuzzy Syst.

(2022). https://doi.org/10.1007/s40815-022-01417-6

Publisher’s Note Springer Nature remains neutral with regard to

jurisdictional claims in published maps and institutional affiliations.

   43 Page 20 of 20

123

https://doi.org/10.1007/s40815-022-01417-6

	Power Aggregation Operators of Interval-Valued Atanassov-Intuitionistic Fuzzy Sets Based on Aczel--Alsina t-Norm and t-Conorm and Their Applications in Decision Making
	Abstract
	Introduction
	Preliminaries
	Aczel--Alsina PA Operators for IVA-IFSs
	A Decision-Making Procedure Based on the Proposed Operators
	Illustrative Example

	Comparative Analysis
	Conclusion
	Author Contributions
	Open Access
	References


