
Vol.:(0123456789)1 3

International Journal of Computational Intelligence Systems           (2023) 16:26  
https://doi.org/10.1007/s44196-023-00200-1

RESEARCH ARTICLE

Non‑parametric Nearest Neighbor Classification Based on Global 
Variance Difference

Shaobo Deng1 · Lei Wang1 · Sujie Guan1 · Min Li1 · Lei Wang1

Received: 10 March 2022 / Accepted: 7 February 2023 
© The Author(s) 2023

Abstract
As technology improves, how to extract information from vast datasets is becoming more urgent. As is well known, k-nearest 
neighbor classifiers are simple to implement and conceptually simple to implement. It is not without its shortcomings, how-
ever, as follows: (1) there is still a sensitivity to the choice of k-values even when representative attributes are not consid-
ered in each class; (2) in some cases, the proximity between test samples and nearest neighbor samples cannot be reflected 
accurately due to proximity measurements, etc. Here, we propose a non-parametric nearest neighbor classification method 
based on global variance differences. First, the difference in variance is calculated before and after adding the sample to be 
the subject, then the difference is divided by the variance before adding the sample to be tested, and the resulting quotient 
serves as the objective function. In the final step, the samples to be tested are classified into the class with the smallest 
objective function. Here, we discuss the theoretical aspects of this function. Using the Lagrange method, it can be shown 
that the objective function can be optimal when the sample centers of each class are averaged. Twelve real datasets from 
the University of California, Irvine are used to compare the proposed algorithm with competitors such as the Local mean 
k-nearest neighbor algorithm and the pseudo-nearest neighbor algorithm. According to a comprehensive experimental study, 
the average accuracy on 12 datasets is as high as 86.27% , which is far higher than other algorithms. The experimental findings 
verify that the proposed algorithm produces results that are more dependable than other existing algorithms.

Keywords Global variance difference · Non-parametric · Nearest neighbor · Lagrange method · Mean

1 Introduction

In the field of data mining, classification analysis is an 
essential component. It learns from and trains a training set 
of labeled samples, builds a model for classification, and 
finally uses the constructed model to identify class labels 

of the test set samples. We can use our established model to 
predict future trends and receive more valuable data. There 
have been several popular algorithms for classification in 
the past, such as naive Bayesian algorithms, support vector 
machines, decision trees, etc. There are a number of factors 
contributing to the increase in data, which also increases 
the requirements for classification algorithms. As data pro-
cessing becomes more complex, classical algorithms are 
no longer able to cope. The demand for classifiers with 
improved classification accuracy and lower error rates is 
pressing. It is among the top ten algorithms in data mining 
because of its value in pattern classification, and it can also 
be used in other directions. As an example, in reference [1], 
a new overlapping community detection algorithm (NOCD) 
is proposed based on an improved KNN algorithm aimed 
at detecting overlapping communities in large networks. In 
addition, in reference [2], the improved KNN algorithm is 
also applied to discover the DDoS attack. A recent discus-
sion on how to resolve the issue of KNN algorithms not 
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being accurate and effective due to proximity measurement 
attracted many experts and scholars.

We have developed in [3] an effective method of weight-
ing different nearest neighbor samples, Dudani [3] proposed 
a classical distance weighted k-nearest neighbor (WKNN) 
classification algorithm. As a result of this algorithm, the 
closest neighbor samples are used to weigh the voting pro-
cess of the algorithm, rather than the k value, eliminating the 
influence of the k value on algorithm accuracy; Wangmeng 
Zhou et al. [4] presented a kernel difference weighted k-near-
est neighbor classification algorithm, which defines the 
weighted KNN rule as a constrained optimization problem, 
and a novel approach is proposed for calculating different 
nearest neighbor weights; Jianping Gou et al. [5] proposed 
a KNN classification algorithm based on double-weighted 
voting rules (Dual Weighted voting for k-nearest Neighbor 
rule, DWKNN); the algorithm establishes a double-weighted 
voting function which is used for voting, effectively over-
coming the problem of how to select nearest neighbors based 
on size k, and improves the quality of the classification. 
Local mean k-nearest neighbor algorithm (LMKNN) algo-
rithm is a classifier proposed by Mitani. Y and Hamamoto. 
Y [6]. To accomplish this task, it is necessary to find the 
k-nearest neighbors of the samples to be classified in each 
training set class, obtain local mean points for each class, 
and finally determine the class of test samples based on the 
shortest distance. Three methods of determining k value are 
discussed in literature [7, 8], and [9] respectively, but the 
last one is an adaptive selection method for k value. Yong 
Zeng et al. [10] presented a classification algorithm based on 
the pseudo-nearest neighbor rule and referred to it as PNN. 
It is an extension of the LMKNN algorithm, which uses 
pseudo-nearest neighbor instead of the real nearest neigh-
bor. Althrough the research on a large number of improved 
algorithms based on KNN, we find that the algorithms in the 
above documents have improved the first problem of KNN 
mentioned in this paper, that is, the accuracy and stability of 
KNN algorithm can be easily measured by different k values.

Another problem is that the KNN algorithm selects 
the closest neighbor samples based on Euclidean distance 
measurements, ignores correlations and redundancy, and 
any errors in the similarity distance measurement would 
affect the accuracy of classification. Zhibin pan et al. [11] 
proposed a locally adaptive k-nearest neighbor algorithm 
based on discriminant class. In a study by Weinberger et al. 
[12], similarity was measured using Manhattan distance, 
which makes it so the similarity between classes is large, 
whereas the dissimilarity between classes is small; Xiao 
X et al. [13] developed the k-nearest neighbor algorithm 
using attribute information entropy. It is proposed that the 
similarity measure is calculated as the average information 
entropy of sample values of the same attribute. According 
to average information entropy, a set of k-nearest neighbors 

similar to the sample to be tested is selected, and finally, the 
class label of the sample to be tested is calculated accord-
ing to the reliability. Despite this, when the class reliability 
of the samples to be tested in each category is very close, 
it is not possible to achieve the proper classification effect. 
T. Denoeux [14] proposed a k-nearest neighbor classifica-
tion rule based on Dempster Shafer. The related algorithms 
involved in this paragraph have solved the second problem of 
KNN algorithm proposed in the abstract, which is instructive 
to the algorithm proposed in this paper.

Inspired by the concept of non-parametric [8, 15–19] and 
the way of seeking sample center [20–31], a non-parametric 
nearest neighbor classification algorithm based on global 
variance difference (VKNN) rule is proposed in this paper. 
As an extension of KNN rule, the purpose of our VKNN is 
to use global variance differences, thereby solving the prob-
lem that KNN nearest neighbors contribute equally and the 
effectiveness is affected by proximity measurements with-
out affecting the accuracy. When considering the problem, 
variance has been added in this paper, as opposed to the 
previous methods. In probability theory and statistics, vari-
ance is a measure of the dispersion of random variables. In 
many practical situations, it is of great importance. As a first 
step, we calculate the difference of variance before and after 
adding the sample to be tested in order to obtain an optimal 
distance metric. After that, we divide the difference by the 
variance before adding the sample to be tested, and we take 
the minimum value of the quotient as the objective function, 
so as to analyze the problem more intuitively and effectively. 
In experiments using real data, the proposed algorithm effec-
tively resolves the problem that KNN accuracy and effec-
tiveness are somewhat affected by proximity measurement, 
and improves the accuracy of the classification algorithm 
significantly.

With its advantages such as simplicity, effectivity, and 
competitive performance, KNN classification has become 
the most attractive classification method in countless practi-
cal applications. Nevertheless, as described in Section 2.1, 
it is susceptible to problems such as sensitive selection of 
nearest neighbor parameters and the simple maximum vot-
ing classification decision-making principle, especially in 
the case of a small sampling size. It has been clearly known 
that the selection of neighborhood size plays a very impor-
tant role in KNN algorithm. When k is too small, the near 
neighborhood may include noise points and outliers, caus-
ing overfitting and incorrect classification rules; when k 
is too large, the nearest neighbor may include more noise 
points and outliers, resulting in a reduction in classification 
accuracy.

Furthermore, the proximity measurement method will 
also affect the performance of the KNN algorithm. In many 
improved KNN algorithms, the k-nearest neighbor samples 
of each test sample are usually selected by the dissimilarity 
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measure, and the Euclidean distance measure is commonly 
used to select the nearest neighbor set. The accuracy and 
effectiveness of the KNN algorithm are affected by prox-
imity measurement. Sometimes the similarity between test 
samples and nearest neighbor samples cannot be accurately 
reflected.

A large number of studies have proposed various methods 
to solve various problems in KNN algorithm, such as adap-
tive selection of appropriate k value, changing classifica-
tion decision rules, etc. As far as we know, the difference 
of ergodic global variance has not attracted the attention of 
researchers. Therefore, our proposed algorithm pays atten-
tion to this breakthrough. The main reasons why the experi-
mental results of this paper are significantly better than other 
algorithms are as follows: (1) the parameter k is not used. 
Because according to the previous experimental analysis, the 
value of k is too large or too small will affect the experimen-
tal results. (2) The sample center is selected as the sample 
mean, and the global variance difference is traversed. The 
feasibility of this method has been clearly proved in the pre-
vious theoretical proof, which is also one of the important 
reasons why the experimental results of our algorithm are 
obviously better than other algorithms.

The main contributions of this paper can be summa-
rized as follows: (1) a new scheme of designing classifica-
tion rules do not involve k-value and other parameters, the 
VKNN algorithm avoids the influence of k-value and other 
parameters on the classification effect. (2) A non-parametric 
nearest neighbor classification based on global variance dif-
ference (VKNN) rule is proposed by introducing a global 
variance difference in the dissimilarity, rather than using the 
traditional Euclidean distance formula to select the nearest 
neighbor set. (3) The effectiveness of VKNN is explored by 
extensive experiments in terms of the classification error and 
the good classification of VKNN is credibly demonstrated 
by non-parametric statical tests.

The remainder of this paper is structured as follows. In 
Sect. 2, we briefly summarize KNN and the classification 
algorithms used in the comparative experiment. In Sect. 3, 
we introduce the objective function of the VKNN algorithm 
and the feasibility of the algorithm. At the same time, we 
give the pseudocode of the algorithm. In Sect. 4, we conduct 
experiments for all the competing methods using accuracy 
and recall on the real UCI datasets. Finally, the conclusions 
are mentioned in Sect. 5.

2  Related Algorithm

In machine learning, the k-nearest neighbor (KNN) rule has 
been used extensively in non-parametric classifiers. A vari-
ety of KNN-based approaches has also been developed to 

address the challenges in KNN-based classification, such as 
the pseudo-nearest neighbor classification (LMPNN) [32], a 
globally adaptive k-nearest neighbor classifier based on local 
mean optimization(LMO-GAKNN) [33] and a new locally 
adaptive k-nearest neighbor algorithm based on discrimination 
class (DC-LAKNN) [11]. In this section, we briefly review 
LMPNN, LMO-GAKNN and DC-LAKNN classifiers that 
motivate our work.

2.1  The Classical KNN Algorithm

In the field of data mining, the KNN algorithm is a classical 
classification algorithm. This algorithm is the classification 
algorithm proposed by Cover et al. [34] in 1967. In addition, it 
has several advantages: (1) its concept is very simple and easy 
to implement, (2) there is no need to generate additional data 
to describe the rules, and there will be noise in the data, (3) 
in category decision-making, it is only related to a very small 
number of adjacent samples, which allows for better avoiding 
the imbalance of sample numbers. Its performance, however, is 
easily affected by the sensitivity of nearest neighbor parameter 
selection and the maximization of voting in the classification 
decision, so its performance needs to be further improved.

In the general classification problem, suppose a training 
set T = {yi = Rd}N

i=1
 with M classes consists of N training 

samples in a d-dimensional feature space and the class label 
of one sample yi is cn , where cn = {�1,�2,… ,�M} . Let 
T(�1) = {y

j

i
= Rd}N

i=1
 denote a class subset of T from the class 

yi , with the number of the training samples Ni . Given a query 
point x, the KNN rule is carried out as follows:

Step 1: Calculate the Euclidean distance from the sample 
x to T = {yi = Rd}N

i=1
:

Step 2: Sort all distances in ascending order: 
d(x − y1) < d(x − y2) < ⋯ < d(x − yN)

Step 3: Take the first k neighbors: y1, y2,… , yk
Step 4: Predict the class label of the sample x that needs 

to be tested:

Among them, the class label is expressed as v, and the indi-
cator function is expressed as I(⋅ ), as shown in the following 
formula:

(1)

d(x, yi) =

√

(x − y1)
2 + (x − y2)

2 +⋯ + (x − yn)
2

=

√

√

√

√

n
∑

k=1

(x − yi)
2

(2)c = argmaxv
∑

yi,�i�T

I(v = �i)

(3)I(a, b) =

{

1, if a = b

0, otherwise
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2.2  Pseudo‑Nearest Neighbor Algorithm was Based 
on Local Mean (LMPNN)

LMPNN is another successful KNN-based classifier. Moti-
vated by the ideas of the LMKNN [6] and PNN [10] rules, 
it is a pseudo-nearest neighbor algorithm based on each test 
sample, which makes extensive use of the local information 
of the sample and minimizes the impact of outliers on the 
classification accuracy. The advantage of this algorithm is 
straightforward, efficient, and easy to execute. It still widely 
uses in the field of classification algorithms.

Given a query point x and a training set T, the class label 
of x in the LMPNN rule is determined through the following 
steps:

Step 1: Calculate the Euclidean distance from the sample x 
to T

�j
(j = 1, 2,… , L):

Step 2: Arrange the Euclidean distances in the category �j 
in ascending order, and take the first k-nearest neighbors: 
y
j

1
, y

j

2
,… , y

j

k

Step 3: Calculate the local mean vector of the first i nearest 
neighbors of the sample x in the category �j:

Use T̄
𝜔j
= {ȳ

j

i
𝜖Rd}k

i=1
 to denote the set of local mean vectors 

in �j . d(x, ȳ
j

i
) represents the Euclidean distance from the 

sample x to the local mean in the category �j.
Step 4: Assign different weights to the local mean vector 

in each category. In the class �j , the weight of the ith local 
mean vector is

Step 5: Calculate the pseudo-nearest neighbors in each cat-
egory �j:

Step 6: Predict the class label c of the sample x that need 
to be tested:

(4)

d(x, yi) =

√

(x − y1)
2 + (x − y2)

2 +⋯ + (x − yn)
2

=

√

√

√

√

n
∑

k=1

(x − yi)
2

(5)ȳ
j

i
=

1

i

i
∑

l=1

y
j

l

(6)Wi =
1

i
(i = 1, 2,… , k)

(7)
d(x, y

j

PNN
) = W1 × d(x, ȳ

j

1
) +W2 × d(x, ȳ

j

2
) +⋯ +Wk × d(x, ȳ

j

k
)

(8)c = argmin
�j
d(x, y

j

PNN
)

2.3  A Globally Adaptive k‑Nearest Neighbor 
Classifier Based on Local Mean Optimization 
(LMO‑GAKNN)

In the LMKNN classifier, the unreliable nearest neighbor 
selection rule and the single local average vector strategy have 
serious defects that have a negative impact on its classification 
performance. Considering these problems in LMKNN, a glob-
ally adaptive k-nearest neighbor classifier based on local mean 
optimization [33], which has been proposed in 2021, utilizes 
the globally adaptive nearest neighbor selection strategy and 
the implementation of local mean optimization to obtain more 
convincing and reliable local mean vectors.

Given a query point x and a training set T, the class label 
of x in the LMO-GAKNN rule is determined through the fol-
lowing steps:

Step 1: Calculate the Euclidean distance from the sample 
x to T = {yi = Rd}N

i=1
:

Step 2: Sort all distances in ascending order: 
d(x − y1) < d(x − y2) < ⋯ < d(x − yN).

Step 3: Select the first r samples as r nearest neighbors for 
class �j based on sorted d(x, yi).

Step 4: Find k-nearest neighbors of x in the ascending order 
of sorted Euclidean distances to x, where k = r ×M.

Step 5: Select rj nearest neighbors for class �j in the initial 
k-nearest neighbors, where 0 ⩽ rj ⩽ k and 

∑M

j=1
rj = k.

Step 6: Compute MLMV
rj

j
 for class �j according to equation 

as follows:

Step 7: Select optimal local mean vector m∗
j
 in MLMV

rj

j
 

according to the equation as follows:

Step 8: Classify x into the class �c based on minimum 
Euclidean distance between x and optimal local mean vec-
tors of all classes according to the equation as follows:

(9)

d(x, yi) =

√

(x − y1)
2 + (x − y2)

2 +⋯ + (x − yn)
2

=

√

√

√

√

n
∑

k=1

(x − yi)
2

(10)ms
j
=

1

s

s
∑

i=1

yi, yi�NN
r
j

(11)m∗
j
= argminsd(x,m

s
j
),ms

j
�MLMV

rj

j

(12)�c = argmin
�j
d(x,m∗

j
)
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2.4  A New Locally Adaptive k‑Nearest Neighbor 
Algorithm Based on Discrimination Class 
(DC‑LAKNN)

A new locally adaptive k-nearest neighbor algorithm 
based on discrimination class(DC-LAKNN) [11] has been 
proposed in 2020. In this method, the role of the second 
majority class in classification is for the first time consid-
ered. Firstly, the discrimination classes at different values 
of k are selected from the majority class and the second 
majority class in the k-neighborhood of the query. Then, 
the adaptive k value and the final classification result are 
obtained according to the quantity and distribution infor-
mation on the neighbors in the discrimination classes at 
each value of k.

Given a query point x and a training set T, the class 
label of x in the DC-LAKNN rule is determined through 
the following steps:

S t e p  1 :  S e l e c t  i t s  k- n e a r e s t  n e i g h b o r s 
NNk(x) = (yNN

i
, cNN

i
)
k

i=1
 in the training set T according to 

the ascending order of Euclidean distances between x and 
all training instances.

Step 2: Find the majority classes (�k
1st,i

)
num1st

k

i=1
 and second 

majority classes (�k
2nd,i

)
num2nd

k

i=1
 in the k-neighborhood of the 

query x consisting of NNk(x) , where numk
1st

 and numk
2nd

 are 
the number of the majority classes and second majority 
classes, respectively. Record the number of the majority 
class neighbors and the second majority class neighbors 
rk
1st

 and numk
2nd

.
Step 3: Compute the centroids of nearest neighbors in 

different majority classes and different second majority 
classes (centk

1st,i
)
num1st

k

i=1
,(centk

2nd,i
)
num2nd

k

i=1
.

Step 4: Select discrimination class �k
disc

 from the major-
ity classes (�k

1st,i
)
num1st

k

i=1
 and second majority classes 

(�k
2nd,i

)
num2nd

k

i=1
 . Specifically, the selection process is divided 

into the following cases:
Case 1: If num1st

k = 1 , then compute � = rk
1st
∕rk

2nd
;

Case 1.1: If 𝛿 = rk
1st
∕rk

2nd
> 𝜃 , then this sole majority 

class is selected as the discrimination class, that is,

Case 1.2: If � = rk
1st
∕rk

2nd
⩽ � , then the class with the closest 

centroid to the query x among the sole majority class and the 
numk

2nd
 second majority classes is selected as the discrimina-

tion class, that is,

Case 2: If num1st
k
> 1 , then the majority class with the clos-

est centroid to the query x is selected as the discrimination 
class, that is,

(13)�
k
disc

= �
k
1st,1

(14)�
k
disc

= argmin(d(x, centk
1st,1

), d(x, centk
2nd,i

))

Step 5: Record the number and centroid of nearest neighbors 
in the discrimination class, rk

disc
 and centk

disc
 , based on the 

above results.
Step 6: Compute the ratio of the number of nearest neigh-

bors in the discrimination class to the number of all near-
est neighbors, ratiok = rk

disc
∕k , and the distance between the 

centroid of nearest neighbors in the discrimination class and 
the query x, dk = d(x, centk

disc
), k = 1, 2,… , kmax.

Step 7: Generate two rankings rankratio = (rankk
ratio

)
kmax

k=1
 

and rankd = (rankk
d
)
kmax

k=1
 of the discrimination classes 

corresponding to different values of k according to the 
descending order of ratiok and the ascending order of 
dk, k = 1, 2,… , kmax.

Step 8: Compute the average ranking of the discrimina-
tion classes for each value of k:

Step 9: Select the discrimination class with the minimum 
average ranking as the classification result of the query x, 
and the corresponding value of k is the adaptive k value for 
x, that is,

3  The VKNN Algorithm

As a further improvement to KNN-based classification, we 
present the non-parametric nearest neighbor classification 
based on global variance difference (VKNN) in this section. 
Using the VKNN approach, we further improve KNN-based 
classification accuracy.

3.1  The VKNN Classification Rule

The VKNN method, as an extension of the KNN rule, is pre-
sented in this subsection. The idea of the VKNN algorithm 
is: first, the training samples are divided into categories, 
and the mean value of each sample is taken as the sample 
center; Then, according to the sample center, the variance 
before and after adding the sample to be tested in each class 
is calculated respectively, and the obtained variance is pro-
cessed as the difference, and then the difference is divided by 

(15)�
k
disc

= argmind(x, centk
1st,i

)

(16)

rankk
ave

=

(

rank
k

ratio

max
k=1,2,…,kmaxrank

k

ratio

+
rank

k

d

maxk=1,2,…,kmaxrank
k

d

)

∕2

(17)k = 1, 2,… , kmax

(18)kadap = argmink=2,…,kmax(rank
k
ave

)

(19)�c = �
kadap

disc
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the variance before adding the sample to be tested, and the 
quotient obtained is used as the objective function; finally, 
the samples are classified into the class with the smallest 
objective function.

Take the mean value of Ni samples in each class as the 
sample center and record it as M. In the proposed VKNN 
rule, the class label of a query point x is yielded by the fol-
lowing steps:

Step 1: Suppose a training dataset T = {yi = Rd}N
i=1

 is 
given;

Step 2: Select samples from the training samples, and 
divide the samples according to classes, and the correspond-
ing classes are marked as set T

�j
= {y

j

i
= Rd}N

j

i=1
;

Step 3: For each class, select the sample center xij of Ni a 
sample and record it as M, then we have

(20)Mi =

Ni
∑

j=1

xij

Ni

Step 4: According to sample center, calculate the global vari-
ance between the sample point to be tested and the sample 
center of each category, then we have the objective function 
Di(x) , that is

Step 5: Finally find the minimum value of the objective func-
tion, and classify the sample to be tested into the class with 
the minimum objective function Di(x):

3.2  The Pseudo Codes of VKNN

As discussed in this section, the proposed VKNN method 
is summarized in Algorithm 1 by means of pseudocodes.

(21)Di(x) =

n+1
∑

i=1

(xi−Mi)
2−

n
∑

i=1

(xi−Mi)
2

n
∑

i=1

(xi−Mi)
2

(22)c = argmin
�i
Di(x)

3.3  Theoretical Proofs

The objective function is mainly composed of the variance 
before and after adding the sample to be tested:

If the two are treated as differences, there are

(23)
var1 =

n
∑

i=1

(x
i
−M

i
)2 =

n
∑

i=1

(x
i
−

x1+x2+⋯+xn

n
)2

var2 =
n+1
∑

i=1

(x
i
−M

i
)2 =

n+1
∑

i=1

(x
i
−

x1+x2+⋯+xn+xn+1

n+1
)2

Then, find the partial derivative of xn+1 for the above 
formula:

(24)

var2 − var1 =
n+1
∑

i=1

(xi −
x1+x2+⋯+xn+xn+1

n+1
)2 −

n
∑

i=1

(xi −
x1+x2+⋯+xn+xn

n
)2

= (xn+1 −
x1+x2+⋯+xn+xn+1

n+1
)

+
n
∑

i=1

(xi −
x1+x2+⋯+xn+xn+1

n+1
)2 −

n
∑

i=1

(xi −
x1+x2+⋯+xn+xn

n
)2

(25)

�D
i
(x)

�x
n+1

=

n
∑

i=1

2(x
i
−

x1 + x2 +⋯ + x
n
+ x

n+1

n + 1
)(−

1

n + 1
)

+ 2(x
n+1 −

x1 + x2 +⋯ + x
n
+ x

n+1

n + 1
)(1 −

1

n + 1
)
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After simplification, the following formula can be obtained:

where

In addition,

Therefore, there are

That is

The final result is

The objective function obtained in this paper is obtained by 
calculating the difference between the variance of the sample 
to be tested and the variance of all sample centers. As shown 
in Formula 14, the difference between the variance of the 
sample to be tested and the variance of the sample center 
as a whole is a variable. This section also analyzes theo-
retically, and gives the variances of the sample to be tested 
and all sample centers respectively, and makes a difference 
between them. The final results show that this method is 
completely feasible in theory. In this way, it is proved theo-
retically that when the sample center of each sample is the 
sample mean, the value of the objective function Di(x) can 
be the minimum, and it is most appropriate to divide the 
samples to be tested into the class with the minimum value 
of the objective function.

4  Experimental

To validate the proposed VKNN on the classification per-
formance, we compare VKNN with competing classifiers: 
KNN, LMKNN, LMPNN, LMO-GAKNN, DC-LAKNN. 
During the experiment, real datasets were used to verify 
the accuracy of this algorithm. Moreover, we use recall to 
further verify superiority of the proposed method on all 

(26)

n+1
∑

i=1

(

xi

n
−

x1 + x2 +⋯ + xn + xn+1

n
+

x1 + x2 +⋯ + xn + xn+1

n + 1

)

= xn+1 −
x1 + x2 +⋯ + xn

n

(27)

n+1
∑

i=1

(
xi

n
−

x1+x2+⋯+xn+xn+1

n
) = −(x1 + x2 +⋯ + xn + xn+1)

(28)

n+1
∑

i=1

x1+x2+⋯+xn+1

n+1
= (n + 1)

x1+x2+⋯+xn+1

n
= x1 + x2 +⋯ + xn+1

(29)
n+1
∑

i=1

(
xi

n
−

x1+x2+⋯+xn+xn+1

n
+

x1+x2+⋯+xn+xn+1

n+1
) = 0

(30)xn+1 −
x1+x2+⋯+xn

n
= 0

(31)xn+1 =
x1+x2+⋯+xn

n

real datasets, since non-parametric statistical tests play an 
important role in comparing the performance of the compet-
ing classifiers over multiple datasets so as to demonstrate 
the effectiveness of a new method in machine learning. The 
comparison between algorithms shows the performance of 
each algorithm. In the next section, we will discuss dataset 
selection, experimental setting, evaluation index selection, 
and comparison with other classification algorithms. The 
results and analysis of the experiments will be described 
in detail.

4.1  Selection of Datasets

In this subsection, we briefly give the information of all 
the datasets used in our experience. The 12 real datasets 
are selected from the UCI machine learning repository. For 
short, among these datasets, the abbreviations of ‘wine’, 
‘seeds’, ‘sonar’, ‘wrd’, ‘haber’, ‘glass’, ‘trans', ‘iris’, ’aus’, 
‘iono’ ‘ozone’ and ‘segment’. The name and relevant infor-
mation of the data are shown in Table  1. The main charac-
teristics of these 12 datasets are introduced in detail, includ-
ing the number of samples, the number of attributes, the 
number of categories, and the test sets.

As shown in Table  1, there are seven two-class classifica-
tion problems among all the real datasets, while the others 
are the multi-class classification problems. In these datasets, 
the largest and lowest numbers of the samples are 2536 and 
146, and the largest and lowest numbers of dimensionality 
are 73 and 3.

4.2  Experimental on Real UCI Datasets

Our algorithm is designed for the problem of KNN nearest 
neighbors having the same contribution and the effectiveness 
being affected by proximity measurement. For changing the 
traditional Euclidean distance formula to select the nearest 

Table 1  Detailed information about datasets

Datasets Samples Attributes Classes Testing sets

wine 178 13 3 59
seeds 210 7 3 60
sonar 208 60 2 66
wrd 1571 11 4 523
haber 306 3 2 140
glass 146 9 2 53
trans 748 4 2 160
iris 150 4 3 55
aus 690 14 2 212
iono 351 34 2 128
ozone 2536 73 2 920
segment 2310 18 7 832
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neighbors, an improved KNN algorithm is proposed. These 
performances are performed by 10-fold cross validation by 
means of the classification accuracy and racall. As a com-
parative experiment, we chose a variety of KNN algorithms, 
including classical KNN algorithm, LMKNN [6], LMPNN 
[32], LMO-GAKNN and DC-LAKNN. The four comparison 
algorithms adopt the method of identifying and verifying 
the k value one by one, the specific settings are as follows: 
firstly, the value range of k is 1 

√

n (n indicating the number 
of samples); next, perform the m-fold cross validation five 
times to obtain the average accuracy for each k value, and 
select the k value with the highest average accuracy as the 
optimal k value. For the comparative experiment, we choose 
the best k value. In Fig. 1, we show the optimal k values for 
four comparison algorithms for 12 datasets. The best clas-
sification of each method with highest accuracy is obtained 
in the interval of k on each data set.

4.3  Experimental Result

We use two performance indicators to measure the classi-
fication ability of different algorithms. One is the accuracy 
rate (Acc), the other is the recall rate (Recall). The following 
is a detailed introduction of the two performance indicators:

a. Accuracy (Acc): indicates the percentage of correctly 
classified samples. The formula is as following:

where m is the total amount of data objects in a given data-
set; pi and ri labels, respectively, representing the classifi-
cation of data objects and the real situation; �(x, y) is Dirac 

(32)Acc =
∑m

i=1
�(ri,map(pi))

m

function, when x = y , �(x, y) = 1 , otherwise, �(x, y) = 0

;map(pi) is a permutation mapping function, which maps 
the classification division pi obtained by classification to 
the equivalent real label. In addition, the value ranges of 
Acc being [0, 1]. The greater the classification accuracy, the 
better the classification effect.

b. Recall: refers to the ratio of the number of samples 
correctly identified as this category to the total number of 
samples belonging to this category in the original sample 
set. The specific definition is as following:

where nm
k

 represents the number of data objects shared by 
the kth class in the classification result and the mth class in 
the real classification result, nm represents the number of 
data objects in the mth class in the real classification result. 
The larger the value of the Recall, the better the classifica-
tion effect.

Tables 2 and 3 show the best accuracy and recall rate of 
each method respectively, bold values are shows that the 
classification ability of corresponding classifier performs 
the best among all comparative classifier. There are also 
corresponding standard deviations in brackets in the table. 
Note that in the competitive method, the best value for each 
dataset is expressed in bold. 

We draw the results of Tables 2 and  3 into the histogram 
of Figs. 2 and 3, which can more clearly compare the per-
formance of several algorithms.

(33)Recall =
nm
k

nm

Fig. 1  The best value k of each method on different datasets
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Table 2  Accuracy on different 
datasets

Data KNN LMKNN LMPNN LMO-GAKNN DC-LAKNN VKNN

wine 83.22±5.79 87.46±2.90 87.80±2.08 80.58±1.34 88.33±2.17 91.87 ± 4.74
seeds 90.50±5.67 92.13±4.01 92.13±4.38 91.32±1.56 90.88±2.13 92.67 ± 3.99
sonar 80.30±4.23 81.36±3.30 80.38±2.15 82.14±3.12 83.03±3.70 81.61±3.23
wrd 58.37±1.24 58.37±1.24 60.67±1.70 59.26±3.65 60.13±1.39 60.89 ±5.45
haber 73.86±1.27 70.79±2.72 70.21±2.08 72.45±3.16 70.88±5.12 76.43 ±3.57
glass 80.75±6.15 81.51±5.82 83.02±4.87 87.94±3.20 83.25±1.51 87.55±4.90
trans 80.19±1.25 80.12±1.97 79.62±1.75 81.02±4.10 79.98±0.27 81.38±5.63
iris 95.73±2.48 93.68±2.31 94.21±1.37 94.31±1.26 95.21±0.39 96.51±3.49
aus 81.32±1.56 83.35±1.97 84.64±1.66 84.75±1.24 83.97±1.22 84.96±2.34
iono 80.05±4.76 88.71±4.13 89.41±3.64 87.95±2.33 88.12±2.56 89.82±3.94
ozone 96.88±2.44 94.00±3.01 96.81±2.72 94.88±2.15 96.32±5.13 97.08±1.49
segment 93.40±0.81 93.41±1.36 93.91±0.87 91.23±4.12 93.52±3.21 94.45±1.86
Average 82.88±3.22 83.74±2.87 84.62±2.57 83.99±2.08 84.47±2.40 86.27±3.71

Table 3  Recall on different 
datasets

Data KNN LMKNN LMPNN LMO-GAKNN DC-LAKNN VKNN

wine 60.61±1.91 59.13±3.80 60.79±1.19 60.68±0.23 75.32±4.03 89.76±5.54
seeds 96.32±2.31 96.81±0.66 98.42±0.85 97.25±4.19 96.31±1.80 98.67±1.13
sonar 87.38±3.88 92.83±2.35 88.18±4.77 84.58±1.23 87.62±3.11 86.20±3.39
wrd 45.11±2.78 58.01±5.75 53.83±0.93 54.26±0.78 52.12±1.26 50.11±1.04
haber 68.65±3.23 69.84±1.86 74.57±0.82 74.59±2.48 72.39±0.33 75.03±2.59
glass 95.53±2.17 94.88±2.82 94.77±2.82 97.69±3.22 96.83±2.96 98.56±0.78
trans 69.76±5.16 63.03±1.57 65.44±1.59 71.96±2.89 71.35±0.69 72.24±1.02
iris 94.89±4.55 94.94±2.43 94.87±1.87 96.31±1.20 97.32±1.56 97.78±1.63
aus 83.57±5.28 83.51±1.41 81.34±2.73 83.69±1.78 82.97±3.10 84.25±3.16
iono 83.16±1.05 88.81±1.57 90.43±1.08 92.57±3.54 89.71±3.36 94.58±2.77
ozone 98.07±2.06 88.69±2.57 90.52±0.63 92.12±3.12 90.38±3.69 98.71±1.25
segment 94.71±1.61 90.55±2.56 93.35±1.47 94.25±1.02 90.11±0.23 94.79±2.03
Average 81.48±2.99 81.75±2.45 82.21±1.73 83.33±2.14 83.54±2.18 86.72±2.19

Fig. 2  Average accuracy of different algorithms
Fig. 3  Average recall of different algorithms
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5  Discussion

5.1  Analysis of Experimental Results

The experimental results in Tables 2 and 3 clearly illustrate 
that our proposed VKNN is almost as effective as the other 
five competitive methods in these real UCI datasets. The 
average classification accuracy of the VKNN algorithm is 
higher than that of the other five classification algorithms on 
the 12 datasets in Table 2. The classification accuracy of this 
algorithm for sonar dataset is 81.61% , which is lower than 
83.03% of DC-LAKNN algorithm, the difference is 1.42, 
but still better than 80.30% of KNN, 81.06% of LMKNN 
and 80.38% of LMPNN, and the difference is acceptable. In 
addition, in the glass dataset, the accuracy of VKNN is lower 
than that of LMO-GAKNN, but it is significantly higher 
than that of the other four compared algorithms. However, 
in terms of classification accuracy, the comparison between 
competing classifiers is not statistically convincing. Here, 
we further use recall to compare the performance of classi-
fiers. It can be seen from Table  3 that the recall rate of 10 
datasets is significantly better than that of other algorithms. 
Especially in the sonar dataset, the recall rate of VKNN 
algorithm is the lowest, which is 86.20% . The difference 
between VKNN algorithm and the other four algorithms is 
1.18% , 6.63% , 1.98% and 1.42% respectively, and the dif-
ference between VKNN algorithm and LMKNN algorithm 
is the largest. In the wrd dataset, the recall rate of VKNN 
is 50.11% , significantly higher than 45.11% of KNN, but 

also lower than 58.01% of LMKNN, 53.83% of LMPNN, 
54.26% of LMO-GAKNN and 52.12% of DC-LAKNN. In 
general, the average of the two evaluation indexes of the 
algorithm in 12 datasets is significantly better than the other 
three algorithms, indicating that the algorithm improves the 
classification performance on the whole. This also means 
that our algorithm can be better applied to data classifica-
tion (Table 4).

5.2  Algorithm Complexity Analysis

In the process of classifier design, complexity can be used 
as an index to evaluate the classifier. Suppose the size of the 
dataset is n, the data dimension is d, the number of nearest 
neighbors is k, the number of found nearest neighbors is 
r, the number of categories is c, numk

1st
 and numk

2nd
 are the 

number of the majority classes and second majority classes, 
respectively. The complexity of several comparison algo-
rithms used in the experiment is as follows:

(1) KNN: In reference [32], we can clearly get that the 
complexity of KNN and WKNN are O(nd + nk + k) and 
O(nd + nk + 2k).

(2) LMKNN: The complexity of LMKNN algo-
rithm comes from four aspects: (a) calculate the distance 
from the test sample to each class, and the complexity is 
O(n1d + n2d +⋯ + ncd) ; (b)find k-nearest neighbors from 
each class, the complexity is O(n1k + n2k +⋯ + nck) ; 
(c) calculate the local average vector of k-nearest neigh-
bors in each class, then the complexity of this step is 
O(ckd);(d) assign the samples to be classified to the class 

Table 4  Abbreviations Notations Descriptions

T = {yi = Rd}
N
i=1

The training datasets
N The number of samples in T
� The class label
�j The jth class label
x The query
y The training samples
c The label of y
k The number of found nearest neighbors
d Data dimension
M The sample center for each class
r The number of found nearest neighbors
rj The number of found nearest neighbors for class
�c The classification result of x
NNr

j
The nearest neighbors set for class �j with r nearest neighbors

mr
j

The local mean vector for class �j

MLMV
rj

j
The multi-local mean vector set for class �j , which has r local 

mean vectors
var1 Variance before adding the sample to be tested
var2 Variance after adding the sample to be tested
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with the nearest local average vector, and the complexity is 
O(cd + c) . Therefore, in general, the complexity of LMKNN 
is O(nd + nk + ckd + cd + c).

(3) LMPNN: On the basis of LMKNN algorithm, calcu-
late the distance from the test sample to each class, and find 
k-nearest neighbors from each class, then the complexity 
is O(nd + nk) . The other three complexities come from the 
following three aspects: (a) calculate k local average vec-
tors corresponding to k-nearest neighbors, and calculate the 
distance between the sample to be tested and k local aver-
age vectors, the complexity is O(2ckd); (b) the weight is 
assigned to the local mean vector of each class to find out 
the pseudo-nearest neighbor of each class, the complexity is 
O(3ck); (c) determine the type of sample to be tested, with 
a complexity of O(c). Therefore, in general, the complexity 
of LMPNN is O(nd + nk + 2ckd + 3ck + c).

(4) LMO-GAKNN: In reference [33], we can clearly get 
that LMO-GAKNN can be summarized into three aspects. 
Therefore, the time complexity of the algorithm can be sum-
marized as: O(nk + 2Mr).

(5) DC-LAKNN: According to the discussion in reference 
[11], we can accurately obtain that the complexity of DC-
LAKNN can be summarized as: O(numk

1st
+ numk

2nd
+ kmax).

(6) VKNN: The steps of VKNN algorithm can be sum-
marized into two aspects: (a) according to sample center, 
calculate the global variance between the sample point to be 
tested and the sample center of each category; (b) classify 
the sample to be tested into the class. Then, the complexity 
of VKNN is O(n2 + cd).

By analyzing the complexity of the above algorithms, it is 
not difficult to see that the complexity of VKNN algorithm 
is greater than others. However, considering that the VKNN 
algorithm avoids the influence of k value, these increased 
calculations are acceptable.

6  Conclusion

In this paper, we propose a non-parametric nearest neighbor 
classifier to solve the problem that KNN classifier depends 
on nearest neighbor measurement and is sensitive to k-value 
selection. Distinct from the aforementioned improved meth-
ods, in the existing improved algorithms, the nearest neigh-
bor of each test sample is typically selected by the traditional 
distance measurement, which will drastically reduce the 
effect of classification. The improved method of this paper 
is to introduce variance, divide the difference between the 
variance before and after additional samples, take the mini-
mum value of the result as the objective function, and deter-
mine the rules of the algorithm by optimizing the objective 
function for classification. It is also demonstrated here that 
the central sample point of each nearest neighbor class may 
be replaced by the mean value of all sample points within 

it. To some extent, the sensitivity of k-value selection and 
the influence of proximity have been solved. Finally, experi-
mental results on 12 real datasets show that the improved 
algorithm overcomes the problems of k-value sensitivity 
and proximity measurement of KNN algorithm to a certain 
extent.

The advantages of VKNN algorithm is that its classifica-
tion rules do not involve k-value and other parameters, effec-
tively avoiding the influence of k-value and other param-
eters on the classification effect. Furthermore, the traditional 
Euclidean distance formula is not used to select the nearest 
neighbor set in the dissimilarity measurement of VKNN, 
but rather a global variance difference is introduced. Thus, 
it avoids to an extent the impact of k value and the nearest 
neighbor measurements on the classification performance, 
compared to other improved classification algorithms based 
on KNN.

However, as the algorithm complexity analysis in 5.2 
shows, the time complexity of VKNN algorithm is relatively 
complex. In the next step, the proposed algorithm must be 
applied to complex practical problems. It is necessary to 
reduce the algorithm complexity without reducing the accu-
racy of the algorithm on the basis of existing algorithms. In 
addition, the most important thing of the classifier is to use 
and practice. How to combine the classifier with the actual 
situation, and what kind of dataset is applicable to, are also 
issues we need to consider in the future.
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