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Abstract
Mining contrast subspace is a task of finding contrast subspace where a given query object is most similar to a target class 
but dissimilar to non-target class in a multidimensional data set. Recently, tree-based contrast subspace mining method has 
been introduced to find contrast subspace in numerical data set effectively. However, the contrast subspace search of the 
tree-based method may be trapped in local optima within the search space. This paper proposes a tree-based method which 
incorporates genetic algorithm to optimize the contrast subspace search by identifying global optima contrast subspace. 
The experiment results showed that the proposed method performed well on several cases compared to the variation of the 
tree-based method.
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Abbreviations
TB-CSMiner  Tree-based contrast subspace miner
CSMiner  Contrast subspace miner
BPR  Bounding pruning refining
OPS  Optimized parameter setting
Freq  Frequency
Chrom  Chromosome
FFScore  Fitness function score
CS  Contrast subspace
BCW  Breast cancer Wisconsin
PID  Pima Indian diabetes
Wave  Waveform
CMSC  Climate model simulation crushes
UCI  University of California, Irvine
NB  Naïve bayes
SVM  Support vector machine
RF  Random forest
WEKA  Waikato environment for knowledge 

analysis

1 Introduction

Given a multidimensional data set comprised of target and 
non-target classes, mining contrast subspace finds contrast 
subspace of a query object. A contrast subspace of a query 
object is a subspace or subset of features in which the query 
object is most similar to target class but dissimilar to non-
target class. Query object can be any object in which its 
contrast subspace is essential to be investigated. The identi-
fied contrast subspace is crucial in giving insight into the 
query object with regards to the target class and non-target 
class. Mining contrast subspace has many important appli-
cations in the field such as disease diagnosis or fraud detec-
tion. For example, in disease diagnosis, a medical doctor 
may want to know the symptoms that make the patient most 
likely belong to a target class of disease against other class 
of disease. Those identified symptoms can help the medi-
cal doctor in making accurate disease diagnosis and then 
provide appropriate treatment to the patient. Similarly, in 
credit card fraud detection, an analyst may want to know the 
features that cause a credit card transaction more similar to 
the fraud cases than the normal cases. Those features can 
provide information about the case for further investigation.

Tree-based contrast subspace mining method has been 
introduced to identify contrast subspace of query object in 
two-class multidimensional numerical data set [1, 2]. The 
tree-based contrast subspace method used tree-based likeli-
hood contrast scoring function to estimate the likelihood 

 * Florence Sia 
 florence.sfs@ums.edu.my

 Rayner Alfred 
 ralfred@ums.edu.my

1 Knowledge Technology Research Unit, Faculty 
of Computing and Informatics, University Malaysia Sabah, 
Jalan UMS, 88400 Kota Kinabalu, Sabah, Malaysia

http://orcid.org/0000-0001-5295-8438
http://crossmark.crossref.org/dialog/?doi=10.1007/s44196-022-00126-0&domain=pdf


 International Journal of Computational Intelligence Systems           (2022) 15:61 

1 3

   61  Page 2 of 8

contrast score of subspaces with respect to a given query 
object. That is the degree to which the query object is more 
likely similar to a target class against non-target class in a 
subspace. The tree-based method finds a subset of relevant 
features with high likelihood contrast score and searches 
for highly scored contrast subspaces from the relevant fea-
tures. The tree-based likelihood contrast score estimation of 
a subspace involves partitioning the subspace space into two 
group of data objects recursively on which the target objects 
and non-target objects are well separated with respect to the 
query object until the group contains only a single class or 
meets the minimum number of objects threshold. Accord-
ingly, the tree-based likelihood contrast score of a subspace 
is the ratio of probability of target objects to probability of 
non-target objects in the group that containing query object. 
Recently, a genetic algorithm-based method has been pro-
posed to optimize the parameter setting of the tree-based 
method which further improves the accuracy of the method. 
However, the genetic algorithm has not been used to opti-
mize the contrast subspace search of the tree-based method. 
The tree-based contrast subspace mining method searches 
contrast subspaces of query object from a fixed small set 
of relevant features. This may cause the contrast subspace 
search more likely to be trapped in a local optima within 
the search space. Hence, it may deteriorate the accuracy 
performance of the method in identifying the contrast sub-
space of query object. Genetic algorithm has been widely 
applied in various optimization research works to find the 
most optimal solution to problem [3–7]. In this paper, we 
propose a genetic tree-based method which incorporates 
genetic algorithm to optimize the contrast subspace search 
of the method. That is a population of candidate potential 
subsets of relevant features will undergo a series of evolve-
ment in which the tree-based likelihood contrast score of 
subspaces obtained from the subsets of features are maxi-
mized. Accordingly, the subspaces search can be performed 
on wide relevant feature space to find global optima contrast 
subspace.

The organization of this paper is as follows: The second 
section presents the literature review. Third section describes 
the framework of the genetic tree-based contrast subspace 
mining method. This is followed by a section that is pre-
senting the experimental design and analysis for evaluating 
the effectiveness of the genetic tree-based method in finding 
relevant contrast subspaces of query object. The last section 
concludes this paper with the conclusion and future works.

2  Related Works

To the best of our knowledge, there are only few mining 
contrast subspace methods that have been proposed in the 
literature.

CSMiner (Contrast Subspace Miner) which employed the 
density-based likelihood contrast scoring function has been 
proposed to identify contrast subspace of a query object in 
numerical data set [8]. The density-based likelihood contrast 
scoring function estimates the likelihood contrast score of 
a subspace with respect to a query object based on the ratio 
of probability density of target objects to probability density 
of non-target objects. Contrast subspace of a query object 
should have high density-likelihood contrast score. CSMiner 
searches subspaces set in depth-first search manner and 
prunes subspaces from the search space based on the upper 
bound of probability density of target objects. However, it is 
inefficient for large search space that can be generated from 
high dimensionality (i.e., number of features) of data.

CSMiner-BPR (i.e., Contrast Subspace Miner-Bounding 
Pruning Refining) has been proposed to address the effi-
ciency issue of the CSMiner [9]. It searches subspace space 
and prunes subspaces based on the upper bound of prob-
ability density of target objects and the lower bound of prob-
ability density of non-target objects within their neighbor-
hood. This accelerates the mining contrast subspace process 
through saving the computation time for those objects out-
side of the neighborhood. Nevertheless, the density-based 
likelihood contrast scoring function involves pairwise dis-
tance measure causes the score tends to decrease when the 
dimensionality of subspace increases. It requires an adjust-
ment to the dimensionality of subspaces which may affect 
the performance of mining contrast subspace.

TB-CSMiner (Tree-Based Contrast Subspace Miner) 
method has been introduced which employs the tree-based 
likelihood contrast scoring function. It uses the concept of 
divide-and-conquer of decision tree method which is not 
affected by the dimensionality of subspace [1]. For a sub-
space, the tree-based likelihood contrast scoring function 
attempts to gather query object with the target objects but 
separate it from the non-target objects in group. The ratio of 
target objects and non-target objects in group is then com-
puted. TB-CSMiner avoids brute force search by searching 
subspaces from a space consisting only relevant features. 
High tree-based likelihood contrast score of subspace signi-
fies subspace is the contrast subspace of query object. The 
effectiveness of TB-CSMiner is heavily dependent on its 
predefined parameters values. Hence, it is crucial to opti-
mize the parameter setting to improve the performance of 
the method in identifying the accurate contrast subspace for 
query object.

TB-CSMiner with optimized parameter values has been 
proposed which uses genetic algorithm in the optimization 
process for a particular data set at hand [2]. It generates 
an initial population of different sets of parameter’s values. 
The fitness of each set of parameters values is then assessed 
based on the accuracy performance of TB-CSMiner using 
the parameters values to find contrast subspaces of the given 
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query object. A subset of sets of parameters values having 
high accuracy are selected to be reproduced via crosso-
ver and mutation operations to generate a new population 
iteratively. At the end, the highly accurate set of param-
eters values is returned as the best parameter setting for 
the TB-CSMiner method. This work is different from our 
work in which the existing work focuses on optimizing only 
the parameter setting of the TB-CSMiner method using a 
genetic algorithm. Hence, the genetic algorithm is designed 
specifically to find the best parameter setting for TB-
CSMiner. Another factor that might affect the effectiveness 
of the TB-CSMiner method is its subspace search strategy. 
TB-CSMiner searches for a potential contrast subspace from 
a fixed small set of relevant features. This causes the method 
more likely to return the local optima contrast subspace for 
the given query object.

3  Genetic Tree‑Based Contrast Subspace 
Mining Method

Genetic algorithm is an evolutionary algorithm inspired by 
the Darwinian natural selection and a genetic computational 
model of biological process of evolution [3–7]. It is well 
known that genetic algorithm can find feasible global solu-
tion for various optimization problems. That is a genetic 
algorithm searches for the best possible solution from a 
pool of possible solutions by examining the solutions based 
on a fitness function. Multiple fitter solutions are kept and 
undergo evolution to generate new possible solutions over 
several generations. This will ensure the global optima solu-
tion can be found for a problem in an acceptable time. The 
application of the genetic algorithm in the tree-based con-
trast subspace mining method enables the examination of 
wider possible potential subspaces derived from the given 
full-dimensional data rather than a fixed small subset of 
features.

Hence, the genetic tree-based contrast subspace mining 
method employs genetic algorithm to optimize the subspace 
search strategy to identify the global optima contrast sub-
space for the given query object in the two-class multidi-
mensional numerical data. Figure 1 illustrates the framework 
of the genetic tree-based contrast subspace mining method.

Given a two-class multidimensional numerical data set, 
a target class, a query object, the genetic tree-based mining 
contrast subspace process begins by designing the chromo-
somes represent different subsets of l features. After that, an 
initial population of chromosomes is generated. The fitness 
evaluation is performed on each chromosome in the popula-
tion based on the tree-based likelihood contrast scoring func-
tion. Based on the fitness score of the chromosomes, several 
chromosomes in the population are selected into a new pop-
ulation by using the roulette wheel selection method. Then, 

chromosomes in the new population are reproduced first via 
crossover operation and followed by mutation operation to 
generate new chromosomes. A series of fitness evaluation, 
selection, crossover, and mutation process will be performed 
until the maximum number of iterations µ is met. Lastly, h 
subspaces having high tree-based likelihood contrast score 
are identified as the most relevant contrast subspaces of the 
query object. The following subsections describe the main 
stages involved in greater details.

3.1  Chromosome Representation

The representation of chromosomes is designed to corre-
spond to different subsets of features from the full feature 
set in the data set. A chromosome consists of genes in which 
the value of each gene is the index position of a feature in the 
full feature set. For example, the chromosome representation 
of the subset of features {f2,f3,f4,f5} for full feature set {f1,f2,
f3,f4,f5} is illustrated in Fig. 2.

3.2  Initial Population

An initial population consists of p random chromosomes is 
generated. Each random chromosome represents a subset 
of features picked randomly from a collection of possible 
subsets of l features that can be derived from the full feature 
set in data set, where l is less than the dimensionality of full 
feature set.

3.3  Fitness Evaluation

At this stage, the fitness of each chromosome is evaluated 
by assessing the contrast subspace obtained from the under-
lying subset of features based on the tree-based likelihood 
contrast scoring function. Herein, the tree-based likelihood 
contrast scores of t random subspaces which are searched 
from the subset of features with respect to query object are 
estimated. t is the number of random subspaces with t > 1. 
Highly scored random subspace is then taken as the contrast 
subspace attained from the subset of features.

Specifically, the estimation of the tree-based likelihood 
contrast score of a subspace by using the tree-based likeli-
hood contrast scoring function is as follow: Given a two-
class d-dimensional numerical data set O comprised of 
target objects O+ belong to target class C+  and non-target 
objects O− belong to non-target class C− , and a query object 
q, for a subset of features Sub, the tree-based likelihood con-
trast scoring function constructs a half binary tree from the 
Sub space. The tree construction starts by selecting a random 
feature f from Sub and the f value of a which has the highest 
information gain score is used as the splitting criterion such 
as f ≤ a and f > a. Then, the splitting criterion is used to split 
the data objects into left node that containing a subset of 
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objects with f has value at most a, and right node having a 
subset of objects with f has value greater than a. This process 
is performed recursively until the node contains only either 
target objects or non-target objects or meets the minimum 
number of objects threshold MinObjs. The nodes at the bot-
tom of the tree are known as leaf node Xleaf  . Lastly, those 
features involved in tree construction constitute a subspace 

S derived from the Sub. The tree-based likelihood contrast 
score of S will be measured using Eq. (1).

with

(1)Tree − LCS(q) =
freq(C+,Xleaf)∕|O+|,

N

Fig. 1  Framework of genetic tree-based contrast subspace mining method

2 3 4 5

Fig. 2  Chromosome representation
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where freq(C+,Xleaf ) is the number of target objects in 
the leaf node, ||O+

|| denotes the number of target objects in 
the data set, freq(C−,Xleaf ) denotes the number of non-target 
objects in the leaf node, ||O−

|| is the number of non-target 
objects in the data set and ε is a small constant value. A 
high tree-based likelihood contrast score of subspace indi-
cates that query object is more similar to the target class 
against non-target class in the subspace. The highly scored 
random subspace is then taken as the best contrast subspace 
for query object that can be identified from the chromosome.

3.4  Selection

During selection stage, a subset of chromosomes is selected 
from current population using the roulette wheel selection 
method. Those chromosomes will be reproduced through 
the crossover and mutation operations to form a new popula-
tion. The roulette wheel selection method first estimates the 
selection probability of each chromosome that is the propor-
tion of a chromosome’s fitness to the total fitness scores and 
subsequently the cumulative probability ui after including 
each ith chromosome [10]. After that, a random integer r is 
picked within the range 0 and 1. The ith chromosome is only 
selected if  ui-1 < r ≤  ui. This selection process continues until 
the new population consists of p chromosome.

3.5  Crossover

The commonly used one-point crossover operation with a 
probability of crossover pc is performed on the chromo-
somes in the new population to produce new chromosomes 
[11]. One-point crossover begins with choosing two parent 
chromosomes randomly from the newly generated popula-
tion and followed by a random integer r within the range 
0 and 1. It chooses randomly a crossover point from 1 to 
total genes − 1 if r < pc. The fragments of the parent chromo-
somes after the crossover point are interchanged to produce 
two new chromosomes. These chromosomes replace the 
parent chromosomes in the new population. The crossover 
operation is performed iteratively for the remaining parent 
chromosomes in the new population. An example of one-
point crossover operation on two parent chromosomes with 
a crossover point 3 is illustrated in Fig. 3. The first parent 
chromosome representing a subset of features {f1,f2,f3,f4,f5} 
and the second parent chromosome representing a subset of 
features {f1,f2,f6,f7,f8}. After the crossover operation is per-
formed at crossover point 3, the fragments of parent chromo-
some 1 and 2 after the crossover point are exchanged. This 
creates offspring 1 that holds subset of features {f1,f2,f3,f7,f8} 
and off spring 2 that carries subset of features {f1,f2,f6,f4,f5}.

(2)N =

{
freq(C−,Xleaf)∕O−), freq(C−,Xleaf)) > 0

𝜀 freq(C−,Xleaf)) = 0

3.6  Mutation

At this stage, the mutation operation with a probability of 
mutation pm is performed on the chromosomes in the new 
population [12]. The mutation operation starts with the first 
gene of a parent chromosome and then chooses a random 
integer r within the range 0 and 1. It mutates the gene by 
changing its value to other index position of a random fea-
ture if r < pm. These processes are repeated for the rest of 
genes of the chromosome. The parent chromosome with 
mutated gene will be a new chromosome that represents a 
new subset of features. This mutation operation is performed 
repeatedly for all remaining parent chromosomes in the new 
population. Figure 4 shows an example of mutation opera-
tion on a parent chromosome representing subset of features 
{f1,f2,f3,f4,f5}. After the mutation operation, the second gene 
of the parent chromosome is mutated which it changes the 
value of the gene from 2 to 6. This produces an offspring that 
carries a new subset of features {f1,f6,f3,f4,f5}.

Fig. 3  One-point crossover operation

Fig. 4  Mutation operation
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4  Experimental Setup and Analysis

An experiment is carried out to evaluate the performance 
accuracy of the genetic tree-based contrast subspace min-
ing method by comparing to the TB-CSMiner method (i.e., 
without genetic algorithm) and TB-CSMiner method with 
optimized parameter setting in finding contrast subspaces of 
query object. This experiment is conducted on six real-world 
multidimensional numerical data sets from UCI machine 
learning repository namely the Breast Cancer Wisconsin 
(BCW), the Wine, the Pima Indian Diabetes (PID), the 
Glass Identification (Glass), the Climate Model Simulation 
Crushes (CMSC), and the Waveform (Wave) data sets [13]. 
Table 1 tabulates the details of the data sets. Since there 
is no ground truth contrast subspace provided in the real-
world two-class multidimensional numerical data set, the 
accuracy of the method is assessed based on the classifica-
tion accuracy on the contrast subspace projected data set as 
suggested in [1, 2].

For the genetic tree-based method, this experiment uses 
the parameter setting which is found often able to perform 
well in optimization problem [14, 15]. The parameter setting 
of the genetic tree-based method is shown in Table 2.

In addition to that, it uses the best minimum number of 
objects MinObjs, small constant values ε, and several num-
ber of relevant of features l based on data sets which have 
been identified in the previous work as shown in Table 3 [2]. 
However, a smaller number of random subspaces t is used 
that is 10 to accelerate the mining contrast subspace process. 
The genetic tree-based method is implemented in Matlab 
9.2 programming language and the classification accuracy 
evaluation is implemented in Java programming language.

The procedures of this experiment are as follows. For 
each data set, all objects are taken as query objects. The class 
of the query object is assigned as the target class. For a query 
object and a target class, the genetic tree-based method is 
run on the data set. Herein, only one contrast subspace with 
the highest tree-based likelihood contrast score is consid-
ered. This process is performed repeatedly for the remain-
ing query objects. After the contrast subspace of all query 
objects have been identified, the classification accuracy 

of the contrast subspaces with respect to query object is 
assessed. For a contrast subspace of a query object, the data 
set is first projected onto the contrast subspace with respect 
to the query object. Then, the contrast subspace space is 
fed into several classifiers that include J48 (decision tree), 
NB (naive bayes), SVM (support vector machine), and RF 
(random forest), in WEKA to perform classification based 
on 20-fold cross validation. Lastly, the classification accura-
cies on contrast subspace for all query objects are averaged 
for each of the classifiers.

Meanwhile, the default parameter setting as suggested in 
the previous works is used for both tree-based and tree-based 
with optimized parameter setting [1, 2]. Table 4 presents the 
average percentage of classification accuracy on BCW, PID, 
Wine, Glass, CMSC, and Wave data sets for classifier J48, 
NB, SVM, and RF.

Based on the results, the genetic tree-based method 
identified contrast subspaces that attained higher classifi-
cation accuracy compared to the tree-based method with 
OPS for NB and SVM on BCW data set. The respective 
classification accuracy is 99.44% and 96.59%. The genetic 
tree-based method identified contrast subspaces with higher 
classification accuracy, 96.05% for SVM on Wine data set. 
While the genetic tree-based method produced contrast sub-
spaces having higher classification accuracy than the tree-
based method with OPS for J48 and RF on Glass data set. 
It obtained 85.18% and 87.33% for J48 and RF respectively. 
Besides, it gained contrast subspaces that achieved higher 
accuracy that is 97.77% for J48 on Wave data set.

Overall, the genetic tree-based method demonstrated 
good results on only few cases. This is mainly due to the 
parameter setting of the genetic algorithm that includes the 
size of population, the probability of crossover, and the prob-
ability of mutation are not optimized for mining contrast 

Table 1  Details of data sets

Data set No. of objects No. of features

BCW 699 9
PID 768 8
Wine 178 13
Glass 214 9
CMSC 540 18
Wave 5000 21

Table 2  Parameter setting of 
genetic tree-based method

Parameter Value

p 200
pc 0.6
pm 0.01
µ 20

Table 3  The Minobjs, ε, and l values

Data set MinObjs (%) ε l

BCW 8 0.001 2
PID 10 0.001 2
Wine 25 0.001 5
Glass 4 0.01 3
CMSC 2 0.01 6
Wave 16 0.01 2
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subspace problem. Besides, the results showed that the tree-
based method with OPS outperformed the tree-based method 
for most of the cases. This is because the parameter setting 
of the tree-based method is optimized to reach satisfactory 
performance for each data set. However, it is worth noting 
that the genetic tree-based method is capable to outperform 
both the tree-based method and the tree-based method with 
OPS. That is the genetic tree-based method achieved higher 
classification accuracy, 99.44% for NB on BCW data set, 
96.05% for SVM on Wine data set, and 97.77% for J48 on 
Wave data set. According to the paired-sample T-test at 
the significance level of 0.05, most of those performance 
accuracy improvement cases are significant. This exhibits 
that the genetic algorithm can be applied to optimize the 
contrast subspace search of the tree-based method. It is well 
known that there is no one universal method suits for solving 
all types of problem. Different settings of case commonly 
require different methods or approaches [16, 17].

5  Conclusion

The proposed genetic tree-based contrast subspace mining 
method employs genetic algorithm to optimize the process 
of searching contrast subspaces of the given query object in 
two-class multidimensional numerical data set. For a query 
object, a sequence of different populations of subspaces 
has been generated from an initial population of random 
subspaces. Over the generation, the tree-based likelihood 
contrast scores of subspaces in a population with respect to 
the query object are assessed. Highly scored subspaces as 
potential contrast subspaces of query object are passed on 
from one population to the subsequence population. This 
will preserve the current best identified subspaces and thus 
ensure the optimal contrast subspaces for the query object 
can be attained. At the end, the highly scored subspaces 
are taken as the best contrast subspaces of the given query 
object. The empirical studies showed that the genetic tree-
based method performed well on some cases compared to 
both benchmarked tree-based methods in finding contrast 
subspaces of query objects on multidimensional numerical 
data sets. The parameter setting of the genetic algorithm may 

affect the effectiveness of the genetic tree-based method. 
Nevertheless, that parameter setting is not optimized for 
identifying contrast subspace of query object. Future work 
would aim to optimize the parameter setting of the genetic 
algorithm to further improve the performance of the genetic 
tree-based contrast subspace mining method.
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