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Abstract
Humans’ ability to manage their emotions has a big impact on their ability to plan and make decisions. In order to better 
understand people and improve human–machine interaction, researchers in affective computing and artificial intel-
ligence are investigating the detection and recognition of emotions. However, different cultures have distinct ways of 
expressing emotions, and the existing emotion recognition datasets and models may not effectively capture the nuances 
of the Indian population. To address this gap, this study proposes custom-built lightweight Convolutional Neural Network 
(CNN) models that are optimized for accuracy and computational efficiency. These models are trained and evaluated 
on two Indian emotion datasets: The Indian Spontaneous Expression Dataset (ISED) and the Indian Semi Acted Facial 
Expression Database (iSAFE). The proposed CNN model with manual feature extraction provides remarkable accuracy 
improvement of 11.14% for ISED and 4.72% for iSAFE datasets as compared to baseline, while reducing the training 
time. The proposed model also surpasses the accuracy produced by pre-trained ResNet-50 model by 0.27% ISED and 
by 0.24% for the iSAFE dataset with significant improvement in training time of approximately 320 s for ISED and 60 s 
for iSAFE dataset. The suggested lightweight CNN model with manual feature extraction offers the advantage of being 
computationally efficient and more accurate compared to pre-trained model making it a more practical and efficient 
solution for emotion recognition among Indians.

Keywords  Human emotion recognition · Affective computing · Convolution neural network · Indian emotion · Facial 
expressions

1  Introduction

Artificial intelligence (AI) has replaced conventional approaches in a variety of disciplines of interest in today’s digitally-
driven world [1, 2]. The world is quickly embracing AI-based methods in industries including social media, banking, 
healthcare, and education. A precise identification of human emotion is a necessity for some AI-based applications, 
including patient care in the medical industry, understanding level measurement in the educational domain, and iden-
tifying emotional intelligence in psychology, among others [3]. The field of human emotion recognition has seen a lot 
of study, but very little of it has focused on data samples with Indian origins. Although, some literature is available on 
identifying human emotions using machine learning and deep learning based approach, most of it concentrates on the 
data available from European and American continents.
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Additionally, the majority of studies use a computer vision-based techniques to determine emotions. India, being a 
nation with a diversified history and rich cultural legacy, has different ways of expressing emotions than the rest of the 
globe [3]. Indians are frequently observed to have less expressive facial expressions when expressing their emotions. As a 
result, it’s possible that AI-based machine learning and deep learning models trained on a single ethnicity dataset won’t 
deliver trustworthy findings when identifying Indians’ emotions precisely. Also, the existing pre trained deep learning 
models are computationally complex and require large training time for unimodal emotion recognition.

To address these gaps, this paper proposes custom-made lightweight CNN models for efficient unimodal emotion 
identification among Indians, with reduced computational complexity. Due to the limited availability of multimodal data 
for Indian Emotion Samples, this work adheres to a unimodal approach of emotion recognition utilizing facial expres-
sion images.

The research aims to apply these models on the unimodal datasets having video emotion samples collected from 
the people of India in order to improve the baseline results in terms of accuracy with reduced training time. In order 
to achieve this, the paper concentrates of two datasets ISED [4] and iSAFE [5] since both of these datasets contain the 
emotion samples of Indians in the age group of 17–22 years. Happy et al. [4] in their publication of the dataset “The India 
Spontaneous Expression Database (ISED)” for Emotion Recognition, reported the highest accuracy as 86.46% by apply-
ing Local Gabor Binary Pattern (LGBP) operator for feature extraction and PCA with Linear Discriminant Analysis (LDA) 
for classification and set it as a baseline for future reference. In the publication, "Indian Semi-Acted Facial Expression 
(iSAFE) for Human Emotions Recognition," Singh, S. and Benedict, Shajulin [5] achieved 92% accuracy by applying the 
Convolution Neural Network (CNN) ResNet34 model for classification and established it as a benchmark for subsequent 
comparison. This study proposes to extract important features from facial images and use custom built lightweight CNN 
architecture in order to achieve improved accuracy.

The paper is organized as follows: Sect.  2 describes a thorough literature review. The topic of the suggested meth-
odology is covered in Sect.  3. The findings and discussions are described in Sect.  4. The paper is concluded in Sect.  5.

2 � Related work

The related work is divided into two sections. Section A describes all the datasets explored with the intent of discovering 
datasets having emotions of Indians. Section B describes the review of literature carried out for machine learning and 
deep learning techniques used for identifying human emotions.

2.1 � Existing datasets for emotion recognition

This section focuses on different datasets available for human emotion recognition. The review was conducted to explore 
different state of art datasets on human emotions and finalize the datasets based on availability of samples of Indian 
population. The datasets available are bifurcated based on the modality in which the data is available. Some datasets 
have the data of single modality like images or audio and some datasets provide multimodal data from audio visual 
modality, EEG signal etc.

Mollahosseini Ali et al. [6] described the single-modality dataset Affectnet, which contains pictures of people’s facial 
expressions along with the valence and arousal levels of those emotions. The existence of seven distinct face emotions 
(categorical model) was manually noted in around half of the returned photos (440 K), including Happy, Sad, Surprise, 
Fear, Disgust, Anger, and Contempt.

The ASCERTAIN dataset, which includes data from many modalities including electroencephalogram (EEG), electro-
cardiogram (ECG), galvanised skin response (GSR), and facial activity, was proposed by M. R. Subramanian et al. [7] The 
collection includes data on 58 individuals with a mean age of 30 years (37 men and 21 women). Lucey et al. [8] suggested 
an Extended Cohn-Kanade (CK +) video dataset of 593 video sequences from 123 distinct people, ranging in age from 18 
to 50, with a range of gender identities and ethnic backgrounds. One of the seven expression classes—anger, contempt, 
disgust, fear, pleasure, sorrow, and surprise—is assigned to 327 of these movies.

Kosti et al. [9] offered a single modality EMOTIC image dataset with 23, 571 images and dimensions for valence, arousal, 
and dominance. Peace, Affection, Esteem, Anticipation, Engagement, Confidence, Happiness, Pleasure, Excitement, Sur-
prise, Sympathy, Doubt/Confusion, Disconnection, Fatigue, Embarrassment, Yearning, Disapproval, Aversion, Annoyance, 
Anger, Sensitivity, Sadness, Disquietment, Fear, Pain and Suffering are some of the 26 emotion categories annotated on 
the images. 3500 labelled images make up the development set, 3,500 labelled images make up the test set, and 28,000 



Vol.:(0123456789)

Discover Artificial Intelligence            (2024) 4:35  | https://doi.org/10.1007/s44163-024-00131-6	 Research

labelled images make up the training set of the proposed image dataset FER-2013 [10]. The seven emotions happy, sad, 
angry, terrified, surprised, disgusted are assigned to each image in FER-2013.

The Google Facial Expression Comparison Dataset [11] is a dataset of facial expression images of a single modality that 
consists of triplets of faces with human annotations indicating which two faces in each triplet have the most comparable 
facial expressions. Six or more human raters each annotated one triplet in this sample. 500–156 K triplets and 156 K face 
photos make up the dataset. Park et al. [12] introduced K-EmoCon, a multimodal sensor dataset for continuous emotion 
recognition in naturalistic conversations that includes peripheral physiological signals, audiovisual recordings, and EEG. 
The multimodal audio visual dataset eNTERFACE’05 introduced by O. Martin et al. [13] comprises of 1166 video sequences 
with the six emotions of happiness, sadness, surprise, fear, disgust, and anger. The dataset’s participants come from a 
variety of countries, including Belgium, Cuba, Turkey, Slovakia, France, Brazil, Spain, the United States, Greece, Croatia, 
Italy, Canada, Austria, and Russia.

Busso et al. [14] at the sail lab at USC developed the multimodal and multilingual database known as IEMOCAP. 
Two hours’ worth of audiovisual material, comprising video, speech, face motion capture, and text transcriptions of 
10 actors—5 men and 5 women—are included in the database. It comprises of dyadic sessions in which actors act out 
improvised scenes or scripted situations that have been chosen intentionally to elicit emotional reactions. Multiple 
annotators have added category labels to the IEMOCAP database, such as "angry," "happy," "sad," and "neutral," as well as 
dimensional labels like "valence," "activation," and "dominance." JAFFE by Michael J. Lyons et al. [15, 16] is a single modal-
ity image dataset of face expression that includes 213 photographs of 7 different facial expressions that were modelled 
by 10 Japanese women. Soujanya Poria et al. [17] introduced MELD; a Multimodal Audio Visual Emotion Dataset that 
includes text, audio, and visual modalities for dialogue occurrences. More than 1400 lines and 13000 utterances from the 
Friends TV series are available in MELD. A dialogue’s words have been assigned the emotions of Anger, Disgust, Sadness, 
Joy, Neutral, Surprise, and Fear. A multimodal library of speech and song called RAVDESS; introduced by Livingstone SR 
and Russo FA [18] has the recordings of 24 professional actors who perform lexically-matched phrases in a neutral North 
American accent. Speech comprises expressions that are peaceful, pleased, sad, angry, afraid, surprised, and disgusted.

SEWA, a multimodal dataset by Kossaifi et al. [19] is a collection of annotated audio and 2D visual dynamic behavior. 
Features recordings of six volunteer groups, each with 30 participants, representing six distinct ethnic groups: British, 
German, Hungarian, Greek, Serbian, and Chinese. The final database includes recordings from 199 experiment ses-
sions, including more than 550 min of recorded computer-mediated face-to-face interactions between subject pairs 
and 1525 min of audio-visual data on people’s responses to advertisements from 398 different subjects. The Indian 
Spontaneous Expression Database (ISED) [4] is a single-modality video dataset of Indian-natural face expressions. The 
dataset contains 428 video clips of 50 healthy volunteers, including 29 men and 21 women, who are between the ages 
of 18 and 22 and come from various parts of India. Four emotions—happiness, surprise, sadness, and disgust—were 
noted in the samples.

The Center for Intelligent Sensing created the single modality Image Dataset of Indian Facial Expression known as 
IFExD [20]. 342 photos of two sets of faces taken from the "Front," "Left," and "Right" perspectives make up the data-
set. Eight distinct facial expressions have been recorded for each angle of the face. "Happy," "Sad," "Neutral," "Disgust," 
"Fear," "Surprise," "Contempt," and "Anger" are among them. A single modality video collection of Indian semi-acted 
facial expression is called iSAFE [5]. The dataset includes 395 clips of 44 volunteers between the ages of 17 and 22; face 
expressions were recorded as they watched a few stimulant videos; volunteers self-annotated the facial expressions, 
which were then cross-annotated by annotators for the categories of happiness, sadness, surprise, disgust, fear, anger, 
uncertainty, and no emotion. Arunashri et al. [21] introduced the IFED dataset, which includes 112 participant films for 
the basic seven emotions of anger, contempt, disgust, fear, happiness, sorrow, and surprise, is a single-modality video 
dataset of Indian facial expressions.

A multimodal Video Emotion Dataset called HEU Emotion was introduced by Chen Jing et al. [22] containing 19,004 
video clips split into two halves. Ten emotions and two modalities are depicted in videos that were downloaded from 
Tumblr, Google, and Giphy in the first section (facial expression and body posture). The second section contains a cor-
pus composed of 10 emotions and 3 modalities that was carefully collected from movies, TV shows, and variety shows 
(facial expression, body posture, and emotional speech). The Toronto Emotional Speech Collection (TESS) published by 
Pichora Fuller et al. [23], is a single modality Audio Emotion Dataset in which two actresses (aged 26 and 64) express 
each of the seven emotions by speaking a set of 200 target words in the carrier phrase "Say the word." anger, disgust, 
fear, happiness, pleasant surprise, sadness, and neutral. The single modality Audio Emotion Dataset ASVP-ESD (Speech 
& Non-Speech Emotional Sound) by Dejoli et al. [24], has 5146 audio files (with additional 1204 files for baby’s voices). 
It is a database that is based on emotions and contains both speech and non-spoken emotional sound. The audio was 



Vol:.(1234567890)

Research	 Discover Artificial Intelligence            (2024) 4:35  | https://doi.org/10.1007/s44163-024-00131-6

recorded and gathered from emotional sound websites, TV shows, movies, and YouTube channels. SAVEE [25] is a mul-
timodal Audio Visual Dataset that includes 480 British English utterances recorded from four male actors expressing 
the six fundamental emotions and neutral emotions. The words were selected from the common TIMIT corpus. A single 
modality Audio Emotion Dataset called the Emotional Speech Database (ESD) introduced by Kun Zhou et al. [26] has 
350 parallel utterances made by 10 native Mandarin speakers and 10 native English speakers in five different emotional 
states neutral, happy, angry, sad and surprise.

Table 1 describes summary of available datasets in terms of modality, emotion categories, number of participants, the 
presence of Indian emotion samples and No. of citations. The number of citations available for each dataset is extracted 
from the sources like Google scholar, Kaggle etc.

Figure 1 describes taxonomy of surveyed databases. The datasets are bifurcated into unimodal and multimodal data-
sets in stage 1 and further segregated into image datasets, video datasets and audio datasets for unimodal and audio 
visual & other modalities for multimodal category.

2.2 � Review of literature for emotion identification

Audiovisual signals can be used to discern between different human emotions. However, it is commonly acknowledged 
that Indians differ from the rest of the world when expressing oneself through facial expressions [3]. A lot of work is 
carried out in the field of emotion recognition with single modality like facial expressions, audio or multimodal signals 
together like audio visual signals with EEG [2]. Happy et al. [4] applied Principal Component Analysis (PCA) with Linear 
Discriminant Analysis (LDA) on the ISED dataset after extracting features using the Local Gabor Binary Pattern (LGBP), 
for emotion recognition of Indians and achieved 86.46% accuracy. Using the CNN ResNet34 model on the iSAFE dataset, 
Shivendra Singh and Shajulin Benedict [5] classified Indians’ facial expressions with 92% accuracy.

Using audiovisual signals, Liam Schoneveld et al. [27] created a multimodal emotion identification system. For facial 
expression identification, the authors suggested a deep CNN model trained with knowledge distillation, and for auditory 
expression recognition, they suggested a modified and improved VGGish model. For the purpose of recognizing facial 
emotions, the scientists employed the AffectNet and Google Facial Expression Comparison (FEC) datasets. An audio-visual 
fusion model combining deep learning features with a Mixture of Brain Emotional Learning (MoBEL) model inspired by 
the limbic system of the brain was proposed by Zainab Farhoudi et al. [28]. Convolutional neural networks (CNN) and 
recurrent neural networks (RNN) were utilised by the authors as deep learning techniques to represent highly abstract 
features, and a fusion model called MoBEL was used to simultaneously learn the previously combined audio-visual 
information. On the eNterface’05 audio visual, the authors trained and assessed the suggested model.

Babajee et al. [29, 30] proposed a CNN model to recognise facial expressions with an accuracy of 79.8%. The authors 
used the (FER2013) dataset to detect emotions. Lee et al. [31] introduced the improved BERT model for emotion rec-
ognition by combining it with heterogeneous characteristics based on language, auditory, and visual modalities. The 
authors evaluated the widely used CMU-MOSI, CMU-MOSEI, and IEMOCAP datasets for multimodal sentiment analysis. 
Darapaneni et al. [32] proposed a deep learning-based method for identifying emotions in a person using their facial 
expressions in order to ascertain that person’s mental state. The researchers employed a deep CNN VGG 16 model and 
transfer learning techniques on the JAFFE dataset to achieve test accuracy of roughly 88%. After extracting features using 
Histogram of Oriented Gradients (HOG), Roy Supta et al. [33] implemented support vector machine (SVM) on JAFFE and 
Cohn-Kanade databases and obtained 97.62% and 98.61% accuracy respectively.

Zhang et al. [34] presented multimodal emotion recognition using speech, video, and text. The team used DenseNet, 
a convolutional neural network on the IEMOCAP dataset, and obtained 68.38% accuracy in extracting the emotional 
elements of the video. Nemati [35] developed hybrid fusion for emotion recognition using auditory, visual, and textual 
modalities. Results of feature-level canonical correlation analysis (CCA) on audio and visual modalities were combined 
with user comments using a decision-level fusion. The authors tested their approaches using SVM and the Naive Bayes 
algorithm on the DEAP dataset.

Pablo Barros [36] in their research published a lightweight deep neural network for facial expression recognition hav-
ing 10 convolution layers and classified the facial expressions into valence and arousal.

From the literature review conducted and summarized, it is evident that even though a lot of research has been 
done on the subject of emotion recognition, majority of the research conducted does not focus on understanding 
the emotions of Indian population. The literature reviewed for datasets depicts that there are four datasets hav-
ing Indian samples out of which citation details are not available for IFExD [20] and IFED [21] datasets. The citation 
details and references available for the remaining two Indian datasets [4, 5] indicate that not much work is done for 
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Fig. 1   The proposed taxon-
omy for the surveyed datasets
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improving their benchmark accuracy. Furthermore, the literature on lightweight deep learning models for Facial 
Emotion Recognition (FER) primarily focuses on models with 10 convolution layers, suggesting a need for more 
computationally efficient models.

To address these gaps, this paper proposes a novel lightweight deep learning model for Indian Emotion Recog-
nition through facial expressions. The proposed model aims to improve accuracy while reducing training time by 
offering lesser computational complexity compared to existing lightweight model in the literature. By leveraging 
the unique characteristics of Indian facial expressions, the model intends to enhance the benchmark accuracy of 
the available Indian datasets [4, 5].

3 � Suggested methodology

The proposed methodology seeks to improve the baseline findings established by the ISED [4] and iSAFE [5] data-
sets with reduced computational complexity using the proposed lightweight models and also advises evaluating 
the results. The proposed system’s architecture is shown in Fig. 2. To eliminate background and extract faces, the 
suggested method uses Haar Cascade on the input image. The second stage concentrates on extracting crucial 
features like position of chin, lips, and eyebrows for accurately distinguishing emotions. In stage 3, the backdrop is 
blurred once these features have been extracted and marked on the source image. Proposed deep learning models 
are applied in the final stage of classification. Section 3.1 below describes different models proposed in this paper 
for classification.

3.1 � Proposed classification models

To increase the baseline accuracy with reduced computational time, the paper proposes a custom built CNN model 
and a custom CNN with SVM model. Three specially designed CNN architectures are presented in this research and 
are shown in Fig. 3. The proposed architectures are designed with a reduced number of convolution layers to enhance 
computational efficiency while maintaining high accuracy. Compared to [36], which has 10 convolution layers in their 
model for emotion recognition, the proposed model is designed with only 4 convolution layers along with two max 
pooling layers. Figure 3a describes the custom built CNN having four Convolution layer with Relu activation function 
along with two fully connected dense layers. Max Pooling is employed in the suggested architecture. Figure 3b shows 
the architecture of custom built CNN where the dense layers were replaced with SVM after flattening. As described 
in Fig. 2, both of these architectures (Fig. 3a and b) are applied after extracting and highlighting important features 
of the input image. The dimensions of the original image were reduced from 256 × 256 to 200 × 200 after feature 
extraction. The third architecture applies custom built CNN on the input image directly without any feature extrac-
tion as shown in Fig. 3c. The paper also applies Resnet50 model for the purpose of comparison.

Fig. 2   Architectural Diagram of Proposed System
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4 � Experiments and results

The experiments employed the datasets ISED [4] and iSAFE [5] to confirm the efficacy of the models suggested in 
this research. Accuracy is an evaluation measure used to assess recognition effects.

4.1 � Datasets employed

4.1.1 � The Indian spontaneous expression database (ISED)

ISED is a single-modality video dataset of Indian-natural face expressions. The dataset contains 428 video clips of 50 
healthy volunteers, including 29 men and 21 women, who are between the ages of 18 and 22 and come from various 

Fig. 3   a Architecture of Custom Built CNN with Manual Feature Extraction, b Architecture of Custom Built CNN with SVM after Manual Fea-
ture Extraction, c Architecture of Custom Built CNN without Manual Feature Extraction
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parts of India. Four emotions—happiness, surprise, sadness, and disgust—were noted in the samples. The authors of 
this dataset applied Principal Component Analysis (PCA) with Linear Discriminant Analysis (LDA) after extracting fea-
tures using the Local Gabor Binary Pattern (LGBP), for emotion recognition of Indians and achieved 86.46% accuracy.

4.1.2 � Indian semi‑acted facial expression (iSAFE)

The dataset consists of 395 clips of 44 volunteers between the ages of 17 and 22; their facial expressions were captured 
as they watched a few stimulating videos; the volunteers self-annotated the facial movements, which were then cross-
annotated by observers for the categories of happiness, sadness, surprise, disgust, fear, anger, uncertainty, and no emo-
tion. The authors used the CNN ResNet34 model to establish a baseline and attained 92% accuracy.

4.2 � Experimental results

The datasets are divided into training set, validation set and test set. During data pre-processing, the video is divided into 
image frames and peak intensity RGB image of 256 × 256 dimensions is taken as input. Data augmentation was carried 
out for ISED dataset [4] by varying brightness and contrast. Feature extraction was carried out by identifying landmarks 
as left eyebrow, right eyebrow, chin, left eye, right eye, upper lip and lower lip. Figure 4 shows facial image after feature 
extraction and outlining.

After Image extraction and outlining, it is given as an input to different models proposed in the paper. Figure 5a and 
b describes parameter summary of custom built CNN model with manual feature extraction and without manual feature 
extraction respectively.

According to the findings of experiments performed on the ISED dataset [4], the custom CNN models with manual 
feature extraction and those without manual feature extraction respectively offered accuracy of 97.6% and 97.01%. 
Whereas custom CNN with SVM after feature extraction provided accuracy of 94.87% and Resnet 50 model trained on 
Imagenet dataset provided accuracy of 97.33%. For each proposed model, a confusion matrix is provided in Fig. 6. To 
further evaluate the proposed models, different evaluation metrics like precision, recall and F1 score are also applied. 
These evaluation parameters and their corresponding values for the ISED dataset are described in Table 2. The proposed 
lightweight CNN models on an average took approximately 80 s of training time whereas the resnet50 model took 
approximately 400 s to converge on ISED dataset.

The results of iSAFE dataset [5] indicate that custom built CNN model with manual Feature extraction provided accu-
racy of 96.72% and Custom CNN without manual feature extraction provided accuracy of 92.45% whereas CNN with 
SVM after manual feature extraction and RESNET 50 provided accuracy of 95.37% and 96.48% respectively. Figure 7 
provides confusion matrix for all proposed models. Different assessment criteria, such as precision, recall, and F1 score, 
are also used to further assess the suggested models. Table 3 provides a description of these evaluation parameters and 
their associated values for iSAFE dataset. The proposed lightweight CNN models on an average took approximately 860 s 
of training time whereas the Resnet50 model took approximately 920 s to converge on iSAFE dataset.

Table 4 presents a comparative analysis of accuracies achieved by the proposed lightweight custom-built CNN mod-
els, along with their corresponding training times, for the ISED and iSAFE datasets. The results highlight significant 

Fig. 4   Feature Extraction and 
outlining
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improvements in accuracy compared to the baseline. The lightweight custom-built CNN model with manual feature 
extraction demonstrates the most remarkable accuracy improvement of 11.14% for the ISED dataset and 4.72% for the 
iSAFE dataset. The CNN model without manual feature extraction also exhibits good accuracy improvement of 10.55% 
for the ISED dataset but provides a relatively smaller improvement of 0.45% for the iSAFE dataset. On the other hand, 
the CNN model with SVM after manual feature extraction shows moderate accuracy improvement, with 8.41% for the 
ISED dataset and 3.37% for the iSAFE dataset. The ResNet-50 model achieves accuracy improvements of 10.87% for the 
ISED dataset and 4.48% for the iSAFE dataset. Notably, the lightweight CNN model with manual feature extraction out-
performs the ResNet-50 model in terms of accuracy improvement. Furthermore, the training time for the lightweight 
CNN model is significantly lower, with a difference of 320 s for the ISED dataset and 60 s for the iSAFE dataset compared 
to the ResNet-50 model. Figure 8a and b illustrate the accuracy comparison graphs of each suggested model with the 
baseline for the ISED and iSAFE datasets, respectively.

5 � Conclusion

This paper proposed an approach for precise human emotion recognition among Indians using custom-built light-
weight CNN model. By utilizing the ISED and iSAFE datasets, which contain video recordings of Indians in the age 
group of 17–22 years, we were able to extract key facial features and apply these models for accurate emotion 
recognition. The experimental results demonstrate significant improvements in accuracy, with the lightweight CNN 
model with manual feature extraction achieving the most remarkable improvement of 11.14% for ISED dataset and 
4.72% for iSAFE dataset, outperforming the baseline models. Comparative analysis with the widely used ResNet-50 
model reveals that our proposed CNN model with manual feature extraction provides competitive accuracy improve-
ments of 0.27% for the ISED dataset and 0.24% for the iSAFE dataset, while requiring significantly less training time. 
This highlights the efficiency and effectiveness of the custom-built lightweight CNN model in capturing the unique 
emotional expressions of individuals in the Indian population. Furthermore, the inclusion of additional evaluation 
metrics such as precision, recall, and F1 score enhances the analysis of model performance. Although a direct com-
parison of these metrics with the baseline is not possible due to the lack of availability of these in the literature, the 
experimental findings strongly support the superiority of our proposed models in accurately recognizing human 
emotions. As a future direction, we plan to expand the evaluation of our proposed models by testing them on diverse 

Fig. 5   Parameter Summary for Custom built CNN a with Manual Feature Extraction, b Without Manual Feature extraction
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image datasets that encompass various ethnicities, with a particular focus on Asian datasets. This will enable us to 
assess the generalizability of our approach and further validate its effectiveness in different cultural contexts.

Fig. 6   Confusion Metrics for a Custom Built CNN with manual feature extraction b Custom Built CNN without manual feature extraction c 
Custom Built CNN with SVM after manual feature extraction d Resnet 50 on ISED dataset

Table 2   Evaluation metrics for 
ISED dataset

Proposed models Metrics Happiness Surprise Sadness Disgust

CNN with manual features F1-Score 0.9785 0.9831 1.0000 0.9333
Precision 0.9891 0.9667 1.0000 0.9130
Recall 0.9681 1.0000 1.0000 0.9545

CNN without manual features F1-Score 0.9733 1.0000 1.0000 0.8889
Precision 0.9785 1.0000 1.0000 0.8696
Recall 0.9681 1.0000 1.0000 0.9091

CNN-SVM with manual features F1-Score 0.9590 0.9130 0.9411 0.9545
Precision 0.9318 0.9130 1.0000 1.0000
Recall 0.9880 0.9130 0.8889 0.9130

Resnet 50 F1-Score 99.18 93.33 100 96.1
Precision 98.37 92.11 100 100
Recall 100 94.59 100 92.5
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Fig. 7   Confusion Metrics for a Custom Built CNN with manual feature extraction b Custom Built CNN without manual feature extraction, c 
Custom Built CNN with SVM after manual feature extraction and d Resnet 50 Model on iSAFE Dataset

Table 3   Evaluation metrics for iSAFE dataset

Proposed Models Metrics Happiness Sadness Surprise Disgust Fear Anger Uncertain No emotion

CNN with manual features F1-Score 0.97279 0.97358 0.96486 0.95491 0.94505 0.97561 0.97333 1.00000
Precision 0.97279 0.97727 0.95570 0.95745 0.96992 0.96386 0.96053 1.00000
Recall 0.97279 0.96992 0.97419 0.95238 0.92143 0.98765 0.986486 1.00000

CNN without manual features F1-Score 0.95238 0.92754 0.93215 0.91610 0.89764 0.90640 0.89347 0.95146
Precision 0.92949 0.96241 0.95181 0.91403 0.92683 0.85981 0.90278 0.94231
Recall 0.97643 0.89510 0.91329 0.91818 0.87023 0.95833 0.88435 0.96078

CNN with SVM after manual features F1-Score 0.96430 0.96680 0.94620 0.94740 0.91210 0.96820 0.96200 0.96300
Precision 0.95740 0.95620 0.94350 0.94970 0.93970 0.97440 0.95600 0.97500
Recall 0.97120 0.97760 0.94890 0.94500 0.88620 0.96200 0.96820 0.95120

Resnet 50 F1-Score 0.9822 0.9443 0.9565 0.9627 0.9651 0.952 0.9592 0.9855
Precision 0.9764 0.9415 0.9442 0.9713 0.9822 0.9675 0.9569 0.9714
Recall 0.9881 0.9471 0.9692 0.9542 0.9486 0.937 0.9615 1
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Table 4   Comparative analysis of proposed lightweight CNN models

Datasets 
employed

Models Accuracy % Enhanced accuracy com-
pared to baseline %

Training time Improvement in 
training time require-
ment

ISED CNN with manual features 97.60 11.14 Approx. 80 320
CNN without manual features 97.01 10.55
CNN with SVM after manual features 94.87 8.41
RESNET 50 97.33 10.87 400

iSAFE CNN with manual features 96.72 4.72 Approx. 860 60
CNN without manual features 92.45 0.45
CNN with SVM after manual features 95.37 3.37
RESNET 50 96.48 4.48 920

Fig. 8   Accuracy Comparison of proposed models with baseline results for a ISED dataset b iSafe Dataset
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