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Abstract

This review aims to explore the growing impact of machine learning and deep learning algorithms in the medical field,
with a specific focus on the critical issues of explainability and interpretability associated with black-box algorithms. While
machine learning algorithms are increasingly employed for medical analysis and diagnosis, their complexity underscores
the importance of understanding how these algorithms explain and interpret data to take informed decisions. This review
comprehensively analyzes challenges and solutions presented in the literature, offering an overview of the most recent
techniques utilized in this field. It also provides precise definitions of interpretability and explainability, aiming to clarify
the distinctions between these concepts and their implications for the decision-making process. Our analysis, based on
448 articles and addressing seven research questions, reveals an exponential growth in this field over the last decade.
The psychological dimensions of public perception underscore the necessity for effective communication regarding the
capabilities and limitations of artificial intelligence. Researchers are actively developing techniques to enhance interpret-
ability, employing visualization methods and reducing model complexity. However, the persistent challenge lies in finding
the delicate balance between achieving high performance and maintaining interpretability. Acknowledging the growing
significance of artificial intelligence in aiding medical diagnosis and therapy, and the creation of interpretable artificial
intelligence models is considered essential. In this dynamic context, an unwavering commitment to transparency, ethical
considerations, and interdisciplinary collaboration is imperative to ensure the responsible use of artificial intelligence.
This collective commitment is vital for establishing enduring trust between clinicians and patients, addressing emerging
challenges, and facilitating the informed adoption of these advanced technologies in medicine.

1 Introduction

The rise of Artificial Intelligence (Al) led to a revolutionary transformation in the medical field, redefining how diag-
nostic and therapeutic challenges are addressed. This synergy is revolutionizing the concept of personalized patient
care, opening up new perspectives in prevention, therapy, and optimization of medical resources. In this evolving
scenario, Al algorithms allow us to analyze complex biomedical data, identify and extract hidden patterns, and drive
the decision-making process. The ability to process large amounts of information quickly and efficiently allows for
earlier diagnoses, targeted treatments and more efficient management of medical conditions [1].
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Unfortunately, understanding how these systems make decisions remains a critical issue for clinicians, profession-
als, patients and stakeholders involved in the process. There is an ongoing debate on the transparency of decision-
making processes, the interpretability of algorithms, and ethical issues related to the adoption of automated systems
in the clinical context [2].

Although current research results indicate that Al algorithms can outperform humans in certain analytical tasks,
the lack of interpretability and explainability limit the adoption of Al-based solutions in the medical context, as it
raises legal and ethical concerns, potentially hindering progress and preventing new technologies from realizing
their full potential in improving health care.

In Al systems theory, we can identify two distinct methods for categorizing models and algorithms: Interpretable
(i.e. white-box) and non-interpretable (i.e. black-box) [3]. This differentiation is based on the clarity of the relationship
between the input-output data and the outcomes generated by the model. White-box models have recognizable and
understandable characteristics that help explaining the influence of variables on predicting outcomes, for instance
linear regression models and decision trees belong to this family. On the other hand, black-box models are based
on highly complex structures where the processes, parameters and predictions are unknown, for instance, in the
case of deep learning algorithms and random forest models. Black-box models might incorporate harmful biases [4,
5] and this could hurt clinicians’ confidence and trust. Indeed, if an algorithm is trained on data reflecting cultural
or social biases, it can result in discriminatory decisions that exacerbate inequalities rather than reduce them. This
raises important ethical questions about fairness and justice towards the individuals involved.

Finally, while white-box models feature easier-to-understand processes and results, black-box models show better
performance and accuracy. This can be mainly attributed to the intrinsic ability of black-box models to learn complex
and non-linear representations of data. Their more complex and flexible structure allows to capture intricate details
and hidden relationships in the data, improving the model’s ability to make more accurate predictions. While white-
box models often rely on simpler and more interpretable relationships [3].

It has also to be considered the rising of ethical concerns related to the opacity of algorithms. Regulatory frame-
works such as the General Data Protection Regulation (GDPR) [6], a European legislative framework, defines the legal
requirements for acquisition, storage, transfer, processing and analysis of health data [7]. The GDPR also emphasizes
the "right to explanation", which gives individuals the right to understand how automated decisions can affect them.
It also highlights the concept of accountability, placing the responsibility on organizations to demonstrate compli-
ance with regulations. This implies greater transparency in data processing and the need to clarify how algorithms
operate when involving personal data.

In summary, this paper aims to explore the interpretability and explainability of Machine Learning (ML) and Deep
Learning (DL) algorithms within the medical domain. We will investigate the particular challenges highlighted in
existing literature and analyze the ramifications of algorithmic opacity. We will also examine specific case studies
that show how interpretability and explainability can make a difference in daily clinical practice, and explore the
most relevant technical approaches to generate easy-to-understand explanations.

The paper is structured as follows: Sect. 1 presents an introduction to the topic of explainability and interpret-
ability of Al in the medical field. In Sect. 2 we provide a brief discussion on explainability and interpretability in
artificial intelligence. Section 3 presents the investigations already available in the literature on the interpretability
and explainability of Al algorithms in the medical field.

Section 4 defines the inclusion and exclusion criteria for the construction of our dataset. In section 5 we describe
the results obtained from the Scopus and Web of Science databases and propose seven research questions. We
highlight the results obtained by comparing the two datasets, considering different levels of detail. In particular,
in subsections 5.1, 5.3, 5.3, we provide a quantitative analysis of the state of the art relating to the application of
interpretability and explainability techniques in Al in the medical field, in particular by focusing on the main chan-
nels used for publication and in which countries the most active are located research centres. In Sect. 6 we proceed
with the analysis of the 10 papers chosen for the analysis and in subsections 6.1, 6.2, 6.3, we analyze the application
domains of the proposed techniques, provide technical insights on the formalization of the problems and discuss the
performance metrics used for the evaluation and finally we consider the challenges faced by each paper. In Sect. 7
we discuss the selected papers and compare them with our definition of explainability and interpretability of Al
algorithms in the medical field. Finally in Sect. 8 we provide conclusions of the proposed study.
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2 Explainability and interpretability

Al algorithms'interpretability and explainability represent one of the fundamental pillars in the research and devel-
opment of advanced Al systems [8].

Explainability is often confused with interpretability when interpretability is a prerequisite for explainability [9].
Furthermore, interpretability is sometimes defined as a part of explainability [10]. Ambiguity can arise when, in con-
texts of discussion about Al, the two words are used interchangeably, without precise distinction between the two
concepts. However, the difference is important and can influence how we evaluate and implement Al algorithms.

The Explainability property of a model includes the ability to provide detailed and understandable reasoning for
specific decisions. Explainability usually involves the capability to identify and understand the parameters within
a system, understand nodes, architectures, and computational units that process and transmit information, and
understand the significance of each component Within a system.

Interpretability, on the other hand, is the ability to understand the general behaviour of a model without necessar-
ily delving into each decision. Thus, interpretability can be seen as a broader component of explainability, providing
a general, high-level view of the model without going into specific details. Interpretability pertains to the extent to
which a system'’s cause-and-effect relationships can be understood. It also involves not only understanding but also
describing how a system operates or behaves. In general Al systems may vary in terms of their interpretability, with
some being more transparent and interpretable than others. This is also related to the notion of degree of interpret-
ability. To summarize, we might say that:

o Interpretability. It is about the degree to which a cause and effect can be seen inside a system and refers to a
certain way something is understood or described. As a result, it can identify the cause of a problem and foresee
what will happen if the input or computational parameters change [10].

e Explainability, It refers to the ability to provide explicit and understandable justifications or reasoning for model-
specific decisions, it is the ability to recognize the parameters and understand what a node stands for and its
significance within a system [10].

Existing methods to support explainability and interpretability of Al systems are often divided into a priori and a
posteriori approaches. A priori explainability and interpretability techniques refer to concepts known or presumed
before experience or observation of specific data. In this context, a priori explainability and interpretability refer to
integrated techniques or design considerations applied during the creation and design of an Al model. They can be
summarized as follows:

e The architecture simplicity can enhance interpretability by employing models with simpler topologies, such as
linear models or shallow neural networks [11];

e Feature engineering involves selecting or creating features that reflect understandable or well-known concepts in
a given domain. Regularization techniques, such as penalizing large weights to encourage sparsity and enhance
interpretability, can be employed [12];

e Regularization algorithms, including L1 and L2 regularization, can be utilized to promote sparsity and improve
interpretability [13];

e Implementing a depth limitation can prevent the development of overly complex systems, contributing to the
interpretability of the model.

A posteriori explainability and interpretability techniques refer to concepts derived or deduced from experience or
observation of specific data. In this context, a posteriori explainability and interpretability refer to techniques applied
after the model has been trained to understand the specific decisions made by the model. They include:

e LIME (Local Interpretable Model-agnostic Explanations), which provides local explanations for certain input
instances and offers a post-hoc comprehension of model decisions, is one technique that serves as an example
[14];

o SHAP (SHapley Additive exPlanations), which uses the Shapley values idea to assign feature contributions to each
input variable and explains predictions made by the model in the past [15];
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e Feature visualizations, which use specific data instances to build retrospective visualizations of the most significant
aspects;

e A sensitivity analysis to assess how slight changes in the inputs might have affected the model’s predictions in the
past [16].

Usually a posteriori approach is not considered during system design and it is concerned with extracting explanatory
information from existing systems [17] (typically based on the black-box approach).

Developing an explainable and interpretable Al system is usually challenging and variable because its complexity will
depend on the main purpose of the model as well as on its related variables and features. There are many reasons why
explainability and interpretability can be desirable or necessary in Al systems [18] among which are ethical, legal, and
practical. The following are some of the main obstacles to their implementation:

e Opacity of complex models: Deep learning techniques, such as deep neural networks, can build highly complex models
with millions of parameters. Even the model’s developers themselves may find it challenging to comprehend how
the model comes to its conclusions due to its intricacy.

o Trade-off between performance and interpretability: It is frequently required to utilize more complex models to gain
higher performance in terms of accuracy and generalization. But more intricate models typically have a harder time
being understood. A significant problem is striking the ideal balance between performance and interoperability.

e Bias in training data: If a model is trained on biased data, it may carry over these biases and produce discriminating
or inaccurate decisions. It's critical to comprehend how the model uses the data and find any unintentional biases.

o Interpretability of features: A key component of interpretability is knowing which features are pertinent to model
decisions. In many situations, particularly with complicated models like deep neural networks, it can be challenging
to pinpoint which parts impact the model.

e Scalability: Because large-scale deep learning models contain many more parameters and demand more computer
resources for interpretive analysis, interpretability can be more challenging to achieve in these models.

e Changes in model behaviour: A machine learning algorithm'’s behaviour may alter over time due to modifications to
the input data or the training it receives. It can be difficult to maintain an interpretable model in the face of such
changes.

e Social acceptance: Even if a model may be interpreted in theory, it may be challenging to convince users to do so,
especially if the justifications offered do not line up with their intuitions.

To address these challenges, scientists and engineers are developing various techniques and approaches to improve the
interpretability and explainability of Al algorithms. This includes using visualization techniques, interpreting features,
generating textual explanations, and reducing model complexity.

Finding a balance between high performance and interpretability is an ongoing challenge, but essential to ensuring
that Al can be used ethically and responsibly for the benefit of society as a whole [19]. Advances in this field are critical
to shaping the future of artificial intelligence.

3 Related work

In the extant literature, there are already some review articles that present and discuss trends and challenges related
to the integration of the notions of interpretability and explainability into Al systems. We do not include them in our
literature analysis, so this section provides an overview of the most significant contributions.

Biran et al. [20] look at various approaches for making machine learning models understandable. The authors investi-
gate methods for enhancing user confidence and boosting real-world adoption by making complex models accessible
and intelligible. The authors categorize the many interpretation techniques they look at into several groups. Rule-based
approaches, global and local procedures, visualization techniques, and model representation-based approaches are
some of these categories. Additionally, they demonstrate the practical importance of these interpretation strategies by
highlighting how they are used in particular fields like finance, marketing, and health.

Guidotti et al. [21] provides a comprehensive overview of the methods proposed in the literature to explain decision-
making systems based on opaque and dark machine learning models. They identified several explainability problems
and provided a formal definition for each. Identified “black box” problems include the model explainability problem, the
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outcome explainability problem, the model inspection problem, and the transparent box design problem. The analysis
of the literature led to the conclusion that, although many approaches have been proposed to explain "black boxes",
some important scientific questions remain unresolved.

By incorporating viewpoints from the social sciences, Miller et al. [22] explore the function of explanations in Al in
this paper. The authors emphasize the need to make algorithm conclusions more user-acceptable and understandable
while discussing the significance of explanations in artificial intelligence systems. They look at the many difficulties in
giving convincing explanations, taking into account variations in how explanations are perceived on a cultural, social,
and psychological level. The authors stress how crucial it is to involve users in the design of explanations to make sure
they are useful and well-received. To increase the comprehension and social acceptance of intelligent technology, the
paper proposes an interdisciplinary method to address the complexity of explanations in Al.

Arrieta et al. [19] investigate the concepts, taxonomies, prospects, and difficulties within Explainable Artificial Intel-
ligence (XAl) to address the moral and societal ramifications associated with the secrecy of Al algorithms. The authors
stress the significance of creating more understandable models to encourage the responsible use of Al and the sig-
nificance of comprehending and interpreting algorithmic judgments to guarantee responsible governance. Based on
factors including the type of explanation, the level of granularity, and the manner of application, the authors suggest
various taxonomies to categorize XAl techniques. The authors also discuss difficulties in implementing XAl, such as the
necessity to manage the trade-off between precision and interpretability and the role of privacy in connection to model
explainability. Other difficulties include the need to balance explainability and complexity.

Tjia et al. [23] discuss the importance of interpretability in black x machine decisions in a medical context. They provide
an overview of the interpretations proposed in different studies and classify them according to their clarity. In the medi-
cal field, such explanations are essential to justify the reliability of algorithmic decisions. However, this article highlights
challenges such as risks associated with manipulating explanations and the quality of training data. It also highlights the
importance of specialized training to correctly interpret algorithm descriptions in a medical context. Finally, this article
calls for a critical approach to the use of algorithmic interpretation, which should be seen as a complementary support
to medical decisions until a more robust approach to interpretability is developed.

Stiglic et al. [24] emphasize the significance of interpretability in machine learning (ML) models in the context of
healthcare. The authors divided interpretability approaches into two main categories: one centred on personalized
(local) interpretation, which emphasizes thorough justifications at the individual level, and the other concerned with the
synthesis of prediction models on a population level (global), useful for getting a broad overview of trends. Additionally,
they divided interpretability techniques into two groups: model-specific procedures and model-neutral strategies. The
former analyses predictions made by a particular ML model, like a neural network. On the other hand, model-agnostic
approaches offer clear justifications for any ML model’s predictions, regardless of its architecture.

Amann et al. [7] discuss the issue of interpretability in the use of artificial intelligence (Al) in the healthcare industry,
highlighting that while Al-based systems have demonstrated superior performance over humans in specific analytical
tasks, the lack of interpretability has drawn criticism. The authors use the case of Al-based clinical decision support
systems as a starting point for their multidisciplinary analysis of the applicability of interpretability for medical Al, tak-
ing into account the perspectives of technology, law, medicine, and patients. Based on the findings of this conceptual
study, an ethical evaluation of the "Principles of Biomedical Ethics" by Beauchamp and Childress (autonomy, beneficence,
nonmaleficence, and justice) is carried out to ascertain the necessity of interpretability in medical Al. Each domain draws
attention to a distinct collection of factors and ideals crucial to comprehending the function of interpretability in clinical
practice. The importance of taking into account the interaction between human actors and medical Al was emphasized
from both a medical and patient perspective. The absence of interpretability in clinical decision support systems poses a
threat to fundamental medical ethical principles and may have unfavourable effects on both individual and public health.

In the paper [25] Mehrabi et al conduct in-depth research on bias and bias in machine learning models. The authors
look at the causes of bias, and how it manifests in models and solutions to these issues. They identified the main causes of
bias in machine learning models, including characteristics included in the models, training data, and the learning process
itself. The authors investigated different metrics to evaluate bias in models, such as group fairness, individual fairness,
and fairness of opportunity, and they analyzed several strategies to mitigate bias in machine learning models, including
gathering balanced data, adjusting model weights, and implementing fairness metrics to evaluate model performance.
They examine the difficulties brought about by these measurements as well.

In this work, Chakrobartty et al. [26] focus on the recent advancement of XAl in the setting of medicine to offer
a comprehensive overview of XAl approaches and techniques noted in the literature. The article addresses XAl
approaches and techniques utilized in ML systems in the medical industry through a thorough literature review. The

@ Discover



Review Discover Artificial Intelligence (2024) 4:15 | https://doi.org/10.1007/544163-024-00114-7

given conceptual framework for categorizing XAl approaches and techniques aids in the organization and discussion
of the available literature. The balance between interpretability and accuracy is emphasized in the paper as a major
subject in the literature, with some studies emphasizing interpretability in addition to accuracy.

In [2] the authors use the systematic mapping procedure to review the literature on interpretability strategies
utilized in the medical area. The following factors were taken into account: the locations and years of publications;
the types of contributions; the medical and ML disciplines; the ML objectives; the interpretation of "black box" ML
techniques; the examination of interpretability techniques; the performance of the techniques; the best techniques;
and, lastly, the datasets used in the evaluations of interpretability techniques. The results show an increase in the
number of interpretability studies over time, with a predominance of solution proposals and empirical types based
on experiments, after selecting 179 articles (1994-2020) from six digital libraries (ScienceDirect, IEEE Xplore, ACM
Digital Library, SpringerLink, Wiley, and Google Scholar). The most common medical activities, fields, and ML aims
were discovered to be classification, oncology, and diagnosis. The most popular "black box" ML approaches for inter-
pretability are artificial neural networks. Accuracy, integrity, and the number of rules were other criteria that were
frequently employed to gauge interpretability.

In [27] the authors consider the problem of interpretability. They emphasize that while Al systems have displayed
outstanding performance in numerous clinical activities, efforts to make the Al more "interpretable" or explicable
have been prompted by the lack of transparency of some of its black boxes. The paper argues that clinicians may
favour interpretable systems even at the expense of maximum accuracy, defending the importance of interpretabil-
ity. This inclination is supported by the fact that to get the intended benefits, doctors must employ Al. The authors
make the point that giving accuracy priority over interpretability could be a "lethal bias," reducing the advantages
of Al for patients.

Combi et al. look into the application of explainable artificial intelligence (XAl) in biomedical settings in [17],. The
authors identify five key topics that demand more study. The first point is the importance of bridging the symbolic
and sub-symbolic machine learning methodologies. Engineering explainability in intelligent systems is another
major problem, and overcoming it calls for a thorough investigation of the structural, functional, and behavioural
traits of various intelligent systems as well as the requirements of their users. The assessment and enhancement of
the results of explainable elements and methodologies is the third key part. It is emphasized that the study must
examine the effects on users’ beliefs, attitudes, and behaviour and how accurately intelligent systems make decisions.
Determining whether explainability is required also becomes a concern. Finally, the need to look into user-centred
explainability artefact design becomes apparent. For XAl, user-centred design is essential.

Farah et al. [28] review key ideas for creating medical devices using Al and emphasize the value of algorithm per-
formance, interpretability, and explainability. According to the literature review, three crucial criteria-performance,
interpretability, and explainability-have been highlighted by health technology assessment organizations as being
crucial for establishing trust in Al-based medical devices and are therefore essential for their evaluation. Based on the
model’s structure and the data at hand, suggestions were given for how and when to evaluate performance. Further-
more, methods for supporting their evaluation have been developed, taking into account the fact that interpretability
and explainability can be challenging concepts to define mathematically. An estimated regulatory requirements
flowchart for the development and assessment of Al-based medical devices has been made available.

In [29] Ali et al. give a summary of recent developments and trends in the field of the explainability and interpret-
ability of Al algorithms. Using a hierarchical categorization method, the authors categorize the XAl techniques into
four categories: (i) data explainability, (ii) model explainability, (iii) post-hoc explainability, and (iv) evaluation of
explanations. They also provide information on existing evaluation measures, open-source software, and datasets
with potential future study topics. They also discussed explainability’s significance in terms of legal constraints, user
viewpoints, and application orientation, which they refer to as XAl issues. The authors reviewed 410 critical publica-
tions that were published between January 2016 and October 2022 to assess XAl approaches and evaluations. The
proposed framework for the end-to-end implementation of an XAl system combines evaluation approaches with
design objectives, among them XAl considerations.

Finally, in [30] Band et al. looked into the uses of explainable artificial intelligence (XAl) in the healthcare industry.
XAl aims to make the outcomes of artificial intelligence (Al) and machine learning (ML) algorithms in decision-making
systems transparent, fair, accurate, general, and understandable. In this article, a critical evaluation of earlier research
on the interpretability of ML and Al techniques in medical systems is conducted. The article also covers the potential
impact of Al and ML on healthcare services.
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4 Research methodology

This section describes the research methodology used in this study. It consists of five phases, which can be sum-
marized as follows: (i) Definition of the research question, ii) Preliminary data analysis, iii) Definition of inclusion and
exclusion criteria and iv) Identification of relevant studies based on inclusion and exclusion criteria v) Data Extraction
and analysis. For each document analyzed, we considered: the problem addressed, the formalization of the problem,
the approach used, and the challenges faced.

The first step is to define the research questions. Specifically, the following questions were considered:

e RQ1:How many scientific studies have been published between 2013 and 2023 regarding the interpretability and
explainability of ML and DL algorithms?

RQ2: What are the most relevant publication channels?

RQ3:Which countries had the most active research centres?

RQ4: What application areas and methods were used?

RQ5: What are the most interpretability and explainability algorithms?

RQ6: What metrics were used to evaluate performance?

RQ7:What were the challenges addressed?

The databases we use to collect papers are those of the search engines Scopus and Web of Science.

Scopus is a comprehensive academic research database, offering abstracts and citations across various disciplines.
Authors, connections, and citation trends are all covered. For transdisciplinary research, citation analysis, and evalu-
ating the significance of articles, researchers use Scopus. The database has options for setting up alerts, extensive
search capabilities, and journal analytics. Institutions often grant access, and Scopus is frequently used for literature
reviews and keeping up with the most recent research [31]. Web of Science is an academic research database that
provides access to a wide range of scientific and academic information. It uses information from scientific journals,
conferences, patents, and other sources. It is renowned for its multidisciplinary reporting. Users can investigate
relationships between scientific papers using Web of Science’s sophisticated search and analysis features. It is fre-
quently used to assess the influence of academic work, spot trends in the field, and find academic partners. Libraries
or academic institutions are often the only ways to access the Web of Science [32].

To limit the scope of our research to the notions of interpretability and explainability of ML and DL algorithms, we
defined the following search string: "((explainable OR interpretable OR interpretability OR explainability) AND ((machine
AND learning) OR (deep AND learning) OR (artificial AND intelligence)))". The search produced 26,951 results for the
Scopus database and 21,633 results for the Web Of Science database. To refine the results of our analysis, we used
the following inclusion and exclusion criteria.

Inclusion criteria:

Written in English;

Papers that had been written between 2013 and 2023;

The study must be either a journal article, or a proceeding paper, or a book chapter.

The focus is clearly on the interpretability and explainability of the ML and DL algorithms;
If there are duplicate articles, the most recent version is included.

Exclusion criteria:
e [f there are duplicate articles, the most recent version will be included.
Our analysis produced 23,805 results for the database Scopus and 19,709 for the database Web of Science. Subse-

quently, we investigated how many documents there are by subject area, as shown in Figs. 1 and 2 for the Scopus
and WOS databases, respectively.
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Fig.2 Documents by subject area for the Web of Science dataset

Then we selected only those papers related to the medical area and identified 3,178 documents for the database
Scopus and 805 documents for the database WOS. We compared the two datasets and took into consideration only
those papers listed in both datasets. Our final dataset was composed of 448 papers.

Then we combined information on the index keywords of these documents with the number of citations and
the year of publication. Specifically, we calculated the frequency of each keyword to identify the most commonly
used applications and methods in the literature. For this purpose, we standardized the keywords to avoid spelling
inconsistencies. These values were combined with citation count and publication year to identify the most recent
relevant studies. If index keywords were missing, we used the author’s keywords. For documents without authors or
index keywords, we used the title as the relevant keyword. To identify the documents to be included in our analysis,
we applied the following criteria:

e Occurrence of keywords (i.e., most common keywords in the papers in the dataset);

e Year of publication;
e Number of citations based on the year of publication.
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Following these criteria, we identified and thoroughly examined 10 papers that addressed the research questions out-
lined previously. In the subsequent sections, we begin by examining the initial documents retrieved from Scopus and
Web of Science (WOS) using the predefined search strings and applying specific inclusion/exclusion criteria.

5 Results

The analysis of the initial set of papers, selected based on the search strings outlined in Sect. 4, was used to address the
first four research questions, namely RQ1, RQ2, RQ3, and RQ4.

5.1 RQ1: How many scientific studies have been published between 2013 and 2023
regarding the interpretability and explainability of ML and DL algorithms?

This research question aims to quantify the interest of the international scientific community in the application of Al
interpretability and explainability methods in the medical field over the last 10 years. As shown in Figs. 3 and 4, the num-
ber of publications remained relatively low until 2018, with the number of publications each year being less than eighty.
There has been a rapid growth of interest in this topic since 2019, reaching 974 articles for the Scopus database and 164
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articles for the WOS database in 2023, demonstrating the growing interest in this topic in recent years. It is important to
note that the data for the year 2023 is current as of October 2023.

We then compared the data from the two databases and extracted only the papers common to both, obtaining 448
scientific studies, and we will only consider these papers for the following analyses.

5.2 RQ2: What are the most relevant publication channels?

With this research question, we aim to show which are the main channels used for disseminating research in the applica-
tion of explainability and interpretability techniques in Al. The Table 1 shows the results of our analysis.

5.3 RQ3: In which country were located the most active research centres?

This research question focuses on countries whose research centres contribute to the study of the explainability and
interpretability of Al in the medical field. In Fig. 5 we only focused on countries with at least 5 publications and, as we
can see, the largest number of articles came from research centres located in the United States (114 articles), followed by
China (80 articles), Italy (27 articles), Spain (16 articles), United Kingdom (16 articles), South Korea (13 articles), Canada
(12 articles)2, France (10 articles), Taiwan (10 articles), Netherland (8 articles), Austria (7 articles ), Germany (7 articles),
Singapore (7 articles), India (6 articles) and Japan (5 articles). It is important to note the presence of articles jointly written
by research centres located in multiple countries. To show the relationships between co-authors, in Fig. 6, we represent
the countries with at least 5 occurrences among the analyzed documents. As we can see, the countries with the most
connections are the United States and China (9 connections).

5.4 RQ4:What application areas and methods were used?

This research question aims to analyze the application domains and techniques used for the explainability and inter-
pretability of Al in the medical field. To do this, we analyzed the keywords in the index of the 448 articles that were not
excluded. Figure 7 shows the application domain. We grouped keywords into macro areas and, as you can see from the
image, most of the articles were classified in one of them.

Regarding the proposed approaches, we followed the same procedure as previously described for application domains
grouping keywords that refer to the same method, shown in Fig. 8.

Furthermore, we performed a bibliographic analysis of the co-occurrence of the index keywords using VOSviewer
[33] as shown in Figure 9. Having a co-occurrence means that 2 keywords occur in the same work. After a data clean-
ing process, VOSviewer detected 10 clusters by considering keywords with 3 occurrences at least. In the diagram, each
cluster corresponds to a colour, and each element within a cluster corresponds to a colour. The size of the circle and the
label of the circle depend on the number of occurrences of the related keyword. The lines between elements describe
the co-occurrences of keywords in an article. Each cluster groups together keywords identifying an application domain
and/or the approaches used to address problems related to the explainability and interpretability of Al algorithms in
the medical field.

6 Analysis of the main papers

In this section, we focus on the 10 documents chosen using the selection criteria for the main documents (see Sect. 5).
First, we provide a high-level analysis of the application of the domain and interpretability and explainability approaches
in Al used in the medical field. Then, we give an overview of the formalization of the problem of interpretability and
explainability of algorithms used in the Al field (i.e. methodologies used, type of research) (research question RQ5). Next,
we analyze the performance measures used for the evaluation of the results (research question RQ6). Finally, we evalu-
ate the main challenges faced (research question RQ7). In Table 2, we indicate for each article (first column) the year of
publication (second column), the number of citations (third column), the method underlying the proposed technique
(fourth column), and the dataset used for the analysis (fifth column).

The most important application domains are shown in Fig. 7. In particular, they include COVID-19, Alzheimer’s disease,
cardiac disease, electrocardiograms, brain and breast cancer.
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Table 1 The main channels used for disseminating research in the application of explainability and interpretability techniques

Source Number of
Pubblications

IEEE Journal of Biomedical and Health Informatics 65
Computer Methods and Programs in Biomedicine 60
BMC Medical Informatics and Decision Making 56
Artificial Intelligence in Medicine 47
Journal of Biomedical Informatics 43
npj Digital Medicine 26
Journal of the American Medical Informatics Association 15
International Journal of Medical Informatics 14
Journal of Medical Internet Research 12

\e]

Frontiers in Digital Health

Proceedings—2021 IEEE 9th International Conference on Healthcare Informatics, ISCHI 2021
JAMIA Open

Digital Health

Statistics in Medicine

Proceedings - IEEE 20th International Conference on Bioinformatics and Bioengineering, BIBE 2020
The Lancet Digital Health

Proceedings—2022 IEEE 10th International Conference on Healthcare Informatics, ICHI 2022
Medical Decision Making

Journal of Medical Systems

JMIR Formative Research

Progress in Biomedical Optics and Imaging - Proceedings of SPIE

Journal of Healthcare Informatics Research

JMIR Medical Informatics

BIBE 2021-21st IEEE International Conference on Biolnformatics and BioEngineering, Proceedings

w A DDA DA U UL LTLLLTOVO N N

Proceedings of the 11th ACM International Conference on Bioinformatics, Computational Biology and Health Informatics,
BCB 2020

Proceedings—2023 IEEE International Conference on Digital Health, ICDH 2023

2022 IEEE Conference on Computational Intelligence in Bioinformatics and Computational Biology, CIBCB 2022
JMIR mHealth and uHealth

Health Information Science and Systems

Health Informatics Journal

BMJ Health and Care Informatics

2020 IEEE International Conference on Healthcare Informatics, ICHI 2020

Statistical Methods in Medical Research

Proceedings—2023 IEEE/ACM International Conference on Connected Health: Applications, Systems and Engineering Tech-
nologies, CHASE 2023

Journal of Evaluation in Clinical Practice

—_ = NN N NN W W

Clinical and Experimental Emergency Medicine
Applied Clinical Informatics

S N

ACM-BCB 2018—Proceedings of the 2018 ACM International Conference on Bioinformatics, Computational Biology, and
Health Informatics

2019 IEEE International Conference on Healthcare Informatics, ICHI 2019 1

In Table 2 we also show that the main techniques used, that are neural networks [34-37] (such as CNN, LSTM and
Boltzmann machine) [38, 39] followed by other machine learning algorithms (such as K-nearest neighbours, Logistic
Regression, Naive Bayes, Random Forest and Support Vector Machines).
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6.1 RQ5:What are the most interpretability and explainability algorithms?

The focus of this research question is on technical aspects that may prove beneficial for practitioners in gaining insight
into the environment explored by the authors. The table encapsulates the problem formulation details extracted from
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Fig.7 Overview of the application domains

Overview methods used
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Fig.8 Overview of the methods used

the chosen articles. Each paper is scrutinized to discern the interpretability and explainability techniques employed.
Additionally, insights are furnished regarding the datasets utilized in the experiments, delineating between real
and synthetic data. It is important to note that not all documents explicitly provide this information. Consequently,
instances where the dataset information is unspecified are denoted with "N/A." The most used techniques are:
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Fig. 9 Bibliometrics analysis on the co-occurrence of index keywords

o Decision support systems: or DSS are capable of converting the output of these algorithms into comprehensible graph-
ics. The aspects that have the greatest impact on decisions are highlighted using graphs, heat maps, and other visual
representations. A well-designed DSS also provides a user interface that is simple to use even for those without a
thorough understanding of machine learning [7, 38].

e Gradient-weighted Class Activation Mapping: or Grad-Cam useful for highlighting the parts of an image given as input
to CNN that have most influenced the network’s decision in recognizing a specific class of objects. It evaluates the
gradients of the output level of the network concerning the class we are examining. These gradients tell us how much
each part of the image contributed to the decision. Then, these gradients are used to weigh various aspects of the
image, particularly those of the last convolutional layer of the network. The result is an activation map that can be
overlaid on the original image. This map visually tells us which regions of the image were crucial for the network in
making its decision [34].

e Shapley Additive Expansion or SHAP is an advanced explainability technique that helps us decompose and understand
complex model decisions, it is based on cooperative game theory. To evaluate the importance of a variable, SHAP
performs random permutations of the variables, evaluating how the model’s predictions change compared to the
original input. Each value represents how much each variable contributes on average to the model’s predictions. The
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final result is a SHAP graph, which shows, for each prediction of the model, how much each variable influenced the
decision [36, 401].

e [ocal Interpretable Model-agnostic Explanations or LIME to explain a specific prediction of the model select a sample
of data similar to the one we are examining. Then, it introduces some perturbations, or small random changes, to
these characteristics to create a “perturbed” data set. It then uses the machine learning model to make predictions
about these perturbed instances, and the resulting predictions are weighted based on how similar each perturbed
instance is to the original [40].

6.2 RQ6: What metrics were used to evaluate performance?

This research question aims to provide an overview of the metrics used to measure the performance of the algorithms
utilized in the 10 selected papers. In the second column of the Table, we report information on the metrics found in
the articles. As we can see in Table 3, performance measures vary widely depending on the application domain and the
objective of the method proposed in each article. But the most used metrics are:

e Accuracy:is an indicator of how well the model can correctly classify instances in the dataset and is the ratio of correct
predictions to total predictions. In ML and DL algorithms, accuracy indicates how close measurements are to the true
value [41].

e Precision: is a measure that provides information on the quality of positive predictions made by a model. Thus, preci-
sion is calculated as the ratio of true positives to the sum of true positives and false positives, that is, how precise the
model is in declaring objects positive. [42].

e Recall: indicates the ability of a model to correctly identify all the positive instances present in a dataset. Recall is
obtained by dividing the number of true positives by the sum of true positives and false negatives. In essence, recall
gives us an idea of how sensitive the model is in detecting positive examples while trying to minimize false negatives
[43].

e AUC: evaluate the discrimination capacity of a classification model. The AUC represents the area under this ROC curve.
It measures how well the model can distinguish between positive and negative classes [44].

6.3 RQ7:What were the challenges addressed?

Artificial intelligence (Al) in the medical field has revolutionized the approach to the diagnosis, treatment and manage-
ment of pathologies, posing new challenges in personalizing care. This innovative panorama, as we already specified
in the previous sections, raises crucial questions about the transparency, interpretability and ethical executability of Al
predictive and decision-making models. To address these challenges, we have identified and reviewed 10 papers in the
literature that employ cutting-edge methodologies. From rapidly identifying COVID-19 using X-ray images to enhancing
the explainability of Al-driven clinical decision support systems, these studies provide a comprehensive overview of the
advancements and obstacles in the integration of artificial intelligence in health and medicine. In the third column of
Table 3, we summarize the challenges discussed in these papers. Similar to performance metrics, Table 3 illustrates the
wide range of challenges encountered, influenced by the specific application context and objectives of each method
proposed in the literature. Below we explore in detail all the papers taken into consideration.

Brunese et al. [34] address their challenge by proposing the use of deep learning for the automatic and rapid diagnosis
of coronavirus disease (COVID-19) using chest X-rays. The proposed methodology consists of three phases. The first phase
is used to detect pneumonia, the second phase is used to distinguish between pneumonia and COVID-19, and the last
phase is used to identify areas with COVID-19 symptoms on the x-ray used. Experimental results from 6,523 chest x-rays
showed effectiveness with an average time to detect COVID-19 infection of 2.5 s and an average accuracy of 97%. The
approach uses transfer learning with the VGG-16 model and has 96% accuracy in differentiating healthy patients from
those with common lung diseases, and 98% accuracy has been achieved in detecting COVID-19.

Amann et al. [7] consider the problem of explainability in the field of Al in the healthcare sector, focusing on Al-based
clinical decision support systems. This study takes a multidisciplinary approach by approaching from technical, legal,
medical and patient perspectives and analyzes the importance of the explainability of Al in medicine. The findings
highlight the risks to individual and public health when explainability is omitted from clinical decision support systems.

Ghorbani et al. [35] propose the application of convolutional neural networks (CNNs) to echocardiographic images
for cardiac analysis. The deep learning model used called EchoNet identifies local cardiac structures, estimates cardiac
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performance indicators and predicts systemic phenotypes such as age, gender, weight and height that can influ-
ence cardiovascular risk. In this study, This study suggests that integrating interpretive frameworks can help identify
regions of interest, contribute to a better understanding of normal echocardiogram variations, and reveal features
missed by clinicians.

Brinati et al. [38] suggest a novel strategy for identifying COVID-19-positive patients using machine learning
models based on common blood tests. The authors created two machine-learning models that consider standard
data from blood tests and elements like age and gender. The algorithms’ accuracy ranged from 82% to 86%, while
their sensitivity ranged from 92% to 95%. The model’s interpretability is based on a decision tree that also received
medical approval, demonstrating the reliability of the chosen characteristics.

Lamy et al. [39] present a technique for breast cancer that uses "Case-Based Reasoning" and functions as both an
automatically executable algorithm and a graphical user interface for explanations. CBR allows for easily justified
results using analogous cases as examples, in contrast to "black box" methods. A scatterplot based on multidimen-
sional dimension reduction is used in the visual interface. The visual interface combines polar-MDS scatterplots with
"rainbow boxes" to transform the CBR problem into a "colour dominance" challenge.

Thorsen et al. [36] use machine learning models based on temporal data, enabling real-time predictions, to
enhance the 90-day death prognosis for ICU patients. One hour of time resolution is used to train an LSTM neural
network model. With a Matthews correlation coefficient and area under the ROC curve increasing from 0.29 and
0.73 at admission to 0.57 and 0.88 at discharge, the results demonstrate that predictive performance increases over
time. Input from a fifth hospital’s data is used to externally validate the model. To explain predictions, the Shapley
algorithm is used to pinpoint the traits that influence predictions at various time steps.

Elshawi et al. [40] discuss how to improve the interpretability of machine learning models, particularly those that
use data from cardiorespiratory fitness to predict the risk of developing hypertension using a random forest model.
Different model-agnostic explanation strategies, categorized as global and local interpretation strategies, are used.
They pointed out that although local interpretations concentrate on particular cases, global interpretations aid clini-
cians in comprehending the overall conditional distribution described by the response function. The authors draw
attention to the fact that, depending on the demands of the application, both global and local techniques may be
appropriate. LIME offers local explanations based on outdated data points and regional regression models. Even
though it allows doctors to make judgments about how the patient’s characteristics have changed over time, LIME
is criticized for its instability and the addition of linearity in the local model. Shapley’s value prediction, on the other
hand, divides the difference between the median prediction and the estimated distance between the characteristic
values. Despite providing an equal distribution of contributions, the model is computationally expensive and requires
access to the addenda used to add the model.

Tran et al. [37] describe a computational framework that makes use of a non-negative restrictive Boltzmann machine
to utilize electronic medical record data with little to no human oversight. By embedding medical objects in a low-
dimensional vector space, this framework produces a new representation of those objects. This model enables algebraic
and statistical operations including item grouping, risk stratification, and projection onto a 2D plane. Two requirements
are added to the model parameters: (a) non-negative coefficients, and (b) structural regularity, to enhance the model’s
interpretability. The generated representation aids in short-term risk classification and displays clusters of traits that are
clinically significant.

Halpern et al. [45] concentrated on the value of Electronic Medical Records (EMR) in identifying the best methods for
patient care. The suggested approach intends to effectively acquire statistically driven phenotypes with little manual
assistance. To support clinical choices in real-time, a phenotype library was created that represents patients using struc-
tured and unstructured data from EMRs. Concerning prospectively acquired baseline data, eight of these phenotypes
were assessed using retrospective data on emergency room patients. The findings demonstrate that the resulting phe-
notypes are interpretable, quick to construct, and perform as well as phenotypes learnt statistically from a large number
of manual labelling.

The Receiver Operating Characteristic (ROC) curves and the area under the ROC curve (AUC) are used by Carrington
et al. [46] to evaluate the effectiveness of classification models and diagnostic tests. We focus in particular on the issue
of employing unbalanced data, when positive and negative classes are not equally represented. For ROC data, the
authors suggest a new concordant partial AUC and a new partial c statistic, which are crucial metrics and approaches
for comprehending and interpreting certain ROC curves and AUC regions. These new partial measures are validated for
their equivalence and are obtained from the AUC and c statistics, respectively. They are examined using two authentic
breast cancer datasets as well as a traditional ROC example.
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7 Discussion

This paper aims to evaluate the scientific community’s interest in applying Al interpretability and explainability methods
to the medical field over the past decade. After analyzing publication trends from 2013 to 2023, we have observed a
significant increase in interest, especially from 2019, with 974 articles indexed by Scopus and 164 indexed by WOS in
2023. Our study was based on 448 common articles. Our analysis included trends in publications, dissemination chan-
nels, contributing countries and collaboration networks. Significant contributors were identified, with the United States
leading the list (114 articles), followed by China, Italy, and others.

To sharpen our conclusions, we focused our analysis on 10 selected documents. Major application domains include
COVID-19, Alzheimer’s disease, cardiac disease, electrocardiograms, and brain and breast cancer, reflecting the impact of
these topics on society. We also delved into the most used Al algorithms such as CNN, LSTM and the Boltzmann machine
and the most used techniques for explainability and interpretability such as decision support systems, Grad-Cam, SHAP
and LIME.

According to our research findings, the rapid integration of Machine Learning (ML) and Deep Learning (DL) techniques
has led to growing concerns about these methodologies. There is an increasing apprehension regarding the complexity
of Al algorithms and the absence of transparency in data mining and decision-making processes.

The literature analysis conducted in this study reveals that the majority of research on interpretability and explain-
ability in Al algorithms within the medical field focuses on neural networks and machine learning algorithms. Many of
the examined papers employ interpretability techniques for Al algorithms, with several of them emphasizing the close
connection between interpretability and explainability [10].

Indeed, in certain instances, interpretability and explainability are frequently treated as interchangeable terms. The
scientific community needs to establish clear definitions and unambiguous vocabulary to facilitate the transfer of results
and information more effectively. Al models currently lack a formal structure that would assist users in gaining confidence
in the employed techniques.

To the best of our knowledge, to date, to improve explainability and interpretability algorithms, the scientific com-
munity is working on:

o Built-in interpretability: ML and DL algorithms are designed so that they are inherently more interpretable and under-
standable. The goal is to make clear the reasons behind the decisions made by a model, thus reducing the opacity of
complex models. We also try to design these algorithms seeking a balance between interpretability and performance
[47].

o Self-interpretable models: involves the creation of architectures or models that are understandable in themselves,
without the need for post hoc techniques. These models aim to provide transparency in their decisions right from
the design and training phase [48] [49].

e Post hoc explainability methods: are techniques used to interpret and explain already trained Al models, which may be
complex and difficult to understand. These methods attempt to provide retroactive explanations about the decisions
made by a model, without affecting its original learning process [50].

e Stakeholder involvement: To ensure greater acceptance and understanding, there was growing interest in involving
doctors, patients and other stakeholders in the design and interpretation of models [51].

8 Conclusion

Medical diagnosis, therapy, and decision-making rely heavily on ML and DL algorithms, yet the increasing complexity
of these algorithms presents challenges, particularly in balancing high performance with interpretability. Transparent
decision-making, ethical and regulatory compliance, and trust from healthcare and medical providers are essential for
deploying Al models in these domains. Accuracy is paramount, prompting careful consideration of whether to prioritize
accuracy or explainability and interpretability given the contrast between interpretable white-box and non-interpretable
black-box techniques. Interpretability and explainability are crucial for establishing user trust, ensuring legal and ethical
compliance, and fostering broader social acceptance. They transcend technical concerns, becoming moral and practical
imperatives in the medical environment, where algorithmic decisions have significant effects. Assessing prior research
highlights the demand for explainable and interpretable Al algorithms in medicine. Despite progress in tools such as
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visualization, feature interpretation, and model complexity reduction, challenges persist. These include the opacity of
large models, trade-offs between performance and interpretability, and biases in training data. The ethical significance
of Alin healthcare and medicine cannot be ignored. Addressing concerns such as bias, privacy, security, and legal liabil-
ity is essential to ensure the ethical use of Al. On the other side, the psychological impact of algorithmic judgments on
users, especially in healthcare and medicine, is linked to clear communication about the capabilities and limitations of
artificial intelligence systems. Takeaway lessons include the need for a strong commitment to transparency, fairness,
and patient-centred design of Al models in health and medicine as well as establishing precise criteria and standards to
enhance trust among users and stakeholders.
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