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Abstract
A crucial step in the battle against the coronavirus disease 2019 (Covid-19) pandemic is efficient screening of the Covid 
affected patients. Deep learning models are used to improve the manual judgements made by healthcare professionals 
in classifying Chest X-Ray (CXR) images into Covid pneumonia, other viral/bacterial pneumonia, and normal images. This 
work uses two open source CXR image dataset having a total of 15,153 (dataset 1), and 4575 (dataset 2) images respec-
tively. We trained three neural network models with a balanced subset of dataset 1 (1345 images per class), balanced 
dataset 2 (1525 images per class), and an unbalanced full dataset 1. The models used are VGG16 and Inception Resnet (IR) 
using transfer learning and a tailor made Convolutional Neural Network (CNN). The first model, VGG16 gives an accuracy, 
sensitivity, specificity, and F1 score of 96%, 97.8%, 95.92%, 97% respectively. The second model, IR gives an accuracy, 
sensitivity, specificity and F1 score of 97%, 98.51%, 97.28%, 99% respectively. The third and best proposed model, CNN 
gives an accuracy, sensitivity, specificity, and F1 score of 97%, 98.21%, 96.62%, 98% respectively. These performance 
metrics were obtained for the balanced dataset 1 and all models used 80:10:10 cross validation technique. The highest 
accuracy using CNN for all the three datasets are 97%, 96%, and 93% respectively. Gradient-weighted Class Activation 
Mapping (Grad-CAM) is used to ensure that the model uses genuine pathology markers to generalize.
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1  Introduction

Covid-19 is an infectious disease caused by Severe Acute Respiratory Syndrome Coronavirus (SARS-CoV-2) virus causing 
respiratory illness which can be spread from person-to-person. Covid-19 was first identified in Wuhan, China in December 
2019 prior to becoming a global health crisis. At the time of writing this article, 238,521,855 Covid confirmed cases have 
been reported globally as per World Health Organization (WHO) on 13th October 2021 and 4,863,818 deaths.

The positive-sense Ribonucleic Acid (RNA) viruses- Coronaviruses, are named as it goes in Latin, corona = crown because 
of the crown like spikes on its surface [1]. Based on their genomic structure they have 4 main subsets namely alpha, beta, 
gamma, and delta. The Wuhan coronavirus called the novel corona virus 2019 were identified as beta coronavirus in 
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humans. According to the Centers for Disease Control and Prevention (CDC), the early outbreak was thought to have a link 
to a large seafood and live animal market. However, later cases with no link to the market confirmed person- to-person 
transmission of the disease. Additionally, travel-related exportation of cases occurred. The disease caused by the novel 
corona virus (also called SARS-CoV-2) is termed as coronavirus disease-19 (Covid-2019). The SARS-CoV-2 is believed to be 
originated from the bats. Reference [1] gives information about the SARS-CoV-2. Prior to Covid-19, the other corona virus 
infections associated with human disease were SARS-CoV in 2002 at Guangdong Province, China and the Middle East 
respiratory syndrome coronavirus (MERS- CoV) in 2013 at Saudi Arabia. All the above three infectious diseases are caused 
by beta coronavirus [2]. Even though both SARS-CoV-2 and SARS-CoV belong to the beta subgroup, the transmission 
ability of SARS-CoV-2 is more than SARS-CoV [3]. The SARS-CoV-2 has a lower fatality but spreads faster than its priors: 
the Middle East Respiratory Syndrome coronavirus (MERS-CoV) and SARS-CoV. Reference [4] also mentions about the 
corona virus history, origin, spread, epidemiology, pathogenesis, clinical features, diagnosis, treatment, and prevention.

Covid-19 primarily affects the respiratory system. SARS-CoV-2 infection may be asymptomatic or it may cause a wide 
spectrum of symptoms, such as mild symptoms of upper respiratory tract infection or severe illness leading to acute 
respiratory failure and death. The use of imaging modalities such as CXR, chest Computed Tomography (CT) remains 
an essential tool in conjunction with molecular and serological diagnosis of Covid-19. Like other pneumonias, Covid-
19 pneumonia causes the density of the lungs to increase. This may be seen as whiteness in the lungs on radiography 
which, depending on the severity of the pneumonia, obscures the lung markings that are normally seen; however, this 
may be delayed in appearing or absent [5]. Covid chest radiography reports show multilobar involvement, asymmetric 
patchy or diffuse airspace opacities and peripheral airspace opacities [6]. Ground glass is the frequently reported, among 
opacities. The ground glass opacity is seen at the pulmonary vessel edges during the early course of Covid-19. Ground 
glass opacities can be difficult to observe and not specific to Covid-19 thus requiring radiologist confirmation. As Covid 
cases increase and with lack of trained radiologists, automated methods can assist in the diagnosis procedure [6].

According to WHO, the common symptoms of Covid-19 are shortness of breath, fever, cold, acute respiratory syn-
drome, cough, loss of taste, sore throat, muscle pain, headache, fatigue etc. Patient recovery is estimated to be within 
two weeks for mild Covid case but it may take up to 6 weeks for severe cases. But due to prospective genetic mutation 
shown by the virus, the recovery time extended. The symptoms vary from mild to moderate respiratory illness but could 
develop into a serious illness for people with cancer, cardiovascular diseases, chronic respiratory disease and diabetes. It 
has been advised to practice respiratory etiquettes to prevent escalation of Covid-19 by transmission through the nose 
discharges or droplets of saliva by cough or sneeze from the infected person.

In order to lower the Covid-19 transmission it is important to detect the virus infected patients early so that they can be 
quarantined and treated sooner. The most reliable method to date, for detecting Covid is a laboratory-based procedure 
called the Reverse Transcriptase-Polymerase Chain Rection (RT-PCR) testing. The nasopharyngeal swabs are preferred 
but their accuracy is 73.3%. It is influenced by disease severity and the onset of symptoms [7].

The SARS-CoV-2 RNA is detected in this test, from the respiratory specimens. Though RT-PCR testing is highly specific, 
it has very low sensitivity [8, 9]. The sensitivity of RTPCR varied from 30 to 70% whereas CXR and CT scans have sensitiv-
ity values 69% and 98% respectively. As per reference [10] the accuracies of Machine Learning (ML) and Deep Learning 
(DL) models ranged from 76 to 99 percent. New research show that CT has 98% sensitivity for Covid infection compared 
to 71% in RTPCR [11]. Another drawback of the RTPCR test is that during the early stage of infection, it has low positive 
rate [12]. In general, the test results of a real time RTPCR process takes 4–6 h approximately. This could be even longer 
in remote and rural areas. Reference [13] states that RTPR had a turnaround time of 4–48 h also. Added to this time, in 
scenarios where RT-PCR kits are limited in supply, the delay to identify Covid patients at an early stage increases and 
this inadvertently results in spread of the infection. To subjugate this delay, alternate screening methods were adopted. 
Hence chest radiographic examination is an alternate screening method where CXR or CT images are used to find visual 
features that characterise the SARS-CoV-2 viral infection. CXR and CT images show pathological findings at the early 
stages of Covid-19. These findings could still overlap with the other viral diseases like MERS, SARS, H1N1 or influenza [14].

When it comes to competition between CXR and CT scanning methods, their pros and cons are as follows: CT is costly 
and causes more radiation exposure whereas CXR is commonly used and cost effective. Though CT images give more 
feature details, CXR imaging comes into major play, in situations of lack of resources and in greatly affected areas, amid the 
global pandemic situation. CXR imaging is easily available even at small clinical and imaging centres. When considering 
developing countries with highly infectious areas, CXR imaging is more accessible than CT imaging especially because 
of the higher equipment and maintenance costs of CT. There are portable CXR systems available on the contrary to the 
fixed CT scanners. Easy accessibility and availability have made CXR the most common imaging modality during the 
pandemic. This aids the allocation of hospital resources efficiently.
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In short, CXR has lower sensitivity compared to CT or RT-PCR in early/mild infection. In addition, findings on CXR are 
not specific and overlap with other infections. CXR has several advantages over CT such as less ionizing radiation, rapid 
data acquisition, availability in the Intensive Care Units (ICU), and portability [15].

Initial studies show that a Covid-19 infected patient shows abnormalities i.e. specific radiological patterns in their 
CXR images [11]. CXR and CT scans require an expert radiologist as well as, enough time to visually examine and decide 
on crucial features that classify the images into infectious categories or normal. One must also agree to the fact that 
it becomes difficult for amateur radiologists to detect inconsiderable discrepancy with bare eyes due to overlapping 
features and similar visual cues of the inflammatory and infectious lung diseases. Manual reading of a CT takes 15 min 
whereas image analysis by Artificial Intelligence (AI) algorithms takes only a few seconds [16]. Specific manifestations 
corresponding to Covid are revealed in a CT and CXR scan but since there can be an overlap of Covid with other lung 
infections, it becomes challenging to diagnose Covid in a human centred manner. In such a scenario a computer aided 
diagnostic system that can accurately classify CXR images into categories of infectious disease is favourable, to aid the 
radiologist with intelligent solutions and save time.

Various Covid studies expose the fact that geriatrics and individuals with a past record of medical problems, precisely 
earlier cases of pneumonia are more prone to developing serious complications when infected by Covid. Similarity 
between Covid and pneumonia lies in the fact that both diseases target the lungs to spread the infection and a CXR is 
performed to discern the infected regions in the lungs [17]. The nonCovid-19 case of pneumonia also exhibits a repre-
sentative appearance like that of Covid-19 [18].

A type of lung infection caused by virus, is the viral pneumonia accounting to 30% of pneumonia cases [19]. It can 
be healed and is mild whereas the Covid-19 virus causes severe pneumonia. In Wuhan, the virus was causing a series of 
unknown pneumonia cases initially [20]. The opacity in lung radiography can be due to Pneumonia, lung cancer, vol-
ume loss, pulmonary bleeding, edema, hence observing patterns corresponding to pneumonia is a hard task [21]. The 
differential diagnosis of Covid and pneumonia is challenging for a radiologist due to feature similarity of CXR images. 
Reference [18] assessed the radiologist’s performance in China and US to concluded that for discriminating Covid-19 from 
viral pneumonia, radiologists often had moderate sensitivity and high specificity (in chest CT). The proposed hypothesis 
states that a deep learning classifier can authentically differentiate between CXRs with Covid and pneumonia.

2 � Literature survey

The literature survey focussed on CXR images to classify them into 3 classes of Covid, pneumonia and healthy. When list-
ing two class classifications, reference [16] used 16 pretrained CNNs for identifying Covid positive and negative patients 
whereas reference [22] used seven Deep Neural Network (DNN) models. In both cases DenseNet performed the best. 
Reference [23] developed a deep neural network, CV19-Net that differentiated 2060 Covid pneumonia from 3148 non-
Covid pneumonia on CXR. They claimed that the AI algorithm (AUC-0.94) performed better than experienced thoracic 
radiologists (AUC-0.85). To aid non-radiologist physicians and to decrease inter reader variability among radiologists in 
CXR interpretations of Covid related pneumonia, reference [24] experimented on Computer Aided Design (CAD) systems. 
Other binary Covid and nonCovid classification works have been given in references [6, 25, 26].

Among works of four class classification, [27, 28] classified normal, bacterial, viral pneumonia, and Covid. Reference 
[29] implemented three binary classifications for the same. Reference [30] also did for the same classes, using the Monte-
Carlo Drop weights Bayesian convolutional neural networks but used only 68 Covid cases. CXR images were classified into 
four classes of pneumonia, tuberculosis, Covid, normal, and further Covid CXR images were classified into mild, medium, 
and severe based on severity by [31].

Reference [32] implemented incremental learning where the CXR images are initially checked for positive case of 
pneumonia and in the next stage the platform makes decision if it is Covid or another type of pneumonia. A pneumonia 
centric work in [17] stated that it had lesser chances of mis predicting pneumonia compared to normal cases and Covid-
19. Reference [19] developed a tool for viral pneumonia detection using Confidence-Aware Anomaly Detection with a 
large dataset containing 18,774 healthy controls, 18,619 nonviral pneumonia, 5977 viral pneumonia cases. They made 
sure that all the cases of viral pneumonia were collected before the outbreak of Covid and attained an accuracy of 80.65%. 
A study on using ML and DL together was done by [33]. For obtaining a robust model with less data, in contrast to a 
transfer learning approach, SVM was used for classification of features obtained from a CNN model’s fully connected layer. 
Reference[34] proposed triple view CNN for extracting features from three lung views (left, right, overall) and attained an 
accuracy of 79.4% with Resnet50 by using 217 Covid cases only. When existing models were studied for Covid predictions 
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in chest radiographs, using data before spread of Covid-19, these models were overfitted to their training and validation 
data and performed very poorly on new institutional dataset. An example of such a defect is seen in Covid-Net model 
[35]. When this model was tested on CXR images collected prior to Covid spread, it gave a high false-positive rate of up 
to 61% [13]. The sources of errors for overfitting were that the model focused on patient support devices attached to 
them or due to corelation with other findings. Another reason for the model bias could be that the appearance of Covid 
in CXR images are symmetric, peripheral-predominant nodular and ground glass opacities, but this appearance is found 
in other chest infections too [13].

Reference [36] summarized a list of domains (such as virus identification, statistical analysis, drug therapy, imaging 
and clinical prediction, population management and geographic tracing) where AI and big data technologies can be 
used for diagnosis, treatment, prevention, and management decision making. An app named; Predicts the Mortality of 
Covid-19 Patients (PMCP) was developed that predicts the mortality probability of Covid-19 patients when admitted to 
hospital [37]. Some prospective problems noticed during the literature survey are: unseen biases in dataset due to small 
dataset [3, 32, 37, 38]-[43], bias due to CXR acquisition settings, bias due to textual labelling in images (e.g., if all Covid 
images are from a particular dataset and normal images are from another dataset) etc. These biases might be used by 
DL models to discriminate between classes. If the test set is further smaller due to small dataset, then the statistical cer-
tainty on learning is not justifiable. The proposed work set forth an in-depth analysis using qualitative and quantitative 
assessment of CXR image classification. Table 1 shows previous works in literature, most of which, used lesser data per 
class or less covid samples or had visible class imbalance.

3 � Methodology

The proposed Deep Learning models explained in this section follows the standard methods namely CXR data collection, 
image pre-processing, data splitting, augmentation, training, tuning, testing, and performance analysis. A block diagram 
explaining the proposed Deep learning models is shown in Fig. 1.

3.1 � Dataset description

DL models that showed best performance on internal, narrow dataset failed to perform below standard on external 
dataset maybe due to variations in image processing, image acquisition protocols or overlooked pathology [13]. The 
clinical application and prediction of the infectious classes from CXR images is a task of critical nature due to the main 
reason that, this decision affects the further treatment procedure choices made by the clinicians. Hence the design of 
such deep learning models has to pass through multiple tests to validate that the classification task is based on relevant 
visual indicators and not improper information. To make sure of this factor, we have trained and tested the developed 
models on two datasets, each of which were gathered from different sources. Dataset 1 is Covid-19 radiography database 
from Kaggle and dataset 2 is Covid-19, Pneumonia and Normal Chest X-ray posteroanterior images from Mendeley data.

The CXR image samples used for the work have three classes labelled as Covid-19, normal, and pneumonia as shown in 
Fig. 2. Table 2 shows the patient case diversity in the dataset. To avoid the noticeable sparsity in the number of Covid-19 
infected CXR images, like in most of the works in literature (Table 1), which caused significant bias, we have trained the 
model on 3 configurations of dataset. (a) a balanced dataset, DS1a (1345 images per class) which is a subset of DS1(b) an 
unbalanced dataset, DS1b (entire DS1) and (c) a balanced second dataset, DS2. The prediction model could be biased if 
it learns from an unbalanced dataset. The bias would be towards the class having more samples resulting in an inferior 
model for classification. So, we have used 2 sets of balanced (DS1a &DS2) and one unbalanced dataset (DS1b).

The DS1 in its 2nd update has 3616 Covid-19 positive cases, 10,192 Normal, 6012 Lung Opacity (Non-Covid lung infec-
tion), and 1345 Viral Pneumonia images. We have used only three categories i.e., Covid-19, normal, and pneumonia CXR 
images and dropped lung opacity for the experiments. The images of DS1 are in.png file format with a resolution of 299 
by 299 pixels and a total of 15,153 samples.

The DS2 has Covid-19, Normal, and Pneumonia CXR posteroanterior images. It consists of 1525 images in each class 
and a total of 4575 samples. The images in DS2 are of varying resolutions and are in.png file format. DS1 consists of only 
viral pneumonia whereas DS2 has both viral and bacterial pneumonia cases.
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3.2 � Implementation of the deep learning model

The bias due to textual labelling, dataset variability, CXR acquisition settings etc., present in the images are mostly removed in 
the pre-processing stage, else the DL model perceives theses biases and directs the learning process. The datasets have differ-
ent CXR image sizes, therefore based on the model requirements resizing is done. Every image in the curated dataset is passed 
through the image pre-processing pipeline that involves loading the image from the disk followed by image resizing, conversion 
of data and labelling into numpy array, the image normalization is done by scaling the pixel intensities to the range [0,1] and 
finally encoding categorical variables. During training, we have augmented the image batches in real time using ImageData-
Generator from the tensorflow.keras library, with rotation range of 15 for better learning and increased generalizing capability.

There are three successful techniques to use CNNs for medical image classification namely building a model from 
scratch, using the off the rack pretrained CNN features and doing unsupervised pretraining with supervised fine tun-
ing [48]. We have adopted two strategies in the proposed work: one is developing two models by transfer learning and 
another by designing a CNN from scratch. In the first two works, we fine tune the last layer of a pretrained model. The 
basic steps involved in transfer learning are: using the pretrained model weights for the new model, including new lay-
ers for architecture modification of new model to make it adaptable to the problem at hand, new layers initialization, 
deciding which layers to be frozen and which layers to be put through the learning process, using a loss function and 
optimisation algorithm for weight updating and hence training [21].

Majority of the existing literature for Covid classification uses pretrained DNN. The limited Covid dataset is considered 
by these models which thus causes over fitting because the number of trainable parameters would then be larger than the 
amount of data at hand [49]. To rule out this scenario we have developed a CNN network from scratch too. The proposed 
three models are VGG16, IR, and CNN.

Table 1   Literature survey 
on AI models for three-class 
classification of CXR images

Work by Model Total no. of 
images

No of images per class

Covid Pneumonia Normal

[35] COVID-Net 13962 358 5538 8066
[17] VGG16 6432 576 4273 1583
[12] Enhanced Inception-ResNetV2 2905 219 1345 1341
[38] Neural network 420 140 140 140
[48] VGG16 1248 215 533 500
[11] CNN 1848 616 616 616
[39] Covid-MobileXpert 537 179 179 179
[21] EfficientNet 13,569 183 5521 8066
[45] Feature Pyramid based AutoEncoder 18529 99 9579 8851
[26] DarkCovidNet 1125 125 500 500
[33] ResNet50 with SVM 381 127 127 127
[49] Xception Resnet50V2 concatenated 15085 180 6054 8851
[56] Faster R-CNN 13800 183 5551 8066
[40] Squezenet & Mobilenetv2 with SVM 458 295 98 65
[57] Xception 1125 125 500 500
[50] VGG16 1428 224 700 504
[41] Hybrid model 543 136 162 245
[42] Resnet 50 + SVM 306 102 204 204
[43] VGG16 396 132 132 132
[58] CNN + SVM 2905 219 1345 1341
[51] Covolutional Capsnet 2331 231 1050 1050
[52] VGG19 860 260 300 300
[3] Alexnet 227 69 79 79
[44] COVID-DA 11663 318 2306 9039
[45] CNN-LSTM 4575 1525 1525 1525
[46] Densenet 201 3487 423 1485 1579
[47] InceptionNetV3 2265 850 500 915
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3.2.1 � VGG16 Model

The transfer learning for this model was done by using weights of VGG16 available from pretraining on ImageNet dataset. 
The model head has the global average pooling layer (with pool size = (4,4)), a fully connected layer (with rectified linear 

Fig. 1   Block diagram of proposed multiclass CXR model

Fig. 2   CXR image samples of (a) Covid infection (b) Pneumonia infection, (c) Normal (healthy) case

Table 2   Dataset distribution Dataset Distribution Covid 19 Normal Viral Pneumonia Total 
no: of 
images

Dataset 1
(DS1)

Balanced Class (DS1a) 1345 1345 1345 4035
Unbalanced Class (DS1b) 3616 10,192 1345 15,153

Dataset 2 (DS2) Balanced Class (DS2) 1525 1525 1525 4575
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unit-relu activation function) and a dropout layer (with a threshold = 0.5) that were added to the VGG16 base. For three class 
classification purpose, a Fully Connected (FC) layer having three units is added after the dropout layer (with softmax activa-
tion function). The actual model that will be trained is the head FC model. To make sure that the layers of the base model are 
not updated during the training process, we loop over all the layers in the base model and freeze them. Then we compile 
the model and train the network head. The hyper parameters that give optimized results for image resolution 224 by 224 are 
learning rate of 1e-3, 10 epochs and batch size of 32 with Adam optimizer and categorical cross entropy loss.

3.2.2 � Inception Resnet V2 model

Using the InceptionResNetV2 keras model, we froze the weights of the top layer for transfer learning. The imagenet 
weights were used, with input image shape as 224 by 224 by 3 and classifier activation function set to sigmoid function. 
The global average pooling layer was followed by the final output layer, having softmax activation function. The primitive 
Inception-ResNetV2 network output has 1,000 classes. For our proposed work, only three classes are required: Covid-19, 
viral pneumonia, and normal. Therefore, the output channel number of the last layer (FC) is changed from 1000 to 3. 
The hyper parameters that give optimized results are learning rate of 1e-4, 10 epochs and batch size of 32 with adam 
optimizer and a custom defined loss function called focal loss.

Most of the previous works used dataset that has clear class imbalance as shown in Table 1. Practically the availability 
of Covid images is less, so data imbalance is an obvious scenario. When there is considerable data in one class, the major-
ity class becomes well classified. Focal loss provides the well classified instances a lower weight, instead of providing all 
the training data with same weights [50]. So, focal loss gives the minority class instances more relative weight during 
training. This strategy to balance the weighing of the training instances helps when the dataset is unbalanced as in DS1b. 
Hence more training emphasis is placed on data that is difficult to classify.

3.2.3 � CNN model from scratch

The architecture of a CNN consists of a number of sequenced layers. The layers and its tasks are as follows. The main 
building block is the convolution layer which revels the discriminative features of the input data by applying filters to the 
data. Following this layer is the nonlinearity/activation layer. Commonly used activation functions are sigmoid, Relu etc. 
Then comes the Pooling (Down-sampling) layer i.e., usually added to reduce the number of the computational nodes, 
between consecutive convolutional layers. Frequently used ones are maximum pooling, average pooling, and L2-norm 
pooling. Then the flatting layer collects the data in a single vector. And finally, the fully-connected layers ensure the con-
nections between all activations and computational nodes. The CNN model summary is shown in Table 3.

The proposed CNN architecture has 3,609,955 trainable parameters in total. The fixed first layer of the sequential model 
is the input layer having an input shape of 299 by 299 by 3 pixels for DS1 and 500 by 500 by 3 for DS2. The remaining 

Table 3   CNN model Summary Type of layer Output shape No. of parameters

conv2d (Conv2D) (None, 297, 297, 32) 896
max_pooling2d (MaxPooling2D) (None, 148, 148, 32) 0
conv2d_1 (Conv2D) (None, 146, 146, 32) 9248
max_pooling2d_1 (MaxPooling2D) (None, 73, 73, 32) 0
conv2d_2 (Conv2D) (None, 71, 71, 64) 18496
max_pooling2d_2 (MaxPooling2D) (None, 35, 35, 64) 0
conv2d_3 (Conv2D) (None, 33, 33, 128) 73856
max_pooling2d_3 (MaxPooling2D) (None, 16, 16, 128) 0
conv2d_4 (Conv2D) (None, 14, 14, 256) 295168
max_pooling2d_4 (MaxPooling2D) (None, 7, 7, 256) 0
dropout (Dropout) (None, 7, 7, 256) 0
flatten (Flatten) (None, 12544) 0
dense (Dense) (None, 256) 3211520
dense_1 (Dense) (None, 3) 771
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layers are functions of convolution, Relu, and max pooling layers. The last layer is the fully connected layer with the soft-
max function. The hyper parameters that gave the optimized results were learning rate of 1e-4 for DS1 and 1e-3 for DS2, 
number of epochs as 10 and batch size of 32 for DS1 and 128 for DS2 with adam optimizer and a custom defined loss 
function called focal loss. The focal loss is used as the loss function to address class imbalance. When using focal loss, the 
samples near the decision boundary are focused while the well classified sample’s weight was reduced.

Algorithm 1   Classification of COVID-19, pneumonia, normal CXR images using DL models (3 in 1) 



Vol.:(0123456789)

Discover Artificial Intelligence            (2024) 4:20  | https://doi.org/10.1007/s44163-024-00110-x	 Research

4 � Experimental setup

All the models were built and experimented using keras deep learning library with tensorflow backend. The batch 
size, number of epochs and learning rate are initialised. The images are then loaded from the dataset directory and 
the class labels are extracted from the file name. The images are pre-processed and are split into 80% as training 
set, 10% as validation set (both for training the model) and 10% as test sets (for evaluating the model). The model 
is compiled and training process is initiated. The deep learning algorithm teaches the patterns in input using the 
train set, by reducing the error between target outputs and predicted output. Adam optimizer is used to optimize 
the deep learning model weights and decrease the categorical cross entropy loss function. The trained model’s 
performance is then evaluated using the test set. The model is tested on a set of data that were not used in the 
training and validation process.

One class might over weigh the other classes, when a class is underrepresented, misleading to high classifica-
tion accuracy. In order to avoid strong class imbalance, we used a subset of dataset one i.e., balanced (DS1b) and 
experimented. To combat overfitting multiple strategies have been employed such as dropout regularization, L2 
weight regularization and data augmentation. We experimented all the three models with various optimizers (adam, 
adagrad, stochastic gradient descent, RMSprop, and adadelta), activation functions (sigmoid, Relu, and softmax), 
loss functions (sparse categorical cross entropy and categorical cross entropy). The experimental results of each 
trial with varying hyper parameters are listed in Table 4. The incremental learning approach of using small subsets 
of data (batches), eliminates the load of fitting the whole dataset into the memory. All experiments were performed 
on a PC with Windows 10 Pro (Intel® Xeon® CPU E5-2620 v4 @ 2.10 GHz, 64 GB RAM) using Spyder (4.2.5) IDE and 
programming language as Python (version 3.8.8). The deep learning frameworks used were keras with tensorflow 
backend.

5 � Results

To scrutinize the developed models in a quantitative manner, we enumerated the train-validation-test accuracies, 
sensitivity, specificity, and F1 score using two datasets. The training set accuracy- loss curves and that of the valida-
tion set, after each epoch was monitored for various experiments. All the proposed models show a modest learning 
progression during the training time resulting in a decrease of both the train and validation loss, as shown in Fig. 3. 
In addition to overall model performance, individual class performance was also evaluated using the same metrics. 
The precision and recall metrics serves for performance predictions when the dataset is imbalanced [51]. A detailed 
class wise precision, recall, and F1 score is mentioned in the Additional file 1. All the tested models showed superior 
discrimination capabilities for Covid classes. To understand the model performance at a deeper level we studied 
the confusion matrix of each model. The confusion matrix of each and every simulation is evaluated and shown in 
Fig. 3. The mathematical values of the model’s performance metrics are shown in Fig. 4, along with the dataset and 
the models used. The networks are tested with hyperparameter values that gave the best performance on train and 
validation dataset. The proposed network outperformed majority of the literature works.

6 � Model verification using GRAD‑CAM

Any predictions made by a deep learning model (usually referred to as the black box classification) will be scrutinized 
by the healthcare providers in real time, despite developing an experimentally and highly accurate model. Reference 
[58] evaluated the performance of trained DL networks in hospital systems. They concluded that a high performing 
AI system got its performance from undesired shortcuts and hence AI systems should be verified whether they rely 
on the proper signals. To avoid this situation of shortcut learning, improved quality data must be used for designing 
a robust model. In the work presented in reference [58] Covid positive and negative was learned by the model, with 
positioning of shoulder, which was not a factor for decision making. This was a shortcut learning adopted by the DL 
model. The poor generalization performance is due to the choice of model architecture, the use of dataset from a 
single source etc. Large generalization gap was mostly due to shortcut learning [58].
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Table 4   Model training 
parameters and performance 
metrics

Bold values indicate the best-performing model among the other proposed models

Model Dataset Test Accuracy Sensitivity Specificity F1 Score Time

VGG16 DS1a 96 97.8 95.92 97 50 min 55secs
IR DS1a 97 98.51 97.28 99 2 h 27 min 42 secs
CNN DS1a 97 98.21 96.62 98 24 min 41 secs
VGG16 DS1b 89 89.46 82.35 76 3 h 17 min 05secs
IR DS1b 89 94.72 91.15 81 9 h 06 min 37secs
CNN DS1b 96 96.51 93.19 93 1 h 33 min 14 

secs
VGG16 DS2 89 94.11 88.67 88 1 h 1 min 16secs
IR DS2 94 96.87 93.96 99 2 h 29 min 21secs
CNN DS2 93 96.64 93.65 96 1 h 19 min 

17secs

Fig. 3   (a) Confusion matrix (b) Accuracy curves (c) Loss curves. Proposed model, dataset, image resolution, learning rate, number of 
epochs,batch size and accuracy are CNN, DS1a, 299 by 299, 1e-4, 10, 32, 97 respectively

Fig. 4   Model performance analysis on DS1a, DS1b and DS2 for VGG16, Inception Resnet and CNN
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Considering some of the state-of-the-art explainability models, the experimental results in [59] shows, the impact 
on decision making by LIME to be 38%, SHAP 44%, Expected Gradients 51% and GSInquire 76%. Even though these 
methods are not perfect they help in improving the trust on DL models which are often perceived as ‘black box’. Trans-
parency and interpretability of model’s decision, is a necessity in medical imaging DL applications [59]. The Grad-CAM 
technique can be used to provide the explainable visualization of the DL models [60]. The proposed work utilised an 
open dataset, making it clear that open datasets are prone to heavy bias. The image quality could be varying because 
of being collected from different sources or noisy or have visible devices attached to ICU patients. Figure 5 shows the 
heat map responses generated by the Grad-CAM method of a Covid and pneumonia image each. The original image is 
in row 1 and row 2 shows, the heat map visualization (an overlay of heatmap onto the original image) highlighting the 
lung regions contributing to prediction. The heat map clearly shows that the model has focused on both sides of the 
lungs. It was noticed by the clinician that the probes visibility in some Xray’s were learned by the DL model as features 
causing bad learning behaviour. This was also revealed by the thermograms. These images were removed or cleaned 
before using for learning after suggestions by clinicians.

7 � Discussion

The proposed study is based on the design of a classifier that could make one of the following decisions from a CXR 
image: (a) COVID-19 viral infection, (b) pneumonia infection, (c) normal (no infection). These predictions aid the medics 
to direct the patients towards RTPCR testing for Covid confirmations or decide on which patients to be prioritized for 
immediate treatment.

Using a balanced dataset with 1345 images per class i.e., a subset of dataset 1, VGG 16, IR, and CNN gave 96, 97, 97 
percent accuracies respectively. With the whole dataset 1 i.e., a unbalanced dataset with a total of 15,153 CXR images, 
VGG 16, IR, and CNN gave 89,89, 96 percent accuracies respectively. With the dataset 2, also balanced with 1525 images 
per class, VGG 16, IR, and CNN gave 89, 94, 93 percent accuracies respectively. The best proposed model in terms of 
accuracy is CNN for all the dataset, as shown in Table 5. A sensitivity of 98.21, specificity of 96.62 and a F1 score of 98 was 
obtained for the best proposed model (CNN) whereas the highest attained sensitivity was 98.5, specificity of 97.28 and 
F1 score of 99 for IR model. IR model also performed almost equivalent to CNN but the training time for IR was high as 
9 h as in Table 4. A reason for this is that the IR model has complex internal structured modules.

Fig. 5   The heatmap gener-
ated by Grad-CAM. Row 1 
shows the original Covid and 
pneumonia CXR images. Row 
2 shows the areas which lead 
to classification decision i.e., 
visualized using Grad-CAM
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The model achieved a good balance between performance and computational efficiency. The notion that pretrained 
models dictate the image rescaling to 256 by 256 or 224 by 224 is overruled in the proposed CNN model, because we 
used 500 by 500 resolutions. On conducting a survey on all the deep learning models developed for the purpose of 
classification into Covid, normal, and pneumonia cases using CXR images, we compared the proposed model with a set 
of existing studies in terms of computation efficiency and performance in Table 6. It is noted that studies like [3, 12, 21, 
26, 33, 38–43, 49, 54–56, 61–63] used remarkably smaller dataset for Covid images as shown in Table 1. This caused the 
model to lean more towards the class with higher number of images causing a major bias due to unbalanced images per 
class. Some high accuracy literature works have their flaws in using small dataset, low sensitivity, and high false nega-
tive. Some have low accuracy with less false predictions. Literature has classifications from 10 to 2 classes which include 
Covid-19 images but retained to using pretrained models only [64, 65].

According to reference [66] a model is prone to higher bias risk when it is trained on Covid positive images less than 
500 and lower risk when 2000 Covid positive images are used. Hence, we have made sure to use 3616 Covid positive 
images in DS1b. Reference [66]concluded that none of the models he studied were of potential clinical application due 
to defects in methodology or inherent biases. Some reasons stated were poor integration of imaging data, bias in small 
dataset, dataset variability, difficulty of the prediction task and lack of teamwork by data analyst and clinicians so as to 
make the model implementable and clinically relevant. Suggestions given by this work, to solve these problems and 
develop higher quality models were considered in the proposed work. According to requirements to be satisfied by a DL 
model, we performed internal and external validation to give insight into algorithm’s generalizability, the robustness of 
our model was analysed by changing the seed value, data partition demographics are stated, mentioned limitations and 
addressed bias problems. It is important to note that the proposed networks are trained and tested on multiple datasets 
and hence it generalizes well for new cases.

Table 5   Test accuracies of 
the 3 proposed models with 
various dataset

MODEL/DATASET DS1a DS1b DS2

VGG16 96 89 89
IR 97 89 94
CNN 97 96 93

Table 6   Comparison of 
proposed work with literature 
survey results

Bold values indicate the best-performing model compared to other works in the literature

Work by Model Accuracy Sensitivity 
(Recall)

Specificity F1 score

[35] COVID-Net 93.3 91 – –
[17] VGG16 91.69 95.92 100 89
[38] Neural network 94 100 – 98
[52] VGG16 83.6 90 – –
[11] CNN 95.49 99.19 98.27 98
[39] Covid-MobileXpert 80 – – –
[21] EfficientNet 93.9 96.8 – –
[49] AutoEncoder 93.5 93.5 – 93.51
[53] MobileNet v2 94.72 98.66 96.46 –
[26] DarkCovidNet 87.02 85.35 92.18 87.37
[33] ResNet50 with SVM 95.33 95.33 – 95.34
[54] Xception + Resnet50 91.4 80.53 99.56 –
[55] VGG16 92.53 86.7 95.1 –
[41] Hybrid model 96.3 96.3 98.73 96.3
[43] VGG16 85 85 92 85
[56] Convolutional Capsnet 84.22 – – –
[57] VGG19 89.3 89 – 90
[3] Alexnet 85.2 85.19 – 85.19
Best proposed 

model
CNN 97 98.21 96.62 98
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8 � Conclusion

The proposed work has some limitations. The model cannot determine the stage of the Covid-19 pneumonia. When 
comparing models over cross dataset and intra dataset, the performance is affected due to the data acquisition diversity. 
Over fitting due to narrow dataset has been addressed in the work but overfitting can be due to other broader problems. 
This could be solved by using a diverse selection of data from various disease types, multiple sites/sources and being 
precise about the population of patients being evaluated (i.e., ICU vs ED patients). As we have developed the models 
using public datasets and the characteristics of these data may be different from clinical data, we have to further work 
with clinical data. Future upgradations include improvement of sensitivity and PPV as new data accumulates over time. 
Further designs that can be integrated into the decision support systems may include predicting patient risk status, 
survival analysis, disease stage, prediction of recovery duration, as it would help in scenarios of fewer patients accom-
modating the hospital facilities.
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