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Abstract. A new probabilistic method, based on the Girsanov theorem, for establishing the
strong Feller property of diffusion processes in both finite and infinite dimensional spaces
is proposed. Applications to second order stochastic differential equations, stochastic delay
equations and stochastic partial differential equations of parabolic type are discussed, with
a twofold aim: both to extend some older results, usually by weakening the assumptions on
the drift term, and to obtain simpler proofs of them.

0. Introduction

Consider a homogeneous Markov process in a state spaceS with a strong Feller
irreducible transition probabilityP . In many cases, a rather complete description
of its long time behaviour is available by relating in an almost one-to-one way
recurrence properties of the process to existence and uniqueness of a (σ -finite) in-
variant measure. In particular, if an invariant probability measureν exists, then the
process is recurrent and the measuresPt(x, ·) converge toν in the total variation
norm ast →∞ for all starting pointsx ∈ S. For locally compact spacesS, these
results were obtained in late fifties by G. Maruyama and H. Tanaka [31] and R. Z.
Khas’minskĭı [27], for recent extensions to a wider class of state spaces (including
separable Banach spaces) see e.g. [41], [42] and references therein.

Let us recall that the transition probabilityP (or the corresponding transition
semigroup(Pt )) is strong Feller ifPtϕ is a continuous function onS for eacht > 0
and every bounded Borel functionϕ on S, and irreducible ifPt1U > 0 onS for
eacht > 0 and all open setsU �= ∅. Of these two properties, the former is usu-
ally more difficult to verify. A Markov process defined by a stochastic differential
equation in�n with sufficiently regular coefficients such that the diffusion matrix
is uniformly positive definite possesses a transition probability having a density
which is a fundamental solution of the backward Kolmogorov equation, therefore,
the strong Feller property and irreducibility follow by the properties of fundamen-
tal solutions (see e.g. [18], Theorem 6.5.4). A more refined result in this direction,
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Praha 1, Czech Republic. e-mail:{maslow; seidler}@math.cas.cz
� This research has been supported by the GAČR Grants 201/95/0629 and 201/98/1454.
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also based on PDE techniques, may be found in [44], Theorem 7.2.4. In the de-
generate case, K. Ichihara and H. Kunita found a characterization of hypoelliptic
differential operatorsL = 1

2

∑r
i=1X

2
i + Y , whereX1, . . . , Xr , Y areC∞-vector

fields on ad-dimensionalC∞-manifoldM, d ≥ r, that generate a strong Feller
process (see [23], Lemma 5.1). Recently, in the paper [39] the strong Feller property
was established for diffusions in�n with drifts merely integrable using Dirichlet
forms.

If we turn to solutions to stochastic partial differential equations (SPDE’s, for
brevity) which are Markov processes in infinite dimensional spaces the above men-
tioned tools cease to be easily applicable. Specially, the theory of Kolmogorov
equations in infinitely many variables has been developed only recently, more or
less parallelly to the study of the strong Feller property.

The first proofs of the strong Feller property for SPDE’s were based either on
finite dimensional approximations (e.g. in [32]) or on smoothing properties of the
infinite dimensional Kolmogorov equations ([34], [10]). Another approach, based
on the Bismut-Elworthy formula for directional derivatives of the transition semi-
group, was initiated in the paper [11], extended to equations with a multiplicative
noise and Lipschitz continuous nonlinear terms in [38], and subsequently applied
to various particular models, as stochastic reaction-diffusion equations with a poly-
nomial drift and stochastic Burgers and Navier-Stokes equations, see Chapters 7
and 14 of the monograph [14] for discussion and references, or the more recent
papers [17], [6], [7], [8], [22]. Tools from the Malliavin calculus were employed in
[19], [20].

All these proofs are rather complicated from the technical point of view and, as
in the finite dimensional case, they depend more on analytical than on probabilistic
methods. It was our intention to find a different argument, more straightforward
and of a probabilistic nature, yielding the strong Feller property of solution of some
classes of SPDE’s. The procedure we propose is based on two ingredients: First,
we characterize the strong Feller property of a transition probabilityP in terms of
equicontinuity of measuresPt(x, ·), this is done in Section 1 below. Second, we
show that, roughly speaking, an application of the Girsanov theorem to a strongly
Feller equation leads to an equation defining again a strong Feller process. Precise
formulations and an easy proof may be found at the beginning of Section 2. It
should be mentioned here that this paper having been essentially completed we
learned that a similar measure-theoretic description of the strong Feller proper-
ty was used in a different context by Ł. Stettner in [15]. The Girsanov theorem
was employed to prove the (weak) Feller property of weak solutions to stochastic
differential equations in�d in a related but different manner in the paper [43].

The rest of Section 2 is devoted to illustrative examples. The emphasis is laid
upon the argument, not on reaching maximal possible generality. There are two
types of applications of the proposed method. Either one starts with a linear equa-
tion, whose solutions are Gaussian processes (and hence necessary and sufficient
conditions for the strong Feller property are available) and obtains a self-contained
proof of the strong Feller property of a solution to a semilinear stochastic differ-
ential equation with an additive noise. Or one starts with an equation that can be
treated with some of the analytical methods and uses the probabilistic procedure to
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relax assumptions on the drift or to simplify considerably earlier proofs. Moreover,
the Girsanov theorem based procedure often yields irreducibility as an immediate
consequence of the proof of the strong Feller property.

Although we have aimed primarily at applications to SPDE’s, it turns out that
new results may be obtained even in the finite dimensional case. In Example 2.1
we consider a second order stochastic differential equation written symbolically as

ẍ + F(x, ẋ) = Σẇ (0.1)

and show that its solution is a strong Feller process ifΣ is an invertible matrix
andF is a bounded continuous function. Let us note that the Kolmogorov equa-
tion corresponding to (0.1) strongly degenerates, so the theory of parabolic partial
differential equations cannot be applied directly.

A stochastic delay equation

dx =
(∫ 0

−r
x(t + s)dη(s)+ F(x(t))

)
dt +Σ dw

is dealt with in Example 2.2. We provide sufficient conditions for the processx to
be strong Feller and irreducible fort > r, answering in this way a question posed
by G. Da Prato and J. Zabczyk (see [14], §10.3).

A stochastic parabolic equation

dX = (AX + f (X))dt + σ(X)Q1/2 dW (0.2)

with a bounded continuous driftf in a Hilbert space is treated in Examples 2.3, 2.4
in the casesσ = I andσ boundedly invertible,Q = I , respectively. We relate here
our results to those obtained in [10], [19], and [38]. Finally, a one-dimensional heat
equation with a nonlinear nonhomogeneous white noise boundary condition is dis-
cussed in Example 2.5. Notwithstanding the simplicity of the considered problem,
the result does not seem to be provable by the available analytic methods.

In all these examples, the use of Girsanov’s theorem may be justified without
difficulties due to the boundedness (or the linear growth) of the drift. If the drift is not
bounded, some approximation procedures may be invoked, and we give two differ-
ent examples in this spirit. First, using Lyapunov functions techniques, we extend re-
sults concerning the equation (0.1) to drifts of the formF(x, ẋ) = b(x, ẋ)+∇G(x),
whereb is a locally Lipschitz function obeying some one-sided growth conditions
and the potentialG is bounded from below. Equations of this type and their long
time behaviour have been investigated recently e.g. in [30], [2], [1]. Especially, in
the paper [1], §2, it was noted that the strong Feller property may be established
using the results from [23] ifF ∈ C∞(�2n). Our method does not require any
smoothness of the drift.

Second, in Section 3 we return to the problem (0.2) assuming thatf is defined
and continuous only on some Banach subspace of the state space, but satisfies a
suitable dissipativity hypothesis.

In the last Section 4 we sketch an alternative approach to the result proven by
M. Fuhrman in [20]. He considered semilinear stochastic equations with an additive
noise in a Hilbert space, whose drifts belong to a certain special class, introduced
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in the finite dimensional case by G. Jona-Lasinio and R. Séńeor [24]. Drifts in this
class, nevertheless, may be of considerable interest as they are subject only to weak
growth restrictions and they need not be dissipative. We will reprove the main result
of [20] on the strong Feller property replacing a difficult step using the Malliavin
calculus by a straightforward application of our Theorem 2.1 and showing that the
most stringent assumption of [20] may be omitted.

We close this section with introducing some notation to be used in what follows.
By 1Λ we denote the indicator of a setΛ, by �m×n the space of allm×nmatrices
with real entries. IfX, Y are metric spaces,C(X;Y ) stands for the space of all
continuous mapping fromX to Y , C(X) = C(X;�), andCb(X) for the subspace
of bounded functions. IfX, Y are Banach spaces, thenCk(X) denotes the space
of all functions having continuous Fréchet derivatives up to orderk, L(X, Y ) the
space of all bounded linear operators fromX to Y , L(X) =L(X,X); I ∈L(X)
is the identity operator. If(Ω,µ) is a measure space, thenLp(Ω;X) denotes the

space of all Bochnerp-integrable functions formΩ toX, and
µ→ denotes the con-

vergence in measureµ. Finally, ifX andY are Hilbert spaces, then‖B‖HS denotes
the Hilbert-Schmidt norm of an operatorB ∈L(X, Y ).

1. Preliminaries on convergence of measures

Let E be a Polish space,B the σ -algebra of Borel sets inE. Denote byτs the
topology of pointwise convergence in the space of finite signed measures onB;
that is, a net{µγ }γ∈Γ converges toµ in τs if and only if limγ∈Γ µγ (A) = µ(A)
for everyA ∈ B. Let {µn}n∈� be a sequence of Borel probability measures on
E, then the set{µn; n ∈ �} is conditionally sequentially compact forτs iff it is
equicontinuous, i.e.

lim
k→∞

sup
n∈�

µn(Ak) = 0 for all {Ak} ⊆ B, Ak ↓ ∅; (1.1)

see [21], Theorem 2.6, cf. also [16], Theorems IV.9.1, IV.9.5. Therefore, Lemma
3.15 in [21] yields thatµn −→ µ in τs provided (1.1) holds andµn −→ µ weakly
in the probabilistic sense, that is

lim
n→∞

∫
E

f dµn =
∫
E

f dµ for everyf ∈ Cb(E). (1.2)

Further, consider a Markov kernelP = P(x, ·) on(E,B).P is called strong Feller
if P(·, A) ∈ Cb(E) for anyA ∈ B. As a real valued function onE is continuous
iff it is sequentially continuous, the strong Feller property is equivalent to the as-
sertion thatP(xn,A) −→ P(x0, A)wheneverA ∈ B andxn, x0 ∈ E are such that
xn→ x0 in E. In other words,P is strong Feller iffP(xn, ·) −→ P(x0, ·) in τs for
all xn, x0 ∈ E such thatxn→ x0.

Hence we have arrived at the following result:

Lemma 1.1. Let E be a Polish space, B the σ -algebra of its Borel sets and P a
Markov kernel on (E,B). Then P is strong Feller if and only if P is Feller and the
measures {P(xn, ·); n ∈ �} are equicontinuous for any convergent sequence {xn}
in E.
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Proof. It remains to note thatP is Feller (that is, maps the spaceCb(E) into itself)
iff (1.2) holds for the measuresµn = P(xn, ·), µ = P(x0, ·), whenever{xn} is a
convergent sequence inE, xn→ x0. Q.E.D.

2. The strong Feller property for stochastic evolution equations

LetH be a separable Hilbert space andA : Dom(A) −→ H an infinitesimal gener-
ator of a strongly continuous semigroup onH , letW denote a standard cylindrical
Wiener process in a real separable Hilbert spaceΥ . We shall denote the norm and
the inner product in bothH andΥ by | · | and〈·, ·〉, respectively. Let us consider
equations

dX = (AX + f (X))dt + σ(X)Q1/2 dW, (2.1)

dZ = AZ dt + σ(Z)Q1/2 dW, (2.2)

whereQ ∈ L(Υ ) is nonnegative and self-adjoint (but not necessarily nuclear),
f : H −→ H andσQ1/2 : H −→L(Υ,H) are Borel mappings such that

(A) 1) There exists a probability space (Ω,F,P) carrying a standard cylindrical
Wiener process W and, for any y ∈ H , a mild solution Zy to (2.2) satisfying
Zy(0) = y.
2) For any y ∈ H there exists a martingale solution

(
(Θy,G

y, py), (G
y
t ),W

y,

(Xy(t))
)

of (2.1)with Xy(0) = y.
3) Uniqueness in law holds for both (2.1)and (2.2).

(Martingale solutions are defined as in [12], Chapter 8.) The assumption (A) implies
that (2.1), (2.2) define Markov processes; let us denote byP = P(t, y, ·),R(t, y, ·)
the transition probabilities corresponding to the equations (2.1), (2.2), respectively,
that is

P(t, y, A) =
∫
Θy

1A(X
y(t)) dpy,

R(t, y, A) = E1A(Z
y(t)), t ≥ 0, y ∈ H, A ∈ B,

B denoting theσ -algebra of Borel sets inH .
We aim at proving the following

Theorem 2.1. Suppose that (A) holds and let there exist a Borel function
u : H −→ Υ satisfying f (·) = σ(·)Q1/2u(·). Assume that

(i) the transition probability R defined by (2.2) is strong Feller,
(ii) for all t ≥ 0 and y ∈ H we have EU(y, t) = 1, where

U(y, t) = exp

(∫ t
0

〈
u(Zy(s)), ·〉dW(s)− 1

2

∫ t
0

∣∣u(Zy(s))∣∣2 ds

)
,

and either
(iii) the set {U(yn, t); n ∈ �} is uniformly integrable for any fixed t ≥ 0 and

any convergent sequence {yn} in H ,
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(iv) P is Feller,
or

(v) we have

U(yn, t)
P−−−→

n→∞ U(y, t) (2.3)

and ∣∣Zyn(t)− Zy(t)∣∣ P−−−→
n→∞ 0 (2.4)

for any convergent sequence {yn} in H , yn −→ y, and for all t > 0.
Then P is strong Feller as well.

Remark 2.1. Note that if (2.3) and (ii) hold then due to the nonnegativity ofU the
hypothesis (iii) follows, in fact, we haveU(yn, t) −→ U(y, t) in L1(P) (see e.g.
[35], Theorem II.21). Hence the relevant information is that (ii) and (v) imply also
(iv). The assumption (iv), the Feller property ofP , can often be easily checked if
the nonlinearitiesf , σ are (locally) Lipschitz continuous and of linear growth, cf.
e.g. [12], §9.2.1. (In the case dimH <∞, another proof requiring only continuity
and boundedness off andσ is proposed in [44], Corollary 6.3.3.) In general, it may
be helpful to know that we can obtain the Feller property ofP using a procedure
based on the Girsanov theorem.

Remark 2.2. The assumption (2.3) may be often verified in a straightforward way.
For example, assume that the function

H −→ L2([0, T ] ×Ω;Υ ), y �−→ u(Zy(·))
is continuous for everyT > 0. (Sufficient conditions for that can be easily given
in terms ofσ , f andQ.) Let y, yn ∈ H be such thatyn→ y; set for brevity

u(v) =
∫ t

0

〈
u(Zv(s)), ·〉dW(s)− 1

2

∫ t
0

∣∣u(Zv(s))∣∣2 ds.

Obviously,�(yn) −→ �(y) in probability asn→∞, hence also

U(yn, t) = expu(yn)
P−−−→

n→∞ exp�(y) = U(y, t).

Remark 2.3. Fix a t > 0 and a subsetM ⊆ H . Tracing the proof of the Novikov
condition as it is presented e.g. in [29], Theorem IV.3.5(a) or in [26], Theorem 1.5,
it is possible to check easily that if

sup
y∈M

E exp

((1

2
+ ε
) ∫ t

0

∣∣u(Zys )∣∣2 ds

)
<∞

for someε > 0 then there exists ap > 1 such that

sup
y∈M

EUp(y, t) <∞. (2.5)

It is well known that (2.5) implies uniform integrability of the set{U(y, t); y ∈ M}.
(We are indebted to M. R̈ockner for this remark.)
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Remark 2.4. Let us note that, in fact, the assumption (A2) is superfluous since
under (ii) the existence of martingale solutions of (2.1) follows from the Girsanov
theorem.

Proof. First, assume that (i)–(iv) are satisfied. Let us fixt > 0 and a convergent
sequence{yn} inH arbitrarily; we have to prove the equicontinuity of the measures{
P(t, yn, ·); n ∈ �

}
. Take an arbitrary sequenceAk ∈ B such thatAk ↓ ∅. By the

assumption (i) we know that

lim
k→∞

sup
n∈�

R(t, yn, Ak) = lim
k→∞

sup
n∈�

E1Ak (Z
yn(t)) = 0. (2.6)

Set for simplicityU(yn) = U(yn, t) and define a probabilitỹPn onΩ by d̃Pn =
U(yn)dP. By the Girsanov theorem the processZyn considered on the probability
space(Ω,F, P̃n) solves the equation (2.1), therefore

P(t, yn, Ak) = P̃n
{
Zyn(t) ∈ Ak

}
(see e.g. the proof of Theorem 10.18 in [12]). It follows

sup
n∈�

P(t, yn, Ak) = sup
n∈�

E
(
U(yn)1Ak (Z

yn(t))
)

= sup
n∈�

{
E
(

1{U(yn)≤K}U(yn)1Ak (Z
yn(t))

)
+E

(
1{U(yn)>K}U(yn)1Ak (Z

yn(t))
)}

≤ K sup
n∈�

E1Ak (Z
yn(t))+ sup

n∈�

E
(

1{U(yn)>K}U(yn)
)
.

Fix an arbitraryε > 0, by the uniform integrability we can chooseK > 0 such that

sup
n∈�

E
(

1{U(yn)>K}U(yn)
)
<
ε

2
.

According to (2.6),

sup
n∈�

E1Ak (Z
yn(t)) <

ε

2K

for all k ∈ � sufficiently large, which completes the first part of the proof.
Now assume (ii) and (v), it remains to prove thatP is Feller. Denote bỹP

the probability with the densityU(y), d̃P = U(y)dP, and chooseϕ ∈ Cb(H)
arbitrarily. We aim at showing

lim
n→∞

∫
H

ϕ(z)P (t, yn, dz) =
∫
H

ϕ(z)P (t, y, dz).

By (2.4) we haveϕ(Zyn(t)) −→ ϕ(Zy(t)) in probability, hence inL1(P). It follows∣∣∣∣∫
H

ϕ(z)P (t, yn, dz)−
∫
H

ϕ(z)P (t, y, dz)

∣∣∣∣
= ∣∣Ẽnϕ(Zyn(t))− Ẽϕ(Zy(t))

∣∣
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≤ E
∣∣{U(yn)− U(y)}ϕ(Zyn(t))∣∣+ EU(y)

∣∣ϕ(Zyn(t))− ϕ(Zy(t))∣∣
≤ sup

H

|ϕ|E∣∣U(yn)− U(y)∣∣+KE
∣∣ϕ(Zyn(t))− ϕ(Zy(t))∣∣

+2 sup
H

|ϕ|E
(

1{U(y)>K}U(y)
)
.

Thus first fixing aK sufficiently large and then using (2.3), (2.4) we obtain the
desired conclusion. Q.E.D.

Example 2.1. Stochastic nonlinear oscillators. Let us consider a second order dif-
ferential equation in�n perturbed with an additive noise, written symbolically as

ẍ + F(x, ẋ) = Σẇ, (2.7)

whereF ∈ C(�n × �n;�n), Σ ∈ �n×n is a nonsingular matrix, anḋw denotes
the (distributional) derivative of ann-dimensional standard Wiener processw. We
rewrite (2.7) as a first order system

d� = {A� + f (�)}dt + σ dw, (2.8)

setting

A ∈ �2n×2n, A =
(

0 I

0 0

)
,

f : �2n −→ �2n, f (X) =
(

0
−F(x, v)

)
, X = (x, v) ∈ �n × �n,

σ ∈ �2n×n, σ =
(

0
Σ

)
.

That is, componentwise (2.8) reads as

dx = v dt,

dv = −F(x, v)dt +Σ dw.

First, let us consider the linear problem corresponding to (2.8), namely

d� = A�+ σ dw. (2.9)

The solution to (2.9) is a Gaussian Markov process with a transition probability
Q(t, z, ·) =N(eAtz,Qt ), t ≥ 0, z ∈ �2n, where

Qt =
∫ t

0
eA(t−s)σσ ∗eA

∗(t−s) ds

andN(h, R) stands for the Gaussian measure on�2n with meanh and covariance
matrix R. The process� is strong Feller irreducible, provided the matrixQt is
nonsingular for anyt > 0. According to the Kalman rank condition (see e.g. [45],
Theorem 1.2), the matrixQt is nonsingular for an arbitraryt > 0 iff

rank
[
σ,Aσ, · · · , A2n−1σ

]︸ ︷︷ ︸
∈�2n×2n2

= 2n. (2.10)
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An easy calculation shows that

[
σ,Aσ, · · · , A2n−1σ

] = ( 0 Σ · · ·
Σ 0 · · ·

)
,

hence (2.10) is a consequence of the invertibility ofΣ .
Let us turn to the nonlinear equation (2.8) supposing thatF is of a linear growth:

∃K > 0 ∀(x, v) ∈ �2n |F(x, v)| ≤ K(1+ |x| + |v|). (2.11)

Setu = Σ−1F : �2n −→ �n; we are going to check the assumptions (ii) and (v) of
Theorem 2.1. Let us denote by�y0 the solution to (2.9) satisfying�y0(0) = y0 ∈ �2n,
fix T > 0 and take an arbitrary sequence{yn} in R2n, yn = (y1

n, y
2
n), y

n −→ y.
We claim that

sup
n≥0

∣∣u(�yn(t))∣∣ ≤ c(1+ sup
0≤t≤T

|w(t)|), 0 ≤ t ≤ T , (2.12)

for a constantc <∞. The estimate (2.12) implies (ii) by Corollary 3.5.16 in [25].
Further,

�yn −−−→
n→∞ �y in L2([0, T ] ×Ω;�2n),

and the continuity ofF yields

F(�yn(·))−−−→
n→∞ F(�

y(·)) in measure on [0, T ] ×Ω,

hence the functiony �−→ u(�y(·)), �2n −→ L2([0, T ] ×Ω;�n) is continuous by
(2.12) and the dominated convergence theorem. Consequently, there exists a weak
solution to (2.8) for any nonrandom initial condition�(0) = y ∈ �2n. Assume that
uniqueness in law holds for (2.8), then Theorem 2.1 together with the positivity
of U imply that the Markov process solving (2.8) is strong Feller and irreducible.
(If we suppose thatF is even bounded, then weak uniqueness follows, see [25],
Proposition 5.3.10.) It remains to prove (2.12), but using (2.11) we obtain

∣∣u(�yn(t))∣∣ ≤ ‖Σ−1‖
∣∣∣∣F(y1

n + y2
nt +

∫ t
0
Σw(s)ds, y2

n +Σw(t)
)∣∣∣∣

≤ c1
(

1+ |yn| + ‖Σ‖
{∫ t

0
|w(s)|ds + |w(t)|

})
≤ c2

(
1+ |yn| + sup

0≤t≤T
|w(t)|)

≤ c3
(
1+ sup

0≤t≤T
|w(t)|),

the last estimate holds since supn≥1 |yn| <∞.
Further, let us turn to equations whose driftF does not satisfy the linear growth

condition (2.11). We content ourselves with equations of the type

ẍ + b(x, ẋ)+ ∇G(x) = Σẇ, (2.13)
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under the hypothesis thatb : �n × �n −→ �n is a locally Lipschitz function and
∇G is the Fŕechet derivative of a functionG ∈ C2(�n) such thatG(y) ≥ G0 for a
constantG0 ∈ � and eachy ∈ �n. We rewrite (2.13) in the form (2.8) as before.
Following [30] we suppose that

〈b(x, v), v〉 ≥ −(k1 + k2|x|r + k3|v|2)
for some constantsk1, k2, k3 ≥ 0,r ∈ [0,2[ and all(x, v) ∈ �2n. Let(Ω,F, (Ft ),

P) be an arbitrary fixed stochastic basis carrying ann-dimensional Wiener process
w, then for everyz ∈ �2n there exists a unique solution�z = (xz, vz) to (2.13)
satisfying�z(0) = z according to [30], Theorem 2.1. Set

τ zm = inf {s ≥ 0; |vz(s)| ≥ m}, m ∈ �.

Let us fix a ballB in �2n andt > 0 arbitrarily. The proof of Theorem 2.1 in [30]
yields

sup
m≥1

sup
z∈B

E|vz(t ∧ τ zm)|2 <∞,

which in turn implies
lim
m→∞ sup

z∈B
P{τ zm ≤ t} = 0. (2.14)

LetN be such that|x0| ≤ N whenever(x0, v0) ∈ B, let us consider an equation

d�n =
{
A�n + fn(�n)

}
dt + σ dw, (2.15)

with a bounded Lipschitz continuous functionfn : �2n −→ �n satisfying

fn(x, v) =
(

0

−b(x, v)− ∇G(x)
)

for all |v| ≤ n, |x| ≤ N + nt.

Denoting by�zn the solution of (2.15) with�zn(0) = z ∈ �2n (defined on the same
stochastic basis as the process�z) we obtain

�z(t ∧ τ zn) = �zn(t ∧ τ zn) P-almost surely (2.16)

for eachz ∈ B by a standard local uniqueness theorem. IfP , Pn are the transition
probabilities corresponding to (2.13), (2.15), respectively, then

sup
z∈B

∣∣Pn(t, z, Γ )− P(t, z, Γ )∣∣ = sup
z∈B

∣∣P{�zn(t) ∈ Γ } − P{�z(t) ∈ Γ }∣∣
≤ 2 sup

z∈B
P{τ zn ≤ t}−−−→n→∞ 0

for any Borel setΓ ⊆ �2n by (2.14) and (2.16). Since the ballB was arbitrary, we
have

Pn(t, ·, Γ )−−−→
n→∞ P(t, ·, Γ ) locally uniformly on�2n.

Therefore,P(t, ·, Γ ) is a continuous function for every Borel setΓ andt > 0, in
other words,P is strongly Feller. We cannot claim, however, thatP is irreducible,
as we have onlyP(t, z, ·)� Q(t, z, ·) for all t > 0, z ∈ �2n.
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As a simple particular one-dimensional case of (2.13) satisfying the above as-
sumptions we may consider an equation

ẍ + µẋ2 sign ẋ = Σẇ

with µ > 0. (Compare [28], Example 22.2, where the physical relevance of the
deterministic counterpart to this equation is discussed.)

Example 2.2. Stochastic delay equations. We shall be concerned with stochastic
delay equations of the form

dx(t) =
(∫ 0

−r
x(t + s)dη(s)+ F(x(t))

)
dt +Σ dw(t), (2.17)

wherew is ad-dimensional Brownian motion,Σ ∈ �d×d an invertible matrix,η is
an�d×d -valued Borel measure on [−r,0] andF : �d −→ �d is a Borel function.
We interpret the equation (2.17) as an infinite dimensional problem (see [9] or [14],
Chapter 10)

dX = {AX + f (X)}dt + σ dw (2.18)

in the Hilbert spaceM2 = �d × L2((−r,0);�d), setting

X(t) =
(
x(t)

xt (·)
)
, f

((
@

λ

))
=
(
F(@)

0

)
,

(
@

λ

)
∈ M2,

σ@ =
(
Σ@

0

)
, @ ∈ �d ,

Dom(A) =
{(
ϕ(0)
ϕ

)
; ϕ ∈ W1,2((−r,0);�d)

}
,

A

(
ϕ(0)
ϕ

)
=
(∫ 0

−r ϕ(s)dη(s)
dϕ
ds (·)

)
defining, as usual, the functionxt : [−r,0] −→ �d by xt (·) = x(t + ·).
First, we have to consider the corresponding linear problem

dz(t) =
(∫ 0

−r
z(t + s)dη(s)

)
dt +Σ dw(t),

that is
dZ = AZ dt + σ dw. (2.19)

We assume that

(2.20) the operator A generates a C0-semigroup onM2,

(2.21) the Markov process Z defined by (2.19)is strong Feller for all t > r.
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For example, it is known (see e.g. [3], Proposition 2.1) that (2.20) holds true if the
measureη is of the form

η =
N∑
i=0

aiδsi + b ds, ai ∈ �d×d , b ∈ L∞((−r,0);�d×d),

0 = s0 > · · · > sN = −r.
If, moreover,b = 0 then (2.21) is fulfilled as well and the processZ is also irre-
ducible fort > r ([14], Theorem 10.2.3).

Now, suppose thatF ∈ C(�d;�d) is a continuous function of a linear growth,
i.e., there exists a constantK <∞ such that|F(@)| ≤ K(1+|@|) for every@ ∈ �d .
Set

u : M2 −→ �d ,

(
@

λ

)
�−→ Σ−1F(@),

thenu is also a continuous function of a linear growth andf = σu. Let T > 0
andy ∈ M2 be arbitrary but fixed. According to [12], Proposition 10.17, for the
assumption (ii) of Theorem 2.1 to hold it suffices to findδ > 0 such that

sup
t∈[0,T ]

E exp
(
δ|u(Zy(t))|2

)
<∞, (2.22)

where, as above, we denote byZy the solution of (2.19) withZy(0) = y. However,
the random variableZy(t) is Gaussian and

sup
t∈[0,T ]

E exp
(
E|Zy(t)|2

)
<∞

for allE > 0 sufficiently small, hence (2.22) easily follows. Obviously,Zyn −→ Zy

in L2([0, T ] ×Ω;M2) wheneveryn ∈ M2, yn→ y, so the assumption (v) can be
checked using Remark 2.2, continuity and linear growth ofu. Therefore, assuming
that uniqueness in law holds for (2.18) we see that the Markov processX defined
by the equation (2.18) is strong Feller (and irreducible providedZ is) for all t > r.
This settles in the affirmative a conjecture posed by G. Da Prato and J. Zabczyk in
[14], §10.3.

Let us note that the same proof applies to a more general equation

dx(t) =
(∫ 0

−r
x(t + s)dη(s)+ F(x(t), xt )

)
dt +Σ dw(t),

providedF is continuous and of a linear growth as a function fromM2 to �d .

Remark 2.5. M. Scheutzow [40] studied the long-time behaviour of the Markov
process solving the equation

dx(t) = f (xt )dt + dw(t), (2.23)

assuming only that weak uniqueness holds for (2.23) andf : C([−r,0];�d) −→
�d is Borel and locally bounded. Constructing directly an embedded Markov chain
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he established results on the ergodic behaviour of (2.23) which are standard conse-
quences of the strong Feller property and irreducibility. In [40], solutions of (2.23)
are considered asC([−r,0];�d)-valued processes; in this space they need not be
even Feller (see [40], Remark 5 in Section 3). Nevertheless, it may be of some
interest to know whether the approach adopted in our paper can be extended to
equations of the type (2.23) under assumptions similar to those in [40].

Example 2.3. An SPDE with an additive noise. Let us consider the equation (2.1)
takingH = Υ andσ = I , i.e.

dX = (AX + f (X))dt +Q1/2 dW (2.24)

and with a Borel functionf : H −→ H such that

Rngf ⊆ RngQ1/2, Q−1/2f ∈ C(H ;H) and with a linear growth, (2.25)

whereQ−1/2 denotes the pseudo-inverse toQ1/2. (The most important particular
case is, of course,Q = I , when we suppose simply thatf : H −→ H is a contin-
uous function with a linear growth.) Let us denote byeAt the semigroup generated
byA onH . We assume that∫ t

0

∥∥eAsQ1/2
∥∥2

HS ds <∞ for all t > 0 (2.26)

(then the stochastic integral in the formula for mild solutions of (2.24) is well
defined) and

RngeAt ⊆ Rng

(∫ t
0
eAsQeA

∗s ds

)1/2

≡ Rng(Q1/2
t ) for all t > 0. (2.27)

The hypothesis (2.27) is necessary and sufficient for the Ornstein-Uhlenbeck pro-
cessZ defined by the linear counterpart

dZ = AZ dt +Q1/2 dW

to (2.24) to be strong Feller (see [33], Proposition 1B; cf. also [12], §9.4.1); obvi-
ously, under (2.27) the processZ is also irreducible. We setu = Q−1/2f , then the
assumptions (ii) and (v) of Theorem 2.1 follow by the same argument as employed
in the preceding example. So, if uniqueness in law holds for (2.24) and (2.25)–(2.27)
are satisfied then the Markov processX is strong Feller and irreducible.

Let us compare this assertion with some related results. In the paper [19] the
problem (2.24) is investigated under the assumptions (2.26) in a bit strengthened
form, (2.27), Rngf ⊆ RngQ1/2 and withf andQ−1/2f Lipschitz continuous. Us-
ing the Malliavin calculus the author proves thatX is strong Feller and irreducible
([19], Theorem 2.6). A. Chojnowska-Michalik and B. Goldys in [10] considered
(2.24) with a bounded Borel mappingf such that〈f (·), h〉 ∈ Cb(H) for any
h ∈ H . They suppose (2.26), (2.27) and

KerQt = {0},
∫ T

0

∥∥Q−1/2
t eAt

∥∥dt <∞, T > 0,
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and they prove, by investigating the associated Kolmogorov equation, that there
exists a weakly unique martingale solution of (2.24) which is a strong Feller irre-
ducible process (see [10], Theorems 3, 4 and Propositions 3, 4).

Our proof of the strong Feller property for (2.24) is more straightforward than
the ones in [19], [10], but it ought to be emphasized that much stronger regularity
properties of the transition semigroup than the strong Feller property are established
in the cited papers.

Example 2.4. An SPDE with a multiplicative noise. In this example we shall indi-
cate that assumptions on the drift adopted in Peszat’s and Zabczyk’s paper [38] (cf.
also [14], §7.1) may be relaxed. Consider the equation (2.1) withH = Υ ,Q = I ,
that is

dX = (AX + f (X))dt + σ(X)dW, (2.28)

assuming that ∫ t
0

∥∥eAs∥∥2
HS ds <∞ for all t > 0,

σ : H −→ L(H) is a Lipschitz continuous mapping,σ(z) is invertible for any
z ∈ H and

sup
z∈H

‖σ−1(z)‖ <∞.

In [38] it is shown that the Markov process defined by (2.28) is strong Feller pro-
vided thatf : H −→ H is Lipschitz ([38], Corollary 1.1). If, moreover, eitherf
or σ is bounded, then this Markov process is also irreducible ([38], Theorem 1.3).
In particular, the Markov process defined by

dZ = AZ dt + σ(Z)dW
is strong Feller and irreducible under the above hypotheses onA andσ . There-
fore, a straightforward application of Theorem 2.1 yields that the Markov process
associated with (2.28) is strong Feller and irreducible wheneverf ∈ C(H ;H)
is a bounded mapping. Indeed, setu = σ−1f , then the assumptions (ii) and (v)
of Theorem 2.1 follow easily by boundedness and continuity ofu and Lipschitz
continuity ofσ .

Example 2.5. A stochastic heat equation with a white noise boundary condition. In
this example we shall treat a one-dimensional heat equation with a nonhomogeneous
nonlinear boundary condition containing a white noise term, written symbolically

∂u
∂t

= ∂2u

∂x2 , t > 0, x ∈ [0,1],(
∂u
∂x
(t,0), ∂u

∂x
(t,1)

)
= f (u(t))+ ẇt , t ≥ 0,

 (2.29)

wherew is a two-dimensional Brownian motion andf is a bounded continuous
function fromWα,2((0,1)) to �2 for a α ∈ [0, 1

2[. (We denote byWα,2 the usu-
al Slobodeckĭı spaces.) As well known (see e.g. [13]), the problem (2.29) can be
reformulated as an equation

Xt = eAtX0 +
∫ t

0
(A− I )eA(t−s)Nf (Xs)ds +

∫ t
0
(A− I )eA(t−s)N dws (2.30)
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in the Hilbert spaceH = L2((0,1)), where

Dom(A) = {v ∈ W2,2((0,1)); dv

dx
(0) = dv

dx
(1) = 0

}
, A = d2

dx2
,

andN : �2 −→ H is the Neumann map, i.e., for anyE = (E1, E2) ∈ �2, NE is
the (unique) solution of the problem

d2u

dx2
− u = 0 on [0,1],

du

dx
(0) = E1,

du

dx
(1) = E2.

The Ornstein-Uhlenbeck processZ defined by

Zt = eAtZ0 +
∫ t

0
(A− I )eA(t−s)N dws

has paths continuous inWα,2((0,1)) and is strong Feller inH ([13], Proposition
3.3). Hence applying Theorem 2.1 in the same manner as above we see that the
processX defined by (2.30) is strong Feller, provided uniqueness in law holds for
(2.30).

3. The strong Feller property for stochastic evolution equations:
the dissipative case

In Section 2, we applied Theorem 2.1 to stochastic partial differential equations
whose drift contained nonlinear terms either bounded or of a linear growth, in which
case the Girsanov transform may be used in a rather straightforward way. Now we
shall discuss stochastic evolutions equations with unbounded nonlinearities in the
drift. To handle this case, we need more detailed information about the behaviour
of solutions than that provided by the hypothesis (A). Therefore, we shall study
a more particular model, which, nonetheless, covers stochastic reaction-diffusion
equations with polynomial nonlinearities (compare e.g. [12], §7.2). As in the pre-
vious section, we consider a pair of equations

dX = (AX + f (X))dt + σ(X)Q1/2 dW, (3.1)

dZ = AZ dt + σ(Z)Q1/2 dW, (3.2)

in a separable Hilbert spaceH , assuming henceforth thatW is a standard cylindrical
Wiener process in a real separable Hilbert spaceΥ andQ ∈ L(Υ ) is a nonneg-
ative self-adjoint operator. Let(B, ‖ · ‖) be a separable Banach space embedded
continuously intoH . Suppose

(C1) A : Dom(A) −→ H generates a C0-semigroup (eAt ) on H and∫ T
0
t−α
∥∥eAt∥∥2

HS dt <∞

for some T > 0 and α > 0. The part ofA inB, denoted byAB , Dom(AB) =
{x ∈ Dom(A) ∩ B; Ax ∈ B}, generates a C0-semigroup on B.

We shall writeAB = A, eABt = eAt if there is no danger of confusion.
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(C2) The mapping σ : H −→L(Υ,H) satisfies

‖σ(x)‖L(Υ,H) ≤ k
(
1+ |x|),

‖σ(x)− σ(y)‖L(Υ,H) ≤ k|x − y|

for a constant k <∞ and all x, y ∈ H .

Fix a standard cylindrical Wiener processW in Υ , defined on a filtered prob-
ability space(Ω,F, (Ft ),P). Given an arbitraryx ∈ H there exists a unique
(Ft )-adapted mild solutionZx to (3.2) with the initial conditionZx(0) = x; this
solution satisfiesZx ∈ C(�+;H) almost surely.

Further we list hypotheses on the functionf . We denote by〈·, ·〉B,B∗ the duality
betweenB and its dual spaceB∗ and by∂‖x‖ the subdifferential of the norm‖ · ‖
at a pointx ∈ B.

(C3) Let the mapping f : B −→ B be continuous and let there exist a nondecreas-
ing function a : �+ −→ �+ such that〈

Ax + f (x + y), x∗〉
B,B∗ ≤ a(‖y‖)

(
1+ ‖x‖)

for each x ∈ Dom(AB), y ∈ B and a certain x∗ ∈ ∂‖x‖. Assume further that
there exists a function u ∈ C(B;Υ ) bounded on bounded sets and satisfying
f = σQ1/2u on B.

The last two assumptions are needed to guarantee that the processZx behaves well
also in the state spaceB.

(C4) Given T > 0, there exist p ∈ [2,∞[ and C < ∞ such that for each stan-
dard cylindrical Wiener process W̃ defined on a filtered probability space
(Ω̃, F̃, (F̃t ), P̃) and every (F̃t )-adapted process ξ ∈ Lp(Ω̃;C([0, T ];B))
we have ∫

Ω̃

sup
0≤t≤T

∥∥∥∥∫ t
0
eA(t−s)σ (ξs)Q1/2 dW̃s

∥∥∥∥p dP̃ ≤ C,

and the paths

t �−→
∫ t

0
eA(t−s)σ (ξs)Q1/2 dW̃s

belong to C([0, T ];B) P̃-almost surely.
(C5) Given T > 0, let p be the same as in (C4). Let there exist a constant Ĉ <∞

such that for any (Ft )-adapted processes ξ, ζ ∈ Lp(Ω;C([0, T ];B)) we
have

E sup
0≤t≤T

∥∥∥∥∫ t
0
eA(t−s)

[
σ(ξs)− σ(ζs)

]
Q1/2 dWs

∥∥∥∥p ≤ ĈE
∫ T

0
‖ξt − ζt‖p dt.
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We refer the reader to the papers [4], [5], [36], [37] for results on maximal inequal-
ities yielding (C4), (C5) under various particular hypotheses. Let us note that (C4)
usually requires boundedness ofσ whilst (C5) its Lipschitz continuity (in suitable
norms), so these assumptions are closely related to the hypothesis (C1). Proceeding
in a standard manner, it is possible to check that the processZx is B-valued and
Zx ∈ Lp(Ω;C([0, T ];B)) for eachT > 0, providedx ∈ B.

Now we can state the main result of this section. The equation (3.2) is well-posed
both inH and inB, let us denote byR the transition probability of the associated
Markov process. We say thatR is strong Feller in B, if Rt(·,M) is continuous on
B for anyt > 0 and any Borel setM in B. Clearly, the strong Feller property ofR
in H , as considered in Section 2, implies that inB, since the embeddingB ↪→ H

is continuous. We shall see below that the equation (3.1) has a martingale solution
for each initial datumx ∈ B (cf. Corollary 3.4). If uniqueness in law holds as well
then (3.1) defines a Markov process inB. Denote byP its transition probability,
the strong Feller property ofP in B is defined in an obvious way.

Theorem 3.1. Assume (C1)–(C5), let the equation (3.1) be well-posed in B. Let
the transition probability R defined by the equation (3.2) be strong Feller in B,
then the transition probability P defined by (3.1) is also strong Feller in B.

Let us note that sufficient conditions for the strong Feller property ofR are
recalled in Example 2.4. Towards the proof of Theorem 3.1, we have to estab-
lish several technical lemmas. In what follows, we shall always suppose that the
assumptions (C1)–(C5) are satisfied. First, note that (C4), (C5) and the Gronwall
lemma yield

Lemma 3.2. For any T > 0, R > 0, and xn, x ∈ B such that xn −→ x in B as
n→∞ we have

sup
‖x‖≤R

E sup
0≤t≤T

‖Zx(t)‖p <∞,

lim
n→∞E sup

0≤t≤T
‖Zxn(t)− Zx(t)‖p = 0.

As in Section 2 we set

U(x, t) = exp

(∫ t
0
〈u(Zxs ), ·〉dWs − 1

2

∫ t
0
|u(Zxs )|2 ds

)
, x ∈ B, t > 0.

Since the paths ofZx are continuous inB, the random variableU(x, t) is well
defined. Consider stopping timesτxn ≡ τ(x, n) defined by

τxn = inf
{
t ≥ 0; ‖Zx(t)‖ ≥ n}.

As u is bounded on bounded set inB the processu(Zxs ) is bounded fors ≤ τxn ,
consequentlyEU(x, t ∧ τxn ) = 1 for everyn ∈ �, x ∈ B, t ≥ 0. For a fixedT > 0
we obtain by the Girsanov theorem that

Wnt = Wt −
∫ t∧τ(x,n)

0
u(Zx(s))ds, 0 ≤ t ≤ T ,



204 B. Maslowski, J. Seidler

is a standard cylindrical Wiener process on the probability space(Ω,F,Px,n), the
measurePx,n being defined by dPx,n = U(x, T ∧ τxn )dP.

The following lemma corresponds to Lemma 2 in [22], unfortunately, the proof
in [22] is flawed, hence we present here a slightly modified one.

Lemma 3.3. For any R > 0 and T > 0

lim
n→∞ sup

‖x‖≤R
Px,n

{
τxn ≤ T

} = 0

holds true.

Proof. Fix an arbitraryT > 0 and fort ∈ [0, T ] set

Zxn(t) = eAtx +
∫ t

0
eA(t−s)σ (Zx(s))Q1/2 dWns ,

Y xn (t) = Zx(t)− Zxn(t).
Then

Yxn (t) =
∫ t∧τ(x,n)

0
eA(t−s)f (Zx(s))ds

and hence the functionYxn (·, ω) is a mild solution of the equation

Ẏ xn (t) = AYxn (t)+ f (Zx(t)), Y xn (0) = 0, 0 ≤ t ≤ T ∧ τxn
for almost allω ∈ Ω. Forλ > 0 in the resolvent set ofA letR(λ) = λ(λI −A)−1

and letYxλ,n be the Yosida approximation toYxn ,

Yxλ,n(t) = R(λ)Y xn (t) =
∫ t∧τ(x,n)

0
eA(t−s)R(λ)f (Zx(s))ds.

ThusYxλ,n solves the equation

Ẏ xλ,n(t) = AYxλ,n(t)+ R(λ)f (Zx(t)), Y xλ,n(0) = 0, 0 ≤ t ≤ T ∧ τxn
in the strong sense. Put

δλ(t) = R(λ)f (Zx(t))− f (Y xλ,n(t)+ Zxn(t))
= R(λ)f (Y xn (t)+ Zxn(t))− f (Y xλ,n(t)+ Zxn(t)),

so
Ẏ xλ,n(t) = AYxλ,n(t)+ f (Y xλ,n(t)+ Znx(t))+ δλ(t)

and a standard application of the assumption (C3) (see e.g. [12], Appendix D) yields

d−

dt

∥∥Yxλ,n(t)∥∥ ≤ a(‖Zxn(t)‖)(1+ ‖Yxλ,n(t)‖
)+ δλ(t).

By the Gronwall lemma we get

‖Yxλ,n(t)‖ ≤
∫ t

0
exp

(∫ t
s

a(‖Zxn(r)‖)dr
){
a(‖Zxn(s)‖)+ ‖δλ(s)‖

}
ds (3.3)
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for 0 ≤ t ≤ T ∧ τxn . SinceR(λ) −→ I asλ→∞ in the strong operator topology
and‖R(λ)‖ ≤ M for a constantM and allλ > 0 sufficiently large, we have

lim
λ→∞

∫ T∧τ(x,n)
0

‖δλ(s)‖ds = 0

and the estimate

‖Yxn (t)‖ ≤
∫ t

0
exp

(∫ t
s

a(‖Zxn(r)‖)dr
)
a(‖Zxn(s)‖)ds, 0 ≤ t ≤ T ∧ τxn ,

follows from (3.3) by passingλ→∞. Obviously,Yxn (t) = eA(t−τ(x,n))Y xn (τ xn ) for
τxn < t ≤ T , so

‖Yxn (t)‖ ≤ K̃
∫ t

0
exp

(∫ t
s

a(‖Zxn(r)‖)dr
)
a(‖Zxn(s)‖)ds

holds for a constant̃K <∞ and allt ∈ [0, T ]. Hence

sup
0≤t≤T

‖Zx(t)‖ = sup
0≤t≤T

‖Yxn (t)+ Zxn(t)‖

≤ sup
0≤t≤T

‖Zxn(t)‖

+ K̃ sup
0≤t≤T

∫ t
0

exp

(∫ t
s

a(‖Zxn(r)‖)dr
)
a(‖Zxn(s)‖)ds

≤ sup
0≤t≤T

‖Zxn(t)‖ + K̃
∫ T

0
exp

(∫ T
0
a(‖Zxn(r)‖)dr

)
a(‖Zxn(s)‖)ds.

This implies

Px,n
{
τxn ≤ T

}
= Px,n

{
sup

0≤t≤T
‖Zx(t)‖ ≥ n

}
≤ Px,n

{
sup

0≤t≤T
‖Zxn(t)‖ +Φ(Zxn) ≥ n

}
,

where we set

Φ : C([0, T ];B) −→ �; ϕ �−→ K̃ exp

(∫ T
0
a(‖ϕ(s)‖)ds

)∫ T
0
a(‖ϕ(s)‖)ds.

By the hypothesis (C4) we can find a constantC1 = C1(R, T ) <∞ independent
of n such that

sup
‖x‖≤R

∫
Ω

sup
0≤t≤T

‖Zxn(t)‖p dPx,n ≤ C1.

Whence

sup
‖x‖≤R

Px,n
{

sup
0≤t≤T

‖Zxn(t)‖ ≥ h
}
≤ C1

hp
−→
h→∞

0 (3.4)
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by the Chebyschev inequality, in particular

lim
n→∞ sup

‖x‖≤R
Px,n

{
sup

0≤t≤T
‖Zxn(t)‖ ≥ n

}
= 0.

Asa is a nondecreasing function, the mappingΦ is bounded on bounded sets, name-
ly, if sup0≤t≤T ‖ψ(t)‖ ≤ h then|Φ(ψ)| ≤ K̃T a(h)exp(T a(h)). Givenε > 0, use
(3.4) to find@ > 0 such thatPx,n{sup0≤t≤T ‖Zxn(t)‖ ≤ @} ≥ 1− ε. Letn0 ∈ � be
such thatK̃T a(@)exp(T a(@)) < n0, thenPx,n{Φ(Zxn) ≥ n} < ε for all n ≥ n0,
which completes the proof. Q.E.D.

A standard argument shows that Lemma 3.3 yields

Corollary 3.4. For every x ∈ B and t ≥ 0 we have EU(x, t) = 1.

Proof. Obviously,

1≥ EU(x, t) ≥ E1{τ(x,n)≥t}U(x, t ∧ τxn ) = Px,n{τxn ≥ t} −→n→∞ 1.

Q.E.D.

Lemma 3.5. For each t ≥ 0 and any convergent sequence {xn} in B, xn −→ x0,
we have

U(xn, t)
P−−−→

n→∞U(x0, t).

Proof. Fix t > 0, ε > 0 and a convergent sequence{xn}, xn −→ x0 in B, arbitrar-
ily. By Lemma 3.2 we can findk ∈ � such that

sup
n≥0

P
{
τ
xn
k < t

}
<
ε

2
.

SetAn = {τxnk < t} ∪ {τx0
k < t} and choose a bounded functionũ ∈ C(B, Υ ) such

thatu = ũ on the ball{x ∈ B; ‖x‖ ≤ k}. If we define

Ũ (y, t) = exp

(∫ t
0

〈
ũ(Zy(s)), ·〉dW(s)− 1

2

∫ t
0

∣∣ũ(Zy(s))∣∣2 ds

)
, y ∈ B,

thenŨ (xn, t) = U(xn, t), Ũ (x0, t) = U(x0, t) almost surely onΩ \ An for each
n ≥ 1, sinceu(Zy(s)) = ũ(Zy(s)) for 0 ≤ s ≤ τyk ∧ t , ‖y‖ ≤ k. Hence

P
{|U(xn, t)− U(x0, t)| > ε

} ≤ P(An)+ P
{|Ũ (xn, t)− Ũ (x0, t)| > ε

}
≤ ε + P

{|Ũ (xn, t)− Ũ (x0, t)| > ε
}
.

To complete the proof we have to check that

Ũ (xn, t)
P−−−→

n→∞ Ũ (x0, t).

By Remark 2.2 we know that it suffices to show that

lim
n→∞

∫ t
0

E
∣∣ũ(Zxn(s))− ũ(Zx0(s))

∣∣2 ds = 0. (3.5)

However,‖Zxn −Zx0‖ −→ 0 in measure on [0, T ]×Ω by Lemma 3.2, thus (3.5)
follows immediately by boundedness and continuity ofũ. Q.E.D.
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Proof of Theorem 3.1. We can repeat the proof of Theorem 2.1 literally, taking
into account that the crucial assumptions (ii) and (v) of Theorem 2.1 are satisfied
according to Corollary 3.4. and Lemmas 3.5, 3.2, respectively. Q.E.D.

4. A remark on M. Fuhrman’s result

LetH be a real separable Hilbert space,W a standard cylindrical Wiener process
in H , defined on a fixed filtered probability space(Ω,F, (Ft ),P),Q ∈L(H) a
nonnegative self-adjoin operator. LetV ∈ C2(H), denote byV ′, V ′′ the first and
second Fŕechet derivative ofV , respectively. We will consider the equation

dX = (AX −QV ′(X))dt +Q1/2 dW (4.1)

under the following assumptions:A : Dom(A) −→ H is an infinitesimal generator
of aC0-semigroup(eAt ) onH such that∫ T

0
t−α
∥∥eAtQ1/2

∥∥2
HS dt <∞ (4.2)

for aα > 0 and anyT ∈ �+. Denote byL1(H) the Banach space of all nuclear
operators onH equipped with the nuclear norm. Suppose that the functions

V : H −→ �, V ′ : H −→ H, V ′′ : H −→L(H)

are uniformly continuous and bounded on bounded sets inH , Rng(V ′) ⊆ Dom
(A∗), Rng(Q1/2V ′′(·)Q1/2) ⊆L1(H), and the functions

A∗V ′ : H −→ H, Q1/2V ′′Q1/2 : H −→L1(H)

are continuous onH and bounded on bounded subsets ofH . Set

LV (x) = 1

2
Tr
(
Q1/2V ′′(x)Q1/2)+ 〈A∗V ′(x), x〉, x ∈ H,

and assume that

V (x) ≥ k1, LV (x)− 1

2

∣∣Q1/2V ′(x)
∣∣2 ≤ k2 (4.3)

for some constantsk1, k2 ∈ � and eachx ∈ H .
Then, by Theorem 2.5 of [20], there exists a unique mild solution to (4.1) for

any initial conditionX(0) = x ∈ H ; denote byP the transition probability defined
by (4.1). (The reader may consult Section 5 of [20], where nontrivial examples of
equations satisfying the above hypotheses are presented.)

Assume further that (2.27) holds, that is, that the Ornstein-Uhlenbeck process

dZ = AZ dt +Q1/2 dW

is strong Feller, we aim at checking the strong Feller property ofP using Theorem
2.1. Let us defineU(y, t), y ∈ H , t ≥0, as in Theorem 2.1 with the choiceu =
−Q1/2V ′. We have∫ t

0

〈
Q1/2V ′(Zy(s)), ·〉dW(s) = V (Zy(t))− V (y)− ∫ t

0
LV (Zy(s))ds
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by [20], Lemma 2.1, hence

U(y, t) = exp

(
V (y)− V (Zy(t))+

∫ t
0

{
LV (Zy(s))− 1

2

∣∣Q1/2V ′(Zy(s))
∣∣2}ds

)
for anyy ∈ H , t ≥ 0, and soEU(y, t) = 1 is an easy consequence of (4.3). Fix
t > 0 and a convergent sequence{xn} in H , xn −→ x0 asn→ ∞. It remains to
prove that

U(xn, t)
P−−−→

n→∞U(x0, t). (4.4)

Obviously, sup0≤s≤t |Zxn(s)−Zx0(s)| −→ 0 almost surely, from which we obtain

V (xn) −→ V (x0), V (Zxn(t)) −→ V (Zx0(t)) P− almost surely

by continuity ofV . Due to (4.2), the assumptions of Theorem 5.9 of [12] are met
and

lim
N→∞

sup
n≥0

P
{

sup
0≤s≤t

|Zxn(s)| ≥ N
}
= 0

holds. Since the functionLV − 1
2|Q1/2V ′| is continuous and bounded on bounded

subsets ofH , we may proceed as in the proof of Lemma 3.5 to show∫ t
0

{
LV (Zxn(s))− 1

2

∣∣Q1/2V ′(Zxn(s))
∣∣2}ds

P−−−→
n→∞

∫ t
0

{
LV (Zx0(s))− 1

2

∣∣Q1/2V ′(Zx0(s))
∣∣2}ds

and the claim (4.4) follows. Therefore, the transition functionP is strong Feller,
obviously, it is also irreducible.

In [20], an additional assumption thatLV ∈ C1(H) and

|V ′(x)| + |(LV )′(x)| + |V ′′(x)∗QV ′(x)| ≤ k3ek4|x|γ

for somek3, k4 ∈ �+ andγ < 2 is adopted; we do not need this estimate. On the
other hand, Theorem 3.4 in [20] asserts more than we can prove: forϕ bounded
Borel onH ,Ptϕ is not only continuous onH but also Lipschitz on bounded subsets
of H .
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[24] Jona-Lasinio, G., Śeńeor, R.: Study of stochastic differential equations by constructive
methods I., J. Statist. Phys.,83, 1109–1148 (1996)

[25] Karatzas, I., Shreve, S.: Brownian motion and stochastic calculus, Springer-Verlag,
Berlin 1988

[26] Kazamaki, N.: Continuous exponential martingales andBMO, Lecture Notes in Math.
1579, Springer-Verlag, Berlin 1994
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