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Abstract
The key to successful product development is better understanding of customer requirements and efficiently
identifying the product attributes. In recent years, a growing number of researchers have studied the mining of
customer requirements and preferences from online reviews. However, since customer requirements often change
dynamically on multi-generation products, most existing studies failed to discover the correlations between
customer satisfaction and continuous product improvement. In this work, we propose a novel dynamic customer
requirement mining method to analyze the dynamic changes of customer satisfaction of product attributes based
on sentiment and attention expressed in online reviews, aiming to better meet customer requirements and provide
the direction and content of future product improvement. Specifically, this method is divided into three parts. Firstly,
text mining is adopted to collect online review data of multi-generation products and identify product attributes.
Secondly, the attention and sentiment scores of product attributes are calculated with a natural language processing
tool, and further integrated into the corresponding satisfaction scores. Finally, the improvement direction for
next-generation products is determined based on the changing satisfaction scores of multi-generation product
attributes. In addition, a case study on multi-generation phone products based on online reviews was conducted to
illustrate the effectiveness and practicality of the proposed methodology. Our research completes the field of
requirements analysis and provides a new dynamic approach to requirements analysis for continuous improvement
of multi-generation products, which can help enterprises to accurately understand customer requirements and
improve the effectiveness and efficiency of continuous product improvement.

Keywords: Requirement mining, Sentiment analysis, Continuous product improvement, Multi-generation
products, Online reviews

1 Introduction
In the beginning stages of product design, customer re-
quirements are critical in determining the design direc-
tion of a new product [1, 2]. The key to successful product
development is better understanding of customer require-
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ments and efficiently identifying the product attributes
[3, 4]. In the product design process, accurate customer
requirements not only guide designers in determining the
functionality and structure of the product [5–7], but also
improve customer satisfaction by improving product at-
tributes, thereby increasing the competitiveness of the
product in the marketplace.

It is worth observing that with the widespread availabil-
ity of information technology, the Internet has permeated
various industries, and its openness and freedom have re-
sulted in the growing number of customers using online
reviews to express personal consumer experiences [8]. Ac-
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cording to a recent report, 77% of customers read online
reviews and 75% of them trust online reviews more than
personal recommendations [9]. Numerous studies have
shown that most customer behaviors are directly related
to online reviews [10, 11], especially in purchase deci-
sions [12, 13] and product sales [14, 15], and Güneş [16]
suggested that online reviews can provide designers with
heuristic ideas, which suggests that online reviews contain
a large amount of valuable content and also provide the
source of data for customer requirements analysis. Cao et
al. [17] suggested that to unravel the complex challenges
addressed by product innovation, it is oftentimes essen-
tial for customers to participate in the design process. On-
line reviews are also a form of customer involvement in
the design process. Compared with traditional customer
requirements data, online reviews are more efficient and
lower cost to acquire. In recent years, a growing number
of researchers have studied the mining of customer re-
quirements from online reviews. The main focus is to an-
alyze online review data in terms of extracting customer
preferences [18, 19], identifying product attributes [4, 20],
and developing strategies for companies and sales [21–23].
However, in the process of continuous improvement of
multi-generation products, new products are usually de-
veloped by improving existing product. Since customer re-
quirements often change dynamically on multi-generation
products, most existing studies failed to discover the cor-
relations between customer satisfaction and continuous
product improvement.

To address the issue, in this paper a dynamic customer
requirement mining method for continuous product im-
provement is proposed. Two unique characteristics are de-
scribed, 1) dynamic customer requirement mining, which
examines the change of the satisfaction score of prod-
uct attributes over multi-generation products; 2) applying
dynamic change trends to the method, dynamic changes
trend is mostly applied in the fields of climate [24, 25]
and disease [26–28], mainly by predicting the future based
on existing data so that appropriate countermeasures and
suggestions can be prepared in advance. This study com-
bines these two characteristics in the process of multi-
generation product improvement to help companies accu-
rately understand customer requirements, quickly develop
improvement strategies, and win market leadership.

The study is organized as follows: A review of related
studies present in Sect. 2. Section 3 proposes a framework
that the dynamic customer requirement mining method
for continuous product improvement and introduces the
methods of data process and dynamic change trend of
product attributes, which includes the extraction of prod-
uct attributes, the calculation of satisfaction score for
product attributes. Section 4 mainly describes the appli-
cation of the proposed framework and methodology in
the case study of product. The conclusion is presented in
Sect. 5.

2 Related work
2.1 Analysis of customer requirements
Customer requirements are an important part of prod-
uct innovation [29, 30]. Traditional methods of customer
requirement analysis include customer surveys, customer
interviews, focus groups, questionnaires, etc., but they are
usually time-consuming and subjective. Compared to tra-
ditional customer requirement analysis data, online review
data is more accurate, real, reliable and easily accessible
[31].

Indeed, there are many researchers who conduct cus-
tomer requirement analysis based on online product re-
views. Timoshenko and Hauser [32] proposed a customer
requirement analysis method based on user-generated
content using machine learning, which proved its value
and efficiency compared to traditional content extrac-
tion methods. However, the method has some limitations
in terms of the scope of application. For some special-
ized equipment for oil exploration, it is not applicable
because the number of customers for such products is
small, and such customers may not blog, tweet, or post
reviews. Anh et al. [33] presented how to extract use-
ful comments from customers and the implications for
the early stages of product design and proposed a frame-
work for analyzing comments on online shopping sites and
it can automatically extract useful information from re-
view documents and it can also collaboratively work be-
tween designers and opinion customers. Hananto et al.
[34] developed a fashion style model to investigate fash-
ion styles by using online customer reviews to analyze
customer preferences. The obtained fashion style models
can potentially help marketing and product design spe-
cialists better understand customer preferences in the e-
commerce fashion industry. Chan et al. [35] have formu-
lated a multi-objective optimization problem which at-
tempts to equally learn imbalances online review data col-
lected from popular and unpopular products in market-
place and addressed the problem of how to predict cus-
tomer satisfaction with product design attributes through
online data imbalance in order to improve the success of
the product in the marketplace. Joung and Kim [20] pro-
posed to identify product attributes from online reviews
using an approach based on latent Dirichlet assignment
and the case study of Android smartphones demonstrates
that the proposed method yields better LDA results to
identify product attributes than previous methods. Ying et
al. [36] performed fine-grained sentiment analysis based
on e-commerce product review data, which can provide
many valuable information to merchants. Similarly, Zhang
et al. [37] proposed a method based on fine-grained sen-
timent analysis and a Kano model to extract consumers’
requirements for product attributes from online reviews.
The proposed method is illustrated by online reviews of air
purifiers and they also use a dataset of refrigerators to fur-
ther validate the effectiveness of the method. Li et al. [38]
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proposed a model for identifying key customer require-
ments based on online product reviews and applied the
key customer identification problem for smartphones to
demonstrate the feasibility and effectiveness of the model.

In order to mine customer requirements from online
reviews, most current research has focused on methods
to mine customer requirements, however, lack research
on the dynamic changes of customer requirements over
multi-generation products. In this paper, a dynamic cus-
tomer requirement mining method for continuous prod-
uct improvement is proposed to address these issues.

2.2 Feature extraction from online reviews
Product features are attributes of products (which also be-
come entities or topics), product components, or prod-
uct parts that are viewed online by customers [39]. Sim-
ilarly, Han and Moghaddam [40] stated that product fea-
tures can refer to any component or feature of a prod-
uct or service. In previous studies, scholars have proposed
many methods to extract product features. The first one
is extraction based on linguistic rules, mainly by sentence
and word syntax, and this method is designed to analyze
the syntactic relationships or dependencies between fea-
ture words and viewpoint words [41]. The second one is
extraction by supervised learning model, and Budhi et al.
[42] proposed a comparison framework that combines text
pre-processing and feature extraction methods. The fea-
ture extraction stage is to use TF to generate features for
each pre-processed word token first, and then features for
each review text are extracted by checking for the exis-
tence of each feature word. The third one is extraction us-
ing topic model, Wu et al. [43] proposed an LDA short text
clustering algorithm (SKP-LDA) based on sentiment word
co-occurrence and knowledge pair feature extraction, and
comparing with JST, LSM, LTM and ELDA, SKP-LDA per-
forms better in terms of Accuracy, Precision, Recall and F-
measure. The experiments demonstrate that SKP-LDA has
better semantic analysis ability and emotional topic clus-
tering effect. The fourth one is based on noun or noun
phrase extraction, Hu and Liu [44] extracted product fea-
tures based on the frequency of nouns and noun phrases
being volume in reviews, and kept product features with
frequencies greater than the threshold. Product features
are further divided into explicit features, which are features
directly mentioned by customers when reviewing prod-
ucts, and implicit features, which are features that are not
directly mentioned but can be inferred from the reviews
[45]. For example, for phones, the battery is one of the
product attributes, and if customers directly comment that
the battery is durable, it is an explicit feature, but some cus-
tomers comment that the phone has a long standby time,
which is called an implicit feature, because the battery can
also be inferred from this product attribute.

Based on the overview of feature extraction methods,
this paper uses extraction methods based on nouns or

noun phrases, also known as frequent pattern extraction.
The advantage of this approach is that when there are a
large number of customer reviews for products, the tar-
gets of the reviews are usually focused on the product fea-
tures that customers are more concerned about. As the
same time, this paper also takes into account that online
product reviews contain implicit features, we can add new
words in the jieba library by adding words that can repre-
sent the product features in the dictionary, which can then
achieve as many product features as possible.

2.3 Sentiment analysis from online reviews
Sentiment analysis refers to the use of relevant textual
methods to transform sentiment words in reviews into
computable sentiment values, or to analyze the sentiment
expressed by consumers in texts by mining their emo-
tions based on sentiment words [46]. Online product re-
view sentiment analysis can be divided into coarse-grained
and fine-grained sentiment analysis. Coarse-grained sen-
timent analysis refers to the tendency analysis of the text,
which is mainly to determine whether the customer sen-
timent toward the product is positive, negative or neu-
tral; fine-grained sentiment analysis is mainly to extract
the sentiment object and sentiment words of the text, and
then determine the customer sentiment tendency [47]. Re-
search on sentiment analysis is divided into the following
two main types. The first one is lexicon and rule-based
sentiment analysis, which mainly uses sentiment lexicon
for sentiment calculation, and Asghar et al. [48] also in-
tegrated emoticons, negation words, sentiment words and
domain terms for sentiment analysis based on lexicon and
rules. The advantage of this approach is that it has a high
accuracy rate, but the disadvantage is also obvious that
it needs to build different lexicon and rules for different
domains, which is poor in generality. The second type
of sentiment analysis is based on machine learning and
deep learning, and the general idea is to train the model
through sentiment labeled data and then test the model
using a test set. Rathor et al. [49] focused on examining
the efficiency of three machine learning techniques(Sup-
port Vector Machines(SVM), Naïve Bayes(NB) and Max-
imum Entropy(ME)) for classification of online reviews
using a web model using supervised learning methods,
and the results have shown that SVM has resulted maxi-
mum accuracy. Similarly, Wawre and Deshmukh [50] com-
pared two supervised machine learning approaches SVM,
NB for sentiment classification of reviews. Results states
that Naïve Bayes approach outperformed the SVM. Zeng
et al. [51] put forward the PosATT-LSTM model and ex-
tensive experiments have been conducted on the SemEval
2014 datasets, and the results indicate the efficacy of the
proposed model. Feng et al. [52] proposed a method of
combining the convolutional neural network and atten-
tion model for sentiment analysis and the experimental re-
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sults show that the method is more effective than the ma-
chine learning method and the simplex convolution neu-
ral network method. The results of this sentiment analysis
method are strongly influenced by the training set. For sen-
timent analysis most researchers currently still use a lexi-
con and rule-based approach by extracting feature words
and sentiment words in reviews, and then assigning sen-
timent words based on sentiment lexicon to get customer
sentiment scores on product features.

Due to the increasing number of studies on natural lan-
guage processing tasks, especially in the context of senti-
ment analysis of texts, more and more researchers are fo-
cusing on the second approach. Therefore there are also
many researchers who have developed sentiment analysis
tools. In this paper, we use the SnowNLP, which has a high
accuracy rate for sentiment analysis of shopping-type re-
views because its corpus is mainly on shopping.

3 Methodology
Previous research on customer requirements analysis of
online reviews has not taken into account the dynamics
changes of customer satisfaction with product attributes
over multi-generation products and how to analyze this
dynamic change for continuous product improvement. In
order to address these two issues, this study develops a dy-
namic customer requirement mining method for continu-
ous product improvement containing three stages: identi-
fying product attributes, calculating the satisfaction score
of product attributes and determining the direction of con-
tinuous product improvement. First, online customer re-
views from multi-generation products as resource and the
product attributes are extracted after data pre-processing
and data processing. Second, the attention and sentiment
scores of product attributes are calculated with a natu-
ral language processing tool, and further integrated into
the corresponding satisfaction scores. Finally, in order to
guide the direction for improving next generation product,
the evolution of product attributes in terms of satisfaction
scores over multi-generation products is determined. Our
analytical framework is illustrated in Fig. 1.

3.1 Data acquisition and processing
Python is utilized to write regular expressions so as to
run a web crawler and effectively obtain online review
data. The general steps of web text crawling are shown in
Fig. 2. Figure 3 illustrates a typical online review posted
on a shopping platform. Part A is the registered named
of the reviewer. Part B is the evaluation score of the re-
viewer for the product. Part C is the review content of re-
viewer. Part D is the color and memory of the product,
and part E is the review time. We mainly obtain the re-
view data in part C. Reviews can be represented as a set
R = {R1, R2, . . . , Ri, . . . , Rm}, where Ri denotes the i-th re-
view.

After obtaining the comment data, data pre-processing
and data processing are performed and divided into the
following five steps:

1) Remove the reviews that are irrelated to the product,
such as “The customer feels good”, “The customer did not
fill in the evaluation content in time” and other similar re-
views.

2) Splitting comments into sentence-based units, which
provides a convenient way to match sentiment with prod-
uct attributes at post.

3) Text deduplication and tokenizer.
4) Removing stop words. Stop words include “I”, “this”

and other words that are widely present in the data and
have no research value, as well as some auxiliary words and
prepositions such as “end”, “in” and other words that have
no real meaning. Usually, there is a list of stop words in the
lexicon to help improve the accuracy of text analysis.

5) Part-of-speech (POS) tagging and feature extraction.
There are many existing word separation tools, such as

THULAC introduced by Tsinghua University, NLPIR de-
veloped by Beijing University of Technology, Harbin Insti-
tute of Technology’s LTP, jieba, and so on. Each of them
has its own advantages and disadvantages. Since the re-
view text was collected from Chinese online websites, the
jieba tool was selected to process the review text through
segmenting and extracting product attributes. Jieba is also
currently used by a relatively large number of people. The
principle of its word separation is to calculate the asso-
ciation probability between each Chinese word based on
the existing Chinese lexicon. There are three modes of
jieba word separation, namely, the most precise cut sen-
tence and the most accurate cut sentence. The exact mode,
which is the most accurate way to slice the sentences, the
full mode, which is to get all the words that can become
words, and the search engine mode. search engine mode.
The exact mode is the most suitable for text analysis.

3.2 Extraction of product attributes
This section performs product attributes extraction using
the results of POS tagging and feature extraction obtained
in the previous section. Since product attributes can re-
fer to any component or feature of a product or service
[40], we only perform extraction on nouns, verbs and ver-
bal nouns. The identification of product attributes based
on TextRank method. Then perform filtering and seman-
tic similarity analysis to determine product attributes.

TextRank [53] proposed by Rada Mihalcea and Paul Ta-
rau in 2004, which is a text ranking algorithm, improved
from Google PageRank algorithm for ranking the impor-
tance of web pages, extracts keywords, key phrases of a
given text and extracts key lines of that text using an ex-
tractive automatic digest method.

The TextRank algorithm model is generally expressed in
the form of G = (V , E), for natural language processing V
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Figure 1 Proposed analytical framework

Figure 2 Crawler steps

represents the set of all word-based nodes in the graph, and
E represents the set of connected edges between points in
the graph. The scoring of nodes Vi is shown below:

WS(Vi) = (1 – d)

+ d ∗
∑

Vj∈ln(Vi)

wji∑
Vk∈Out(Vj) wjk

WS(Vj), (1)

where wji represents the weight of the edge between node
Vj and node Vi, usually the similarity between the two
nodes represents the weight; In(Vi) represents the set of
all nodes pointing to node Vi, and Out(Vi) represents is
the set of all nodes pointed to by node Vi; d represents the
damping coefficient (0 ≤ d ≤ 1), which is the probability
of pointing from a specific point to any other point in the
graph, and d usually takes a value of 0.85. In addition, it
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Figure 3 Online consumer reviews

should be noted that in the process of setting the initial
value of the TextRank algorithm, the score of all nodes is
generally initialized to 1, and the threshold for determin-
ing the convergence is 0.0001. When the error rate is less
than the threshold, it will converge and stop the iterative
operation.

After the product attributes extraction, we put all the
product attributes into a collection, and conduct word
frequency statistics, and output the top 100 product at-
tributes after the statistics, and then filter the features that
have nothing to do with the product, such as “problem”,
“really”, etc. Then, the product attributes to be determined
are removed by screening. Since there are different words
in the product attributes to be determined, such as “cam-
era” and “photo”, “shape” and “appearance”, although the
two words are different, they represent the same product
attributes, so we need to cluster such words and finally get
the similarity matrix to determine the product attributes
by semantic similarity calculation.

In this paper, we focus on calculating the similarity of
words using word vectors [54]. To train word vectors,
we need a large corpus, currently there are many En-
glish corpora, but less Chinese corpora, here we use Chi-
nese pages from Wikipedia as training corpus, download
at https://dumps.wikimedia.org/zhwiki/. After processing
the corpus, each word is mapped to a continuous vector
space using a word embedding algorithm. In this paper, we
use Word2Vec CBOW as the word embedding algorithm
[55, 56]. The goal of CBOW model training is to predict in-
termediate words based on the context. The architecture
of CBOW model is represented in Fig. 4 and consists of an
input layer, a hidden layer and an output layer. The training
objective is defined as:

Jθ =
1
T

T∑

t=1

log p(ct|ct–n, . . . , ct–1, ct+1, . . . , ct+n), (2)

where n is the window of words around the current word ct
at each time step t. The term p(ct|ct–n, . . . , ct–1, ct+1, . . . , ct+n)

Figure 4 The architecture of CBOWmodel

is calculated by a softmax function. After training the word
vector model, we calculate the semantic similarity between
two product attributes by cosine similarity and the equa-
tion is expresses as follows:

sim(A, B) = cos(θ ) =
A · B

|A|2 + |B|2 – A · B
. (3)

The semantic similarity between each two product at-
tributes is obtained by Eq. (3) for all the extracted prod-
uct attributes, and then the semantic similarity matrix
of the product attributes is obtained. Then the product
attributes are clustered by Hierarchical Cluster Analysis
(HCA) method to reduce the number of product attributes
[57]. The result of HCA is usually presented in a dendro-
gram and there are two main approaches to resolve the
grouping problem in HCA, agglomerative or divisive [58].
In this study we use the agglomerative approach for cluster
analysis and also choose to use the Pretty Heatmap module
in ImageGP [59] for data visualization. Expressing the se-
mantic similarity matrix and HCA in the form of heatmap

https://dumps.wikimedia.org/zhwiki/
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allows a more visual observation of the semantic similarity
product attributes and the results of HCA.

3.3 Calculating the satisfaction score of product attributes
The satisfaction score of the product attributes is to eval-
uate the degree of customer satisfaction with product at-
tributes, and obtained by integrating the attention and
sentiment scores of product attributes. In this paper, we
take a quantitative way to calculate the sentiment scores of
customers on product attributes. The obtained sentiment
scores for product attributes represent the sum of the sen-
timent score of customers for the current product attribute
in the dataset. Since customers pay different attention to
each product attribute, the product attributes with high
attention are mentioned more times in the reviews, so the
sentiment score at this point does not represent the satis-
faction of customers with the product attribute. When the
sentiment score of a product attribute is obtained, the at-
tention score of the same product attribute is calculated.
Then, the ratio of sentiment score to attention score for
the same product attribute is used to express the satisfac-
tion of customers with the product attribute. The product
attribute satisfaction Si is given by:

Si =
Qi

PAi
, (4)

where Qi is the sentiment score corresponding to the prod-
uct attribute i, and PAi is the attention score of the product
attribute i.

Sentiment analysis is mainly divided into sentiment po-
larity analysis and sentiment intensity analysis. Customers
often express their emotions after the product experi-
ence in product reviews, so it is necessary to perform
sentiment analysis on customer reviews. The sentiment
scores of product attributes are calculated with a natu-
ral language processing tool of the text sentiment anal-
ysis tool SnowNLP. Since product attributes and senti-
ment scores are extracted separately, a correlation be-
tween them must be established to analyze the sentiment
scores of consumers on product attributes. Since the previ-
ous pre-processing was done in terms of customer review
sentences, each sentence contains only one or two prod-
uct attributes, so we corresponded each customer review
score to the extracted product attribute of that sentence,
thus corresponding the product attribute to the sentiment
score, and then the product attribute sentiment score was
calculated. Therefore, the equation is proposed and de-
fined as:

Qi =
M∑

j=1

Rj[Ai] × Wj, (5)

where Rj indicates that it is the jth comment, Ai is the prod-
uct attribute, Rj[Ai] indicates that the product attribute in

the jth comment is Ai, and Wj is the sentiment score of the
jth customer comment. and M means there are M com-
ments in total. Mathematically Rj[Ai] is defined as:

Rj[Ai] =

{
1, Ai ∈ Rj,
0, Ai ∈ Rj

(6)

consequently, we can obtain the sentiment scores of the
product attributes.

Product attribute attention indicates how much cus-
tomers pay attention to a particular attribute of the prod-
uct, and the three different measures defined by Rai [60]
are Frequency Measure (FM), Review Appearance Rate
Measure (RARM), and Local Global Normalization Mea-
sure (LGNM). The Frequency Measure knowledge counts
the number of occurrences of each noun phrase represent-
ing a given product attribute in all customer reviews, and
requires two additional important assumptions. The Re-
view Appearance Rate Measure is simply a count of the
number of different customer reviews in which a noun
phrase appears painstakingly. In order to reduce the dis-
tortion caused by these two assumptions, the Local-Global
Normalization Measure (LGNM) is proposed. the LGNM
consists of three different types of term weights: local
weights, global weights and normalization weights. In our
study, the LGNM is used to calculate the product attribute
attention PAi:

PAi =
M∑

j=1

Lij ∗ Gi ∗ Nij, (7)

where Lij is the local weight for attribute i in the review
j, Gi is the global weight that measures the importance of
attribute i in all the reviews, and Nij is the normalisation
factor to compensate the discrepancies due to the lengths
of the reviews.

The local factor Lij is defined as:

Lij = log2(1 + fij), (8)

where the local opinion frequency fij is defined as the num-
ber of occurrences of the attribute i in each customer re-
view j.

The global factor Gi is defined as:

Gi = 1 +
M∑

j=1

fij
Fi

log
fij
Fi

log M
, (9)

where the global opinion frequency Fi is the frequency of
attribute i throughout all the reviews:

Fi =
∑M

j=1 Rj[Ai]
M

. (10)
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The normalisation factor Nij is defined as:

Nij =
1

Gi ∗ Lij
. (11)

So far, we can acquire the attention of each product at-
tribute, and then according to the formula (4), we can cal-
culate the satisfaction score of the product attributes.

3.4 Dynamic change trend of product attributes
Since each generation of products is released at a differ-
ent time, the social environment and similar competing
products at that time are also different, resulting in cus-
tomer satisfaction with the product attributes is constantly
changing. In order to more accurately understand cus-
tomer requirements and improve the effectiveness and ef-
ficiency of continuous product improvement, we should
analyze the changing trends of customer satisfaction with
product attributes over multiple generations.

Determining priorities for future product attribute im-
provements by dynamic trends in customer satisfaction
of product attributes. There are three main types of dy-
namic trend changes, namely, rise-trend, fall-trend, and
no change. Due to the dynamic trend changes we con-
sider for three generations of products, there will be nine
trend changes for each product attribute, namely rising-
rising, rising-invariant, rising-declining, invariant-rising,
invariant-invariant, invariant-declining, falling-rising,
falling-invariant, and falling-declining. and are shown in
Fig. 5. Within the rising-declining and falling-rising trends,

each trend variation is subdivided into two types, rising-
declining (middle), rising-declining (bottom), falling-
rising (middle), and falling-rising (top). The details are
shown in Fig. 6.

Zhang et al. [39] proposed that product attributes with
reduced customer satisfaction should be improved sub-
stantially, and attributes with increased customer satis-
faction should be maintained or slightly improved, so
we prioritized the improvement of the above 11 product
attributes dynamic trend changes as follows: 1. falling-
declining > 2. rising-declining (bottom) > 3. invariant-
declining > 4. rising-declining (middle) > 5. falling-
invariant > 6. falling-rising (middle) > 7. invariant-
invariant > 8. falling-rising (top) > 9. rising-invariant >
10. invariant-rising > 11. rising-rising.

If there are several different product attributes in the
same product attribute dynamic trend changes, in this
study our solution is as follows. If this product attribute
dynamic trend change is among the first six, we use the rel-
ative value calculation method, specifically the difference
between the highest and lowest satisfaction value of the
product attribute is used as an indicator for further eval-
uation, and the product attribute with a large difference
is given priority for improvement. If the product attribute
trend changes in the last five positions, we use absolute val-
ues to calculate. This is where we compare only the high-
est customer satisfaction, with low satisfaction product at-
tributes prioritized for improvement. The process is illus-

Figure 5 Data trend analysis type
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Figure 6 Rising-declining and falling-rising

trated via the following equation:

PIi =

⎧
⎪⎨

⎪⎩

Max(Pj–1[Si], Pj[Si], Pj+1[Si])
– Min(Pj–1[Si], Pj[Si], Pj+1[Si]), DT ∈ [1, 6],

Max(Pj–1[Si], Pj[Si], Pj+1[Si]), DT ∈ [7, 11],

(12)

where PIi denotes the dynamic trend score of product at-
tribute i, Pj[Si] denotes customer satisfaction with prod-
uct attribute i of the jth generation of products, and DT
represents the product attribute dynamic trend change de-
scribed earlier.

Similarly, we also take into account the existence of spe-
cial cases, such as several product attributes belonging to
the same product attribute dynamic trend changes, and
more coincidentally, their maximum and minimum values
are also the same, which may make the PIi values we ob-
tained the same, and then we will further compare these
several product attributes by analysis to give the improved
ranking of these product attributes. Of course, the proba-
bility of this situation existing is tiny.

4 Case study
In this section, to illustrate the proposed method, a phone
case study is presented which captures the dynamic trend
change of customer satisfaction of product attributes from
customer online review. Analyzing this dynamic trend
change to determine the direction of next-generation
product improvement helps companies accurately under-
stand customer requirements and improve the efficiency
of continuous product improvement.

4.1 Data preparation
Customer online reviews were collected from a shopping
platform. First of all, the data is obtained by crawling pro-
gram to obtain customer reviews of three generations of a

Table 1 Number of customer reviews

Product
1st Gen

Product
2nd Gen

Product
3rd Gen

Total

Raw reviews 21,405 22,985 19,077 63,467
Pre-processed reviews 17,822 18,810 14,165 50,797

brand of phones. The latest product is called product 3rd
Gen, and then the past two generations are called product
1st Gen and product 2nd Gen. Since the brand is updated
annually, the review data is generated within the last three
years. After getting the comments, we got a total of 63,467
pieces of raw data, including 21,405 pieces of product 1st
Gen, 22,985 pieces of product 2nd Gen and 19,077 pieces
of product 3rd Gen. Then the data is cleaned and pre-
processed. Finally, we got a total of 50,797 product reviews,
including 17,822 for product 1st Gen, 18,810 for product
2nd Gen and 14,165 for product 3rd Gen. As shown in Ta-
ble 1.

4.2 Identifying product attributes
Due to our analysis of customer satisfaction of prod-
uct attributes on multi-generation products, all the pre-
processed review data were applied to product attribute
extraction in this work. The following steps were taken to
process the data. First, we used the Natural Language Pro-
cessing tool of jieba to tokenizer and store the obtained
data into a new text. Second, a lexicon of 1893 words was
created by jointing three dictionaries of Harvard deacti-
vation word list, Chinese deactivation word list and Baidu
deactivation word list, which aimed to remove noise such
as punctuation and stop words. Third, the importance
weight of product attributes was determined using the
TextRank method. In this case, the top 100 product at-
tributes with high importance weights were selected for
further research, as shown in Table 2.

We find a number of irrelevant product attributes in Ta-
ble 2, such as mobile phone, apple, effect, etc., so we should
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Table 2 Top 100 product attributes extracted from online reviews

The top 100 product attributes extracted from online reviews

mobile phone nice Genuine cost-effective performance serve praise function quality resolution
speed sound effect worth shopping hope rest assured cost performance black overall evaluate
Apple price quality battery purple green video overall frame need not
photograph color package experience white signal time RAM promote commodity
appearance feel activity face value camera recommend place an order friend screen display easy to use
effect logistics buy discount affordable atmosphere show choose habit charger
Run system delivery customer service very beautiful product deliver goods Work service attitude
Like receive standby time feature start support play games classic get look at
screen feel express delivery red trust texture pixel open the arrival enough
shape satisfy charge sound quality self-employed design suit discover attitude photo

Table 3 Filtered product attributes

Filtered product attributes

speed nice feel charge sound quality trust show screen display
photograph sound effect quality cost-effective performance serve deliver goods service attitude
appearance price packaging battery purple green pixel attitude
run color delivery face value white signal black resolution
screen logistic standby time customer service camera texture RAM charger
shape system express delivery red affordable video quality photo

remove these attributes. Finally, Table 3 shows the 48 prod-
uct attributes were obtained. As shown in Table 3, it is not
difficult to find cases where the product attributes are ex-
pressed differently but have similar meanings, so we need
to reduce the dimensionality of these product attributes.

To address this issue, in this paper an approach of se-
mantic similarity analysis is performed. Firstly, the seman-
tic similarity is calculated, and obtain the semantic similar-
ity of each product attribute with other product attributes.
Figure 7 shows the heatmap and cluster map of the similar-
ity matrix of product attributes. The closer the result is to
1, the more the meanings of the two product attributes are
similar and the deeper the color shown in Fig. 7. Then the
HCA is performed, and the leftmost and uppermost line
segments indicate the results of the HCA. We show sev-
eral of the results, as shown in the dashed boxes in Fig. 7,
which provide the basis for determining the product at-
tributes. Finally, we obtained 11 product attributes. The
specific product attributes and the corresponding specific
interpretations are shown in Table 4 [61].

4.3 Calculating the satisfaction of multi-generation
product attributes

After obtaining the product attributes, customer satisfac-
tion is calculated for each product attribute of product
1st generation, product 2nd generation and product 3rd
generation. To make the experimental results more accu-
rate, in this work we control the number of online reviews
for each product generation to be equal, so we take the
product with the least number of customer reviews as the
benchmark. In order to obtain customer satisfaction of

product attributes, we need to first calculate the attention
and sentiment scores of product attributes.

The sentiment scores of product attributes are mainly
determined by Eqs. (3), (4), and the sentiment scores for
each product attribute of multi-generation products were
obtained by calculation, as shown in Fig. 8.

On the one hand, Fig. 8 shows the dynamic changes
in the sentiment scores of product attributes over multi-
generation products. Looking at Fig. 8, we clearly see that
the sentiment scores of the product attributes don’t in-
crease with the upgrades of product and are decreasing for
most product attributes, such as system, screen, sound ef-
fect, price, quality and RAM. The possible reason for this
phenomenon is that the upgrade of the product doesn’t
meet the customer requirements. On the other hand, the
sentiment scores of product attributes also reflect the cus-
tomer preferences for the product attributes. As shown in
Fig. 8, we obviously see that customers have high senti-
ment scores of product attributes such as appearance, sys-
tem and serve. However, customers have lower sentiment
scores of product attributes such as RAM, signal and bat-
tery. This indicates that customers may prefer to product
attributes such as appearance and system.

Then we calculation the attention scores of multi-gene-
ration product attributes. Firstly, the values of the local fac-
tor Lij, global factor Gi and normalisation factor Nij for
each product attribute of multi-generation products were
obtain from Eqs. (6), (7), (8), (9). Then, the attention scores
of product attribute of multi-generation products is calcu-
lated from Eq. (5), as shown in Fig. 8.

Figure 9 shows the differences of the attention scores of
multi-generation product attributes, which illustrate that
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Figure 7 Heatmap and cluster map of the similarity matrix of product attributes

customers pay different attention to different product at-
tributes. As shown in Fig. 9, customers pay more atten-
tion to appearance, system, service and camera, which on
the one hand indicates that customer attach more impor-
tance to these product attributes, and on the other hand
shows that these product attributes may be more likely
to attract customer attention because they are currently
changing more. The other lower product attributes could
be due to the product being more mature and without
larger changes.

After the attention and sentiment scores of product
attributes were determined, we calculated the satisfac-
tion scores of product attributes to analyze the dynamic
changes of product attributes. Figure 10 shows the satis-
faction scores Si, which suggests that customer satisfac-
tion varies across product attributes, while customer sat-
isfaction for the same product attribute is dynamic across
multi-generation products. For example, customer satis-
faction with the sound effect attribute of the product is
higher and with the battery attribute is lower. Similarly
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Table 4 Product attributes

No. Product Attribute Related product attributes Explanation

1 System System, Speed, Run, System, Performance IOS or Android, and some applications and functions in system.
2 Camera Camera, Photograph, video, pixel, photo Camera number, image accuracy, aperture size, image

stabilization performance, etc.
3 Appearance Appearance, Shape, good looking, color, face value, red,

purple, white, green, black
The shape, color, and material of the smartphone.

4 Screen Screen, Show, screen display, resolution Screen size, resolution, color gamut, and so on.
5 Sound effect Sound effect, sound quality Audio and video playback quality.
6 Price Price, Cost performance, affordable The price of the smartphone.
7 Serve Serve, Logistic, packaging, delivery, express delivery, customer

service, trust, deliver goods, Service attitude, Attitude
Pre-sale consultation, after-sales service, etc.

8 Quality Quality, Cost-effective, hand feel, texture Product durability and product quality.
9 Battery Battery, Standby time, Charge, charger Capacity and endurance of the battery.
10 Signal Signal The network performance of the smartphone.
11 RAM RAM Memory capacity, read/write speed, etc.

Figure 8 The sentiment scores for each product attribute of multi-generation products

in multi-generation products, customer satisfaction of the
product attributes such as system, screen, sound, and ser-
vice are always decreasing, while satisfaction of the prod-
uct attributes such as toward signal and RAM is changing,
and the change means that customer satisfaction may rise
first and then decline or fall first and then rise.

4.4 Data analysis and improving direction of product
attributes

The calculation process of changes in product attributes
was discussed above. According to Fig. 10, customer sat-
isfaction with the same product attributes over multi-

generation products is dynamic, so we can perform trend
analysis based on dynamic data. Figure 11 shows the dy-
namic trend changes of the same product attributes of
multi-generation products by customers. As can be seen
from Fig. 11, we can see that customer satisfaction with the
product attributes of quality, screen, service, sound, and
system is always decreasing, which shows that there is a
distance between the customer expectation of these prod-
uct attributes and the actual product attributes obtained,
resulting in the customer satisfaction has been decreasing;
the user satisfaction of price, appearance and signal is ris-
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Figure 9 The attention scores for each product attribute of multi-generation products

ing first and then decreasing, the difference is that the first
two product attributes are decreasing to the lowest point,
and signal is down to the middle value. The customer satis-
faction of battery, memory and camera decreases first and
then increases, the difference is that the first two prod-
uct attributes increase to the middle value, and the cus-
tomer satisfaction of camera increases to the highest value.
Therefore, according to the product attribute data trend
analysis and Eq. (10), we can get the priority of continuous
product improvement attributes as quality, screen, service,
sound, system, price, appearance, signal, battery, memory,
and camera.

The analysis of consumer requirements based on on-
line product reviews can provide designers with innova-
tive ideas [62], and the future product improvements can
also be influenced by customer sentiment and attention of
product attributes. Designers can evaluate previous prod-
uct improvement strategies by analyzing changes in cus-
tomer satisfaction with product attributes and also bring
new product improvement strategies to designers.

According to the changes in the data trends of customer
satisfaction with product attributes, it can be seen that cus-
tomer satisfaction with the product attributes of quality,
screen, service, sound, and system has been decreasing.
There are two main reasons for customer dissatisfaction
with the product: the first reason is that the product at-
tributes have not been upgraded or improved, which leads
to a decrease in customer satisfaction; the second reason

is that the product attributes have been improved or up-
graded, but the customer expectations have also increased
over time. However, customer expectations have also in-
creased with the change of time or the emergence of other
competing products, so the product attributes still do not
meet customer expectations, leading to a decrease in cus-
tomer satisfaction. Manufacturers should pay more atten-
tion to the attributes of such products in the next gener-
ation of product design. For example, in terms of screen,
to focus on the quality of the screen and more attention
to the materials used by competitive products, to improve.
In terms of service, service here mainly includes customer
service, logistics and after-sales, etc., to focus on customer
service is the tone of voice and attitude when communicat-
ing with users, logistics should be timely, after-sales also
need to actively communicate with users to find a way to
deal with the problem to the satisfaction of both sides.

For the product attributes of price, appearance and sig-
nal customer satisfaction rise first and then fall, where for
the price, customer satisfaction rises first because the price
of the product is always fall, because the first time the
customers did not expect the price of the product will be
decline so customer satisfaction will increase, because it
does not reach the level of reduction in customer expec-
tations, which is also the reason for the second change in
customer satisfaction, and similarly appearance is also the
same. For signal, the satisfaction score of product attribute
changed from “0.509” to “0.734” to “0.579”, which is indica-
tive the product introduced new signal technology makes
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Figure 10 Customer satisfaction for each product attribute of multi-generation products

customer satisfaction increase in the first time, while later
no new technology was introduced to make customer sat-
isfaction decrease. It also provides product designers with
new directions for improvement strategies, when there is
a new technology introduced into the product design, it
will improve customer satisfaction with the product. For
this type of product attributes manufacturers and prod-
uct designers should first analyze the reasons for the recent
decline in customer satisfaction and then develop appro-
priate strategies to address this reason when designing the
next generation of products to meet customer satisfaction.
For the product attributes of battery, memory and camera
customer satisfaction is first fall and then rise, it can be
inferred that the designer got improvement in time after
learning that customers are not satisfied with the product
attributes, thus improving the customer satisfaction at the
end, which shows that the product improvement strategy
is correct. Therefore, the product designer only needs to
continue to maintain the improvement strategy for such
product attributes when designing the next generation of
products.

5 Conclusions
In this paper, we focus on dynamically mining user re-
quirements from online reviews, and discover the corre-
lations between product attribute satisfaction and prod-
uct improvement, which guide the direction and contents
of continuous product improvement. We first collected a
large number of multi-generation product customer re-
view data from shopping platform, which were used to
capture the dynamic changes of consumer satisfaction
of product attributes by measuring consumer attention
and sentiment. Then the product improvement strategies
were analyzed based on the changes of consumer satisfac-
tion with product attributes for next-generation product,
which could meet customer requirements with high ef-
ficiency, and improve the effectiveness and efficiency of
continuous product improvement.

The contribution of this paper to the field of consumer
requirements analysis is mainly in two aspects. First, cus-
tomer satisfaction with product attributes is quantified
by combining customer attention and sentiment analysis.
Second, correlating changes in customer satisfaction with
continuous product improvement provides a dynamic ap-
proach to customer requirements analysis for continuous
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Figure 11 Dynamic trend of product attributes of multi-generation products

improvement of multi-generational products. Moreover,
the feasibility of the method is demonstrated by the ex-
ample of multi-generation phone products. The results
showed that can help enterprises and designers to make
better and faster decision in future product improvement.
However, our study has some limitations. First, there are
manual steps in the process of identifying product at-
tributes that may affect the results. Second, only text data
was used in this study, and data such as pictures and videos
exist in the shopping platform that were not used in the
study. Future works can focus on the following directions:

1) Improve the automation of the dynamic customer
requirements mining method and reduce the
human involvement in the process.

2) Develop a method for analyzing customer
requirements based on multi-modal online data
including text reviews, pictures and videos.
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