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Abstract

Aresearch arena (WARA-PS) for sensing, data fusion, user interaction, planning and control of collaborative
autonomous aerial and surface vehicles in public safety applications is presented. The objective is to demonstrate
scientific discoveries and to generate new directions for future research on autonomous systems for societal
challenges. The enabler is a computational infrastructure with a core system architecture for industrial and academic
collaboration. This includes a control and command system together with a framework for planning and executing
tasks for unmanned surface vehicles and aerial vehicles. The motivating application for the demonstration is marine
search and rescue operations. A state-of-art delegation framework for the mission planning together with three
specific applications is also presented. The first one concerns model predictive control for cooperative rendezvous of
autonomous unmanned aerial and surface vehicles. The second project is about learning to make safe real-time
decisions under uncertainty for autonomous vehicles, and the third one is on robust terrain-aided navigation through
sensor fusion and virtual reality tele-operation to support a GPS-free positioning system in marine environments. The
research results have been experimentally evaluated and demonstrated to industry and public sector audiences at a
marine test facility. It would be most difficult to do experiments on this large scale without the WARA-PS research
arena. Furthermore, these demonstrator activities have resulted in effective research dissemination with high public

visibility, business impact and new research collaborations between academia and industry.

Keywords: Autonomous systems, Intelligent system architectures, Research demonstration arena, Autonomous
drones, Autonomous marine vessels, Public safety and security, Collaborative robotics

1 Introduction

The Wallenberg AI, Autonomous Systems and Software
Program (WASP) [1] is a recent large-scale Swedish
national endeavor with a research focus on the strategic
areas of Artificial Intelligence, Autonomous Systems and
Future Software Systems. One of the novel features of the
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program is the establishment of research arenas in diverse
areas of interest to the program.

The main objectives of the WASP Research Arenas
(WARAs) are to increase the value and relevance of
research and to shorten knowledge transfer between
academia and industry. The arenas offer engineering sup-
port combined with a collaborative environment that
strengthens and facilitates collaboration between WASP
researchers and industry partners. Through the research
arenas, system-level platforms and test-bed scenarios far
beyond the reach of individual university labs, are made
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available for research. The networks around the arenas are
also incorporated in other parts of WASP, for example in
a WASP graduate school project course, [1].

The focus of this paper is on one of these arenas, the
WASP Public Safety Arena (WARA-PS) [2]. Public safety
and security [3] is used as a broad umbrella term for activ-
ities that target the obviation of danger to the general pub-
lic and to any public place or public property. Public safety
and security is generally a function of government, and
includes public safety organizations such as law enforce-
ment, fire and emergency rescue and medical services.
The focus of these organizations is to prevent and protect
from events that could endanger the safety of the gen-
eral public. This includes natural or man-made disasters,
criminal activity, terrorism, larger scale severe accidents
and medical health emergencies such as pandemics.

Recently, there have been radical changes in the way
many of these public safety organizations operate due to
the advent of new technology such as robotics systems and
modern means of information and knowledge transfer via
IT solutions. A main driver for such technologies are com-
panies and academia. Public safety and security and the
drivers that can enhance and improve solutions in these
areas are the main target of WARA-PS.

Some of the major focuses of activity in WARA-PS
are emergency rescue using ground, aerial, surface and
underwater robotic systems; sophisticated command and
control systems; human/robot collaboration and inter-
action; and monitoring and safety of Swedish water-
ways. The arena allows for a research and development
context in which surface vehicles, drones, underwater
vehicles and people can collaborate in a unique way
to enhance public safety. Larger scenarios are used as
research drivers and include search and rescue missions
where autonomous vehicles can get close to drifting
boats or navigate in challenging waters, while drones
provide situation awareness and search capabilities from
above. The arena has close cooperation with government
authorities and end-users such as land and sea rescue
services.

Many of the participating companies in WARA-PS are
involved in the development of products to support public
safety and security. Many of the participating universities
in WARA-PS have targeted emergency rescue and public
safety as application scenarios to test basic research results
in Al, autonomous systems and future software systems.

The main contributions of this paper are:

e An overview of the WARA-PS data-to-decisions
infrastructure and the corresponding core system
architecture. The corresponding state-of-art delega-
tion framework used for planning and execution is
described in detail.

® Successful results with demonstrations from two
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selected research projects on autonomous aerial vehi-
cles are presented. The first one concerns cooper-
ative landing of an unmanned aerial vehicle on an
unmanned surface vehicle. The second project deals
with planning safe trajectories using machine-learned
proximity constraints and informed aerial search for
victims.

e Successful experimental results from three selected
research activities on autonomous sea vessels are pre-
sented. The first one is about sensor fusion for GPS-
independent positioning, and the second one concerns
human assisted operations using teleoperations. The
third project deals with semi-automated image anno-
tation in marine environments.

Researchers and PhD students in the WASP pro-
gram who are affiliated with WARA-PS have performed
research in a broad range of areas ranging from mission
critical cloud technology to video compression and video
quality assessment. See [4] for a list of publications and
PhD theses.

1.1 WARA-PS core team

The WARA-PS Core Team consists of researchers and
engineers from both industry and academia. Industrial
participants in the core team include:

e Saab Naval (Kockums) [5] — Saab Naval, which is
the maritime part of Saab, designs, builds and main-
tains naval surface vessels and submarines. Two of
their experimental systems, used for development of
autonomous surface vehicles are the Combat Boat 90
and the Piraya. Both platforms have been used for
experimentation in WARA-PS and are considered in
more detail later in the paper.

e Saab Air (Aeronautics) [6] — Saab Air, which is the
aeronautical part of Saab, is a supplier of aircraft sys-
tems, advanced aero-structures and a wide range of
support solutions within civil and military aviation.

e Combitech [7] — Combitech is an independent tech-
nology consulting company that is also a part of Saab
AB [8]. They have a wide range of activities in the
area of autonomy such as autonomous mining, com-
mand and control systems and simulation systems. A
number of their products and knowledge are being
integrated in the WARA-PS infrastructure.

e Ericsson Research Data Center (ERDC) — ERDC is a
research facility used by thousands of developers in
different internal and external collaboration projects.
A free cloud environment for WASP researchers is
provided. On top of the cloud environment Al frame-
works and CI/CD pipelines are offered. Most of the
cloud based functionality in WARA-PS is hosted in
ERDC as well as simulation models of vehicles and
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sensors. The data center is also used to store col-
lected datasets which are provided through a Resource
Portal.

e Axis Communications [9] — Axis Communications is
a company that provides network video and audio
solutions for security application. In WARA-PS the
Axis research department in Lund, Sweden provides
image-based sensors used in various research projects.
Surveillance cameras of different types provided by
Axis are mounted on some of the WARA-PS USVs.

e UMS Skeldar [10] — UMS Skeldar is a joint ven-
ture between Saab and the UMS AERO Group in the
area of VTOL unmanned aerial systems. In WARA-PS
UMS SKELDAR is part of the Core Team. The com-
pany provides domain experience and real use cases
for UAVs in WARA-PS scenarios.

The main university participant on the core team sup-
porting infrastructure and architecture development, in
addition to UAV activities, is the Artificial Intelligence and
Integrated Computer Systems Division, Computer and
Information Science Department, Linkoping University
[11] (IDA-AIICS). Additionally, the following organiza-
tions have close collaboration with the WARA-PS core
team:

e Swedish Maritime Robotics Centre (SMaRC) [12] —
The Swedish Maritime Robotics Centre is a national
cross-disciplinary industrial research centre for mar-
itime robotics located at KTH Royal Institute of Tech-
nology, Sweden. The main task is to perform research
on, and demonstrate, solutions that can contribute to
the transition to autonomous intelligent underwater
systems. They have a wide range of research activities
related to WARA-PS such as autonomous underwater
perception, underwater navigation and docking and
multi-agent mission planning and docking. One of
their demonstrators, the SMaRC long-range and long-
endurance maritime USV has been used actively in
WARA-PS and is integrated in the larger WARA-PS
architecture for future experimentation with collabo-
rative robotics in sea rescue scenarios.

e Swedish Sea Rescue Society (SSRS) [13] — SSRS is a
voluntary sea rescue organization with over 76 sea res-
cue stations and 260 rescue units spread out along the
Swedish coast. It has over 2300 volunteers with a goal
of answering rescue calls at sea within 15 min of any
incident. More recently, SSRS has been teaming with
other organizations and companies, such as Airpelago,
to modernize their rescue services by using state-of-
art autonomous technology such as USVs and UAVs.
SSRS participates in WARA-PS as one of several units
in our larger rescue scenarios at sea. They also interact
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with PhD students and researchers to enhance rescue
technology at sea.

1.2 WARA-PS infrastructure

WARA-PS supports a diverse environment of technology
provided by both industrial and academic partners. These
systems are used for data collection, test development,
demonstrations and development of research among PhD
students, senior researchers at the many participating
universities and industrial participants. The systems and
resources are currently part of WARA-PS and much effort
has been put into the integration of these systems into
a larger system of collaborative systems. Each of these
resources are considered in more detail in other sections
of the paper. A more detailed overview of the WARA-
PS infrastructure and core system architecture supporting
the infrastructure is provided in Section 2.

1.3 WARA-PS operational environment

Griénso lies about 4 kilometers outside the city of Vister-
vik, Sweden. The operational environment currently used
is centered around Granso6 Castle shown in Fig. 1. The har-
bor and seaside are suitable for researchers to access and
test ground, aerial, surface and underwater vehicles.

Vistervik also has an airport where the Swedish Drone
Center, funded by Vinnova, is active. This center pro-
vides support for WARA-PS in the form of dealing with
licensing and legal issues regarding use of airspace for
flight testing. It also has a large community with access to
additional aerial platforms, when needed.

WARA-PS hosts annual workshops in May and Septem-
ber each year where researchers, engineers and project
leaders meet to demonstrate progress, collect data and
inspire with new challenges and future research issues.
During the period between the larger workshops the
WARA-PS core team meet here regularly for integration
workshops and development of infrastructure. The annual
workshop is also open to visitors and media to enhance
knowledge transfer to the public.

The area is rich in diverse terrain with islands and many
waterways both narrow and wide. The environment is
both challenging and suitable for the types of collabora-
tive scenarios WARA-PS is interested in. WARA-PS also
has access to very high quality 3D models of the region
that can be used for motion planning and in interfaces for
command and control stations. Figure 2 offers a figurative
depiction of different types of WARA-PS activity around
the castle area.

1.4 Structure of the paper

The outline of the remaining part of the paper is as
follows. Section 2 gives an overview of the WARA-PS
infrastructure and the core system architecture, including
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(a) Aerial overview (b) Gréanso Castle

Fig. 1 The Granso Operational Environment
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Fig. 2 Figurative overview of WARA-PS operational environment
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the delegation framework. Section 3 presents results from
two research projects on collaborative autonomous aerial
vehicles for search and rescue missions, while Section 4
considers GPS free localization and human interaction
for autonomous marine Vessels. Section 5 presents some
selected WARA-PS research experiments and demonstra-
tion. Finally Section 6 gives a summary of the paper
and suggestions for future research activities within
WARA-PS.

2 WARA-PS infrastructure and core system
architecture

This section is intended to provide an overview of the
WARA-PS Infrastructure and the Core System Architec-
ture that supports the infrastructure. Figure 3 provides a
high-level overview of the infrastructure. The basic con-
trol and data flow cycle involves many different and com-
plex functionalities combining both hardware, software
and robotic platforms. The infrastructure is intended to
support highly complex public safety and security applica-
tions and scenarios. Support ranges from small scale two
agent human/robotic scenarios to large scale multi-agent
human/robotic scenarios. The infrastructure is intended
to support varying levels of autonomy among robotic
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systems that dynamically change relative to the mission
at hand. Much emphasis is placed on both collaborative
robotics, human/robotic interaction, sensory perception
and fusion, in addition to knowledge-level models derived
from collected data and information that are used for
decision support processes.

The basic information flow involves:

e multiple concurrent loops of user requests to multi-
ple systems to accomplish mission goals (the Request
arrow);

e various modes of trajectory, path and and collabora-
tive task planning directed at both human and robotic
agents where a delegation framework is often (but not
always) used to generate executable specifications for
participating human and robotic agents (the Delega-
tion arrow);

e use of multiple robotic systems for air, land and sea
to achieve mission goals. These missions often involve
data collection activities used to provide different lev-
els of situation awareness to participating human and
robotic systems (the Data arrow);

e different streams of data at different levels of abstrac-
tion must continually be collected, stored, fused and

User Interaction
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Connectivity &
Positioning
Simulation
A /
US\I Sensor

Fig. 3 WARA-PS Infrastructure Overview
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visualized appropriately as information to be useful
to human decision makers in ongoing missions (the
Information arrow).

Any large scale public safety scenario naturally implies
the use of robust computation and storage facilities in
addition to communication networks operating at both
real-time and soft real-time scales in order to ensure
timely delivery of data and information to the right agent.
An example of this would be real-time awareness of
the positions of all participating agents in a scenario.
Additionally, simulation tools are important for both
user interaction and pre-mission and post-mission anal-
ysis. These functionalities are also part of the WARA-PS
infrastructure.

This high-level perspective of WARA-PS frames the
ambition and challenges involved in developing state-of-
art systems of systems to support public safety applica-
tions. In the following, focus will first be placed on a
more detailed description of the Delegation framework
that is used for generating and executing complex, multi-
agent distributed plans and tasks specified as Task Spec-
ification Trees. Considering its importance in the overall
infrastructure, Task Specification Trees and the Delega-
tion framework will be described in some detail. A more
detailed description of the larger WARA-PS core system
architecture that supports the infrastructure will then be
described.

2.1 Task specification trees

One of the core concepts in multi-agent systems and
collaborative robotics is the concept of a task. Many
different proposals for specifying tasks exist in the lit-
erature [14-20], although the majority have focused
on single-agent/robotic systems. The move from single-
agent/robotic systems to multi-agent and collaborative
robotic systems adds to the complexity of finding an
appropriate task specification language. There are a num-
ber of desirable properties such a language should have.
It should be declarative with a clear semantics so it
is easily understandable. It should have a procedural
correlate to its declarative counterpart, so it is easily
implementable and efficiently executable in agent/robot
systems. It should also be extendable and scalable, in
the sense that the target applications include heteroge-
neous robotic systems and teams of teams. Additionally, it
should allow for both the specification of robotic activity,
but also human activity, since human/robotic interaction
is part and parcel of any public safety or emergency res-
cue scenario. One should also be able to specify tasks
at any level of abstraction, from low-level reactive con-
trol activities to high-level deliberative activities. Finally,
the language should allow for the parameterization of
tasks and for the extension of tasks during runtime, in
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addition to being amenable to specifying shared tasks
among multiple agent/robotic systems.

In previous work, a task specification language, called
the Task Specification Tree (TST) Language has been
proposed [21, 22] and used in the development of a frame-
work for collaborative robotic systems [23, 24]. TSTs are
intended to be used for both single-agent/robotic sys-
tems in addition to multi-agent/robotic systems. The TST
framework has been continually developed and empiri-
cally tested in several field-robotic scenarios [25—-29]. The
framework currently plays a central role in the WARA-
PS core system architecture and has been field-tested in
this context using multiple heterogeneous robotic systems
with human interaction.

The essence of a task includes a set of elementary
actions specified at a level where they are executable
and a set of control structures that partially order the
set of elementary actions. In collaborative scenarios, it is
assumed that each robotic team member has published a
set of elementary actions that can be used by the team in
the formation of collaborative missions. TSTs are struc-
tured as trees, where leaf nodes consist of elementary
actions and internal nodes consist of control structures.
The following example, shown in Fig. 4, depicts a typical
TST used in a collaborative mission consisting of three
agents.

Each node in a TST is allocated to an agent/robot
via a delegation process that is described in Section 2.2.
In this example, a ground controller (GC) has responsi-
bility for a mission in which two UAVs, a DJI Matrice
100 (Agent B), and a Yamaha RMAX (Agent A) are
to concurrently execute two sub-tasks. The DJI is to
deliver a medical supply kit to a pre-specified location
and the RMAX is to execute a scanning operation in
a pre-specified region. Before doing this, the RMAX
checks whether it is in the air already or not. If not,
it will take-off and then proceed with the mission. If it
is in the air, it will simply proceed with the mission.
This pre-check is specified using a test-if control node
in which the RMAX is first queried and then the next
task is determined by whether the query returns true,
false, or unknown. Two other control nodes are used in
this TST, a sequence node (S) and a concurrent node
©.

Constraint solving mechanisms are built into the frame-
work where different types of constraints can be speci-
fied per node. In the example, each node has temporal
constraints specifying lower and upper bounds for start
and end times. In order for a TST to be valid and exe-
cutable, these constraint problems must be solved. The
constraint solving mechanism is described in more detail
in Section 2.2.

The TST framework offers a rich set of node types that
can be classified as follows:
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Control nodes provide
structure

Elementary tasks
to be executed

in_air_test (A)
0-0.25h —
0-0.5h

deliver_medical (B)
0-0.5h
0-1h

wait (A)
test_if (A) 0-0.25h
0-0.25h 0-0.5h

0-0.5h
take_off (A)
0-0.25h
0-0.5h
scan_ground_single (A)

0-0.5h wait (A)

0-2h 0-0.25h

0-0.5h

analyse_data(A)

0-0.5h
0-2h

fly_to (A)
0-0.5h
0-2h

wait (A) . - .
0-0.5h I Nodes can provide mission constraints:
0-2h I Must start within 30 minutes and finish within 2 hours I

I Scan resolution must be at least x pixels/m? |

land (A)

0-0.5h
0-2h

Fig. 4 Collaborative Mission using three agents: (GC)- Ground Controller, (B) — DJI Matrice 100, and (A) — A Yamaha RMAX Helicopter

e Control Nodes — (S) The Sequence node is a stan-
dard sequence construct; (C) The Concurrent node is
a standard concurrency construct; (Test-If) The Test-
If node is a general branching construct; (Sel) The
Select node tests it’s children until one succeeds or
all are checked; (Loop) The Loop node is a general
loop construct where a sub-tree is repeatedly executed
indeterminately until a termination condition occurs;
(Monitor) The Monitor node sets up one or more tem-
poral logic formulas expressing conditions to be incre-
mentally evaluated over a sequence of states. Subtasks
can be triggered if the formula becomes definitely
true or definitely false, which is useful for execution
monitoring [30] and failure recovery; (Try) The Try
node corresponds to a try-catch-throw construct pro-
vided in many programming languages. It is useful for
catching contingent problems and acting on them.

e Interaction Nodes — (Do) The Do node specifies a
task for a human agent to fulfill, (Appr) The Approval
node is used when a human operator must approve
some data or return some new data that would await
approval; (Query) The Query node offers a broad
means of asking questions to either robot agents or
human agents. The means of communication may be
multi-modal and include visual or speech interfaces.
(Goal) The Goal node contains an explicit high-level
goal to be achieved and its execution allows an auto-
mated planner internal to an agent system to generate

a plan which is then translated into a TST and spliced
in the parent tree as a sub-tree to be achieved.

® Built-in Elementary Action Nodes — These nodes
depend on the available platform types. Each node
type may be supported by one or more platform types;
for example, FlyTo may be supported by multiple aerial
platforms. Two additional types were provided in the
example, deliver_medical, and scan_ground_single.

2.2 Delegation framework

One of the backbones of the WARA-PS core architecture
is a delegation framework [23, 24, 27, 31] that is used
for generating and executing complex, multi-agent dis-
tributed plans and tasks. The tasks are specified using
TSTs. One can abstract the actual delegation process as
a dynamic graph where each team member is a node
that participates in a delegation process. Figure 5 depicts
this abstraction where the middleware solution used is
ROS/ROS2 (Robot Operating System).

Given a high-level mission specification, provided by
a member of the team, the purpose of the delegation
framework is to dynamically instantiate an existing TST
template in an agent’s TST library or dynamically generate
a TST to achieve the mission specification. The result-
ing task specification often involves the use of a subset
of members of the team whether it is instantiated stati-
cally or generated dynamically. The task specification is
generated recursively through a process where participa-
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Fig. 5 In a multi-agent system, the distributed task generation and execution network can be viewed as a dynamic graph that can grow and shrink
as agent members enter and exit a particular mission in an operational environment

ting team members agree to do a part of the mission if
they have the required resources and are able to com-
mit to doing that part of the task specification. Each team
member has the ability to broadcast for help in achieving
sub-tasks associated with the larger mission specification.
If successful, the net result of the process is the genera-
tion of a task specification tree where different parts of the
specification are allocated to appropriate members of the
team. An example of such a mission has been shown in
Section 2.1.

As mentioned previously, it is assumed that each agent
publicly commits to a set of elementary node/action types
that can be used in the collaborative delegation process.
In the case of UAVs, examples would be actions such
as FlyTo, TakeOff, or Land. Elementary actions may also
encapsulate more complex activities such as scanning of
a region or delivery of a medical kit. While such activi-
ties are internally complex, and may in fact be expanded
into composite actions, they are still elementary from the
external point of view and can be used by the team to
generate more complex task specifications collectively.

In the delegation framework, each member of a col-
laborative team is assumed to have a Delegation Module
associated with it. An agent’s Delegation Module con-
tains a Delegation Manager that manages the external
interactions with other agents on the team, in addition
to internally managing the generation and execution of
composite tasks [22]. Figure 6 provides a high-level char-
acterization of the internal architecture of a Delegation
Module.

Each Delegation Module as shown in Fig. 6 consists of
four conceptual components:

e Delegation Manager - It provides inter-agent com-
munication to other members of the team during the

delegation process. Internally, it accesses the TST Fac-
tory to generate TST nodes during the TST generation
phase and the TST Executor factory to execute TST's
during the execution phase.

e TST Factory - It has the ability to generate TST nodes
and TST sub-trees during the TST generation phase
in the delegation process.

e TST Executor Factory - Associated with each elemen-
tary or composite action publicly declared by an agent,
is a platform dependent executor that interfaces to an
agents internal functionality. The TST executor fac-
tory is responsible for interfacing to and managing the
execution of executors associated with elementary or
composite actions for a specific platform. If a TST
node is a goal node type, the TST executor also has
the possibility to interface with an automated planner
associated with a platform to generate a sub-tree from
the planner that can then be used by the TST factory.

e Constraint Server - TST nodes can contain con-
straints that are inherited as the delegation process
progresses. In order for an agent to answer the ques-
tion “can I do this?” when it receives a request from
another agent, it autonomously sets up a constraint
problem and checks the problem for consistency, pos-
sibly returning specific variable bindings. The con-
straint server handles this part of the generation
process. For instance, constraints can be temporal,
resource based, or associated with sensor capability.

2.2.1 The delegation process

An initial Task Specification Tree, generated through tem-
plates or through automated planning techniques, can be
viewed as a goal request representing a composite mis-
sion to be performed. In the example in Section 2.1,
the TST has already gone through a delegation process
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For each agent
Inter-Agent
Communication
Delegation Module
Constraint Server Delegation Manager

(Resource Reasoning)

TST Factory TST Executor Factory
(Declarative TST Nodes) (Agent-specific info/exec) Agent
System
Composite Internal Planning Elementary Base
Actions Functionality Actions System

Scanning Module Planning Module Platform Server

Fig. 6 Delegation Module associated with each collaborative agent on a team

and agents have been successfully allocated to nodes. For
discussion, assume that nodes in the TST have not yet
been allocated and the TST template is a goal request
TST. It is therefore sent from the Ground Controller
(GC) user interface to the GC’s local Delegation Mod-
ule, which initiates a distributed delegation process where
agents interact through their delegation modules. This
process implements the abstract Delegate(4, B, Task,
Context) speech act [31], where agent A wants to dele-
gate Task to agent B given a Context specified as a set
of constraints, through an interaction protocol with two
phases [23].

In the first phase, tasks (TSTs) are provisionally allo-
cated to agents capable of performing them while satisfy-
ing all mission constraints. In the second phase, the task
allocation and a corresponding constraint solution can be
presented to the operator, who can accept or reject it.
If accepted, the participating agents are asked for a final
commitment to the mission, which can then be started.
Communication interaction between agents during a del-
egation process is achieved through the use of the FIPA
Agent Communication Language [32] and FIPA Contract
Net Interaction Protocol [33] based on Speech Acts.

The root node of a TST is always a control node and can
be handled by any agent. For simplicity, we will assume
this is delegated to the agent initiating the delegation
process. In the case of the example, this is the Ground
Control operator (GC). The interaction protocol therefore
begins by sending a CALL-FOR-PROPOSAL speech act to
this agent [32], indicating the task to be delegated together
with the constraint context. From the contractor’s point
of view, the remainder of the first phase of the protocol

can be characterized using the DELEGATE-FIRST-PHASE
procedure below!.

1: procedure DELEGATE-FIRST-PHASE(task T,
constraint set C)

2. if basic capabilities for root(7) are missing then
reply REFUSE

3 Add constraints and parameters specified in
root(7) to C

4:  Add platform-specific constraints for root(T) to C

5. if C is inconsistent then reply REFUSE

6. if root(T) is a leaf and this platform wants to
expand it then

7: Expand root(T'), adding new children

8: for every child ¢; of root(T) corresponding to a
subtree T; do

9: Broadcast a REQUEST to find P = potential con-
tractors with capabilities for c;

10: Perform auction for ¢; among P, and sort P
accordingly

1L nondeterministically choose p € P :

12: (Tl.’, C) < p.DELEGATE-FIRST-PHASE(T}, C)

13: replace T; with 77 in T

14:  Provisionally commit to the delegation
15 reply PROPOSE(T, C)

[Line 2] An agent can only be allocated a tree T if it
can execute its root. The agent therefore begins by veri-
fying that it has the necessary fundamental capabilities. If

LA more detailed description of the delegation process is described in [24].
This description provides a brief summary based on that reference.
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capabilities are missing, the agent immediately responds
using a REFUSE speech act.

[Line 3-5] The agent must also verify that it can execute
the task given the specified parameters and constraints.
If the resulting constraint set is inconsistent, the agent
cannot accept the delegation and must reply REFUSE.

[Line 6-8] Otherwise delegation may be possible, con-
tingent on the successful delegation of all children. These
children may already exist or may be generated dynam-
ically through a potentially platform-specific expansion
procedure provided by the TST Executor Factory.

[Line 9] For each child ¢;, associated with a subtree T}, a
REQUEST for potential participants will be broadcast. This
request is accompanied by a specification of the required
capabilities for ¢;, which allows replies (sent as INFORM
speech acts) to be filtered.

[Line 10] An auction process is then initiated where each
potential contractor is REQUESTed to bid for the task in
question. Each bid is also returned through an INFORM
speech act.

[Line 11] Bids are used to prioritize potential con-
tractors, but backtracking may be needed if a choice
that is good for one part of the TST has negative con-
sequences for other parts of the tree. For brevity we
describe this backtracking using the standard notion of
non-deterministic choice, where each such choice point
is in fact a point to which the algorithm can backtrack in
case of future failures.

[Line 12-15] When a child has been provisionally dele-
gated, its subtree may contain expanded nodes, and the
nodes of the resulting tree are associated with execution
constraints defined by the contractor(s) that were allo-
cated parts of this tree. The expanded tree and updated set
of constraints are returned in line 15 and the correspond-
ing values returned from a recursive delegation call are
handled in lines 12-13. When the first phase of delegation
succeeds (line 14), the platform also provisionally com-
mits to the delegated task before it PROPOSEs a solution
to the caller. The commitment is provisional both because
one may backtrack over the commitment and because
no delegation is final until the original delegator has
received a proposed solution and accepted it. This allows
a ground operator to determine whether a mission instan-
tiation is acceptable or whether an alternative needs to be
sought.

Second phase. If the mission is accepted, an ACCEPT
speech act is distributed to all callers, also specifying a
concrete constraint solution to be used during execution.
Otherwise, an REJECT speech act is distributed.

2.3 The WARA-PS core system architecture
Developing a core system architecture for WARA-PS
activity is a challenging endeavor with many different

Page 10 of 31

levels of complexity. Ideally, one would like to use the tem-
plate depicted in Fig. 5 and described in Section 2.2 to
allow heterogeneous robotic and human agents to homo-
geneously collaborate and interact through a common
software template such as the delegation module. To some
extent, this is an option since a custom NUC hardware
module with the requisite delegation and other software
modules has been packaged as an out-of-the-box system
to be easily integrated with any robotic or ground control
station that supports Linux and ROS. This hardware mod-
ule is described in Section 3. This solution has been used
for collaborative robotics research with teams of humans
and DJI quadrotor systems within the IDA-AIICS research
group which is one of the participants in WARA-PS.

The requirements for a collaborative robotics architec-
ture are much more complex due to the variety of partic-
ipants and the different uses of WARA-PS. The primary
goal is to provide a space for research and development
between academic groups from diverse disciplines and
companies with diverse activities. Each of the partners has
its own unique requirements that are not easily accommo-
dated in one uniform choice for all aspects of the shared
architecture. Consequently, the WARA-PS architecture
embraces and supports the diversity of requirements in
the construction of a sophisticated multi-user system that
tackles this diversity head-on.

One of the first important choices to make is in deter-
mining what middleware solution to use for the archi-
tecture. In general, middleware is software that allows
other software and applications to communicate and
interact seamlessly in a distributed system setting. This
of course is an essential component in the collabora-
tive robotics setting targeted by WARA-PS. Middleware
solutions can be highly generic, ranging from solutions
such as CORBA [34] (Common Object Resource Bro-
ker), a service-oriented architecture where all entities are
viewed as objects that can share services, to more appli-
cation specific solutions, targeting specific entities such as
robotic systems. ROS [35] (Robot Operating System) is an
example of the latter.

ROS “provides libraries and tools to help software
developers create robot applications. It provides hard-
ware abstraction, device drivers, libraries, visualizers,
message-passing, package management, and more” [35].
ROS is highly popular in the academic community
among robotics research groups and is becoming increas-
ingly popular in industry (e.g. ROS-Industrial [36]). It
not only offers middleware solutions though the use
of topics (publish/subscribe messaging transport) and
remote procedure calls (services), but has a large user
group contributing useful software that can be shared
across the community. ROS was originally single-robot
centric, but this is now changing with the advent
of ROS2.
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One of the choices for middleware in WARA-PS
is ROS/ROS2. The delegation framework described in
Section 2.2, uses ROS/ROS2 as its primary middleware
choice. ROS is not as prevalent among participating
industrial partners in WARA-PS. Early experimentation
was done with a number of company in-house solutions,
but since these are proprietary, they were found to be
less robust in terms of the general requirements involved
in WARA-PS. One alternative middleware solution one
has recently gravitated toward is a more generic software
entity oriented solution, MQTT [37].

MQTT “is an OASIS standard messaging protocol for
the Internet of Things (IoT). It is designed as an extremely
lightweight publish/subscribe messaging transport that is
ideal for connecting remote devices with a small code
footprint and minimal network bandwidth” [37]. MQTT
is very popular in industry due to its standardization
and light footprint. Due to its use among some of the
WARA-PS industrial partners, a choice was made to use
both ROS/ROS2 and MQTT in an integrated manner as
the middleware backbone for the WARA-PS architecture.
One of the advantages of MQT'T is that it is supported on
all platforms without a specific requirement for ROS or
Linux. Additionally, it is straightforward to create bridges
between MQTT and ROS topics which makes communi-
cations transparent.

Another architectural choice that has been made is
to diversify the concept of agent to meet the require-
ments of the different partners in WARA-PS. Robotic
systems that integrate the full delegation framework with
its delegation module and manager are called delega-
tion agents. For teams of delegation agents, very powerful
modes of collaboration are offered seamlessly, dynami-
cally and autonomously, due to the nature of the function-
ality included in the delegation framework. Delegation
agents are currently the most sophisticated agent type in
the architecture lying at the top of a conceptual agent
stack.

There are different levels of complexity in the use of
the WARA-PS infrastructure that have to be taken into
account. For some users, data collection is the domi-
nant target for use of the arena functionality, so pack-
aging sensors as delegation agents could be considered
overkill. Additionally, participating companies with pro-
prietary systems such as Kockum’s Piraya marine sur-
face vehicle might want to bypass the delegation frame-
work in some experimentation and call tasks directly
through dedicated command and control interfaces. Oth-
ers might want to do this but also take advantage of
the features inherent in viewing tasks as task specifi-
cation trees (TSTs). Consequently, a dynamic hierarchy
of agent types has been defined to accommodate the
diverse needs of the different arena users. These agents
types are all compatible with each other and indepen-
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dent of each other. Additionally, the hierarchy is easily
extendable.

Currently there are four different types of agents accom-
modated with the option of defining additional agents
relative to need. Each agent level is essentially defined
by support for a particular JSON based API/protocol
(one for each level). Supporting a particular JSON based
API/protocol is what defines a particular agent/agent
level. This implies that the agent/agent levels are inde-
pendent capabilities. Several of these agent types can be
combined hierarchically:

e Sensor Agent — Sensor agents are the most basic type
of agent. A sensor agent provides one or more streams
of data as output in addition to a heartbeat signal.
Data streams can also be abstract and provide meta-
data about an agent too. Communication is essentially
in one direction only. Sensor agents can communi-
cate through an MQTT broker and MQTT topics or
through ROS and ROS topics. A configurable mes-
sage replication mechanism is provided through both
MQTT and ROS topics. For example, filtered MQTT
based streams can be passed onto ROS topics and vice-
versa. An example of a sensor agent would be a camera
on a robotic system or a static camera on land.

e Direct Execution Agent — a Direct Execution agent
supports all functionality a sensor agent supports in
addition to being able to directly execute a task, one
task at a time. It can be queried about supported tasks
and provide current state of a running task. A task
can be started, paused or terminated. Communication
with a Direct Execution agent is compatible with both
MQTT and ROS. An example of usage would be a pro-
prietary robotic system where one would like limited
participation in a collaborative mission by command-
ing tasks from a ground station, but all internals as to
execution of the task, etc., are hidden from the team.

e TST Execution Agent — A TST execution agent
supports all functionality A Direct Execution agent
supports, in addition to supporting execution of pre-
assigned TSTs. Communication with a TST Execution
agent is compatible with both MQTT and ROS. This
particular type of agent is useful in the context of
human users interacting with robots by command-
ing their TST suites through user interfaces. Here
there is not a requirement for ROS but the execution
environment for TSTs is accessible.

® Delegation Agent — A Delegation agent is supported
by the full delegation framework, where TSTs can be
dynamically generated and executed, the agent can
participate in the delegation process, and full sup-
port for constraint handling is provided. Communica-
tion with a Delegation agent is compatible with both
MQTT and ROS.
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Each of these different types of agents and their com-
binations are widely used in the WARA-PS architecture.
One particularly interesting example of this is the mod-
ular extension of a Direct Execution agent into a TST
Execution Agent. This is depicted in the diagram (below)
as the “Piraya agent” Kockum’s Piraya marine surface
vehicle is originally defined as a Direct Execution Agent.
Direct execution agents can support internal tasks that
are declaratively specified in essentially the same way as
TST nodes. From this specification, one can automati-
cally generate code for TST executors that uses a standard
direct execution interface defined for the WARA-PS col-
laborative architecture. Given that code for TST executors
is automatically generated, one can then create a virtual
TST Execution agent associated with the piraya. This TST
agent does not have to be part of the physical piraya archi-
tecture, but can reside anywhere in the larger collaborative
system architecture, for example on a ground station or
even in the WARA-PS Cloud. The piraya can then be
accessed as a TST-based system through the virtual piraya
TST Execution agent. There are many variations of this
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basic idea of combining agent types that have proved to be
very useful.

A schematic of the WARA-PS arena architecture is
provided in Fig. 7.

Note that the architecture supports not only robotic sys-
tems from different academic and industrial partners, but
also offers distributed ground station support, distributed
database storage support and Cloud-based storage and
computational support. Generally, these non-agent enti-
ties are wrapped as agent types to have full access to
participating systems in the arena and vice-versa. For
example Kockums AB is interested in experimenting with
one of their products, Navel SE, a maritime simulation and
real-time tracking system that visualizes maritime vehi-
cles at sea and offers information about them. This system
is currently wrapped as a Sensor agent, where positions of
all maritime vehicles in the WARA-PS operational envi-
ronment can be broadcast to other robotic systems and
ground stations.

The WARA-PS core system architecture is under con-
tinual development and expansion and has been used
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successfully in many complex multi-robotic, multi-human
scenarios. Many of the components and functionalities are
being provided by both academic and industrial partners.
The architecture has been setup to ensure the ability to
continually add new functionality, platforms and features
in a modular and efficient way.

For example, a data collection and analytics (DCA) tool
suite provided by Saab (lower right corner of Fig. 7) puts
data into the context of time and space where it can be
visualized and investigated. The tool suite contains appli-
cations for data analytics that can be used both on- and
off-line. By storing data in these dimensions (x, y, z, time),
it enables a number of interesting features such as search-
ing for objects in an area over a given timespan. The tool
suite is a sensor and application independent product that
can be run as a stand-alone product or be easily integrated
into other applications. The main functionalities of the
product includes:

1 Big Data platform — Capable of storing and retrieving
massive amounts of data at a very high pace.

2 High Performance Computation Platform — For infe-
rence and training of Artificial Intelligence (Al)algorithms.

Page 13 of 31

3 Micro-Service Platform — Ensures scalability, enabling
easy add-on functionality and low-cost integration.

In Fig. 3 a conceptual description of the WARA-PS
infrastructure has been presented with a discussion of
data, decision and control flow. The participating com-
panies in WARA-PS have major interest in many of the
functionalities and processes associated with the infras-
tructure, not only in terms of research and development,
but in providing products that can be integrated in the
infrastructure and tested with complex use cases. Figure 8
emphasizes the deep integration of the participating com-
panies in the many different parts of the infrastructure.

2.4 The WARA-PS research portal

The WARA-PS Research Portal [38] is a web-based plat-
form for sharing resources within WARA-PS. Accessing
resources in the project is crucial in encouraging further
development of the technologies and integration of sys-
tems. The aim of the WARA-PS Research Portal is to
provide necessary resources and information about the
infrastructure, platforms and their use in a straightfor-
ward and efficient way. The portal also provides a virtual
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meeting place containing ROS development and simu-
lation environments where researchers can access both
interfaces and study use examples packaged in tutorials
and self-study courses.

3 Collaborative autonomous drones (UAV)
experimentation

WARA-PS provides a challenging environment for
research with collaborative UAVs. A great deal of experi-
mentation has already been done in the Gréanso area using
dedicated drone teams. This section describes the plat-
forms used and some of the field robotic experimentation
done.

3.1 Aerial vehicle platforms used in WARA-PS

3.1.1 DJI matrice 100/600 platforms

WARA-PS has access to a fleet of 4 enhanced DJI Matrice
100’s and one enhanced DJI Matrice 600 used for research
and experimentation. These systems have been equipped
with various types of sensors in addition to an onboard
computer system.

The first, shown on the left of Fig. 9, is a modified DJI
Matrice 100. It has a maximum takeoff weight of 3.6kg and
1.2kg of payload capacity. The platform measures 100cm
between propeller tips. It can fly with speeds up to 22m/s
and has a maximum flight endurance of 22 minutes. The
platform is equipped with a Hokuyo UTM-30LX LIDAR,
which is a single scan device with a guaranteed range of
30m (60m maximum).

The second type of platform, shown on the right in
Fig. 9, is a modified DJI Matrice 600 Pro. It has a 15.1kg
maximum takeoff weight, 6kg of payload capacity, maxi-
mum flight speed of 18m/s, and 35 minutes of flight time
using 5.5kg of payload. It measures 167cm between pro-
peller tips. The GPS system on-board uses a Real-Time
Kinematic (RTK) positioning technique to deliver cen-
timeter accuracy measurements. This particular platform
is equipped with a Velodyne PUCK LIDAR sensor, which
has an effective range of 100m and uses 16 scan channels.
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An LIDAR mounting mechanism developed and deployed
on the DJI Matrice 600 Pro allows for choosing the sensor
orientation depending on the applications or missions at
hand.

Both platforms are equipped with the same type of
onboard computer system. It is an Intel NUC Kaby
Lake 1i7-7567U CPU platform in a custom enclosure
equipped with 16GB of RAM and 500GB SSD of stor-
age. The computer systems interface with the platforms
and run among other things, the software modules asso-
ciated with the Delegation Module described previously in
Section 2. This setup allows for a modular extension of
team members by integrating the Intel NUC module with
any new robotic team member. The communication with
the ground station for both platforms is realised using
5GHz WiFi connections.

Some of the systems have also been extended with
an autonomous delivery system, where packages such
as emergency medical aid or communications can be
autonomously deployed in operational areas. Figure 10
shows one of the DJI 100 platforms carrying a CommKit
system which is deployed autonomously.

The central component of the CommKit system is a
WiFi Access Point (AP) which is used for the creation
of ad hoc wireless networks between multiple CommKits
delivered by the DJI 100s.

3.1.2 SSRS fixed wing platform

Airpelago [39] is a Swedish company that develops and
provides software for drone applications, in particular
multi-drone applications. One of their first case studies
involved development of a fixed-wing drone for sea rescue
in cooperation with SSRS [13], the Swedish Sea Rescue
Society. The SSRS fixed wing platform is depicted below
in Fig. 11 and has been used in several of the WARA-PS
scenarios. It has been used primarily for circulating over
and monitoring the site of accidents or rescue events, pro-
viding live streaming of video footage of particular regions
of interest. The idea is to improve situation awareness
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Fig. 9 Experimental platforms: DJI Matrice 100 equipped with a Hokuyo UTM-30LX LIDAR sensor (left), DJI Matrice 600 Pro equipped with a
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Fig. 10 The DJI Matrice 100 system with a CommKit attached

quickly by providing a first overview for better estima-
tion of the magnitude of an accident. The system contains
a launcher and planning software as well as AIS integra-
tion. It is designed with the intention of flying beyond
line-of-sight.

3.2 Selected research with aerial vehicles
3.2.1 Autonomous landing and deployment of aerial
vehicles from surface vehicles
The automatic deployment and landings of Unmanned
Aerial Vehicles (UAVs) on Unmanned Sea Vessels (USVs)
is a crucial feature when operating a search-and-rescue
mission in remote areas at sea. The limited battery capac-
ity of drones gives them a limited flight range from their
take-off point. Before the battery runs out, a USV must be
located, followed, and landed on. Since the USV might be
driving towards some place of interest, the landing must
be possible also on a moving landing platform.

The autonomous landing problem is challenging for
many reasons. First, the control requires the coordina-
tion of heterogeneous vehicles under the influence of
disturbances from wind and waves. Because both vehi-
cles are autonomous and neither of them is following

a pre-specified path, they need to communicate and
negotiate their future control actions to generate a safe
landing trajectory. Second, the vehicles need very accu-
rate estimations of their relative positions, as well as of
the velocities and headings of the other vehicle. This
is achieved both by communicating sensor information
and by using sensors such as cameras to measure the
other vehicle.

To generate feasible rendezvous trajectories for the vehi-
cles, we use Model Predictive Control (MPC). MPC is an
optimization based control framework in which an opti-
mal state trajectory #* and corresponding control inputs
u* are solved for in every sampling time. Traditional MPC
has a control horizon N over which the control inputs
are optimized, giving a total look-ahead time of N - dft,
where dt is the sampling time. MPC is particularly suit-
able for solving constrained control problems, since the
constraints can be taken into account directly in the opti-
mization problem. The work in [40—42] develops an MPC
for the autonomous landing problem between a quad-
coper UAV and a USV. The objective function is here
expressed as the sum of weighted squared distance to the
rendezvous state X and input &

Fig. 11 SSRS fixed wing drone developed in cooperation with Airpelago
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human operators. The MPC ensures the avoidance of the region

Fig. 12 The red region is considered a dangerous area for the quadcopter to enter, because of the protruding parts and potential closeness to

N-1

JGro,u) = ) Nl — &G + Nty — il + llew — 113, -
i=0

Spatial safety-based constraints are added for avoiding
masts, antennas, and other protruding boat parts during
the landing, see Fig. 12. Because the constraint is non-
convex, a mixed-integer program has to be solved if it is
included in the MPC, which is known to be intractable for
long horizon problems. To speed up the solution time, the
problem is made convex by implementing the controller
as separated into two parts — one representing the hori-
zontal dynamics, and the other representing the vertical
dynamics. The optimal trajectory resulting from the hori-
zontal MPC is then used as an input to the vertical MPC,
which plans a safe descent trajectory. This architecture is
illustrated in Fig. 13.

In [43, 44], the results are extended to the use of
Variable-Horizon MPC (VH-MPC). This MPC frame-
work lets the horizon be an integer variable of the opti-
mization problem, such that the remaining maneuver time
can be weighed against control inputs and other sig-
nals of interest in the objective function. VH-MPC has
many advantages over MPC for rendezvous type prob-
lems, such as an autonomous landing. First, the hori-
zon can be extended to make the problem feasible with
respect to the terminal constraint if the initial state is
distant from the terminal state. This means that the
entire maneuver can be planned and we do not have to
constrain where we start the maneuver with respect to
the relative distance. Second, when applying VH-MPC,
the horizon can be included in the cost function, for
example as

N-1
InGeo,u) = ) llai = &g+l — il + ey — &G, +¢-N,
i=0

(1)

where ¢ > 0 is a scalar weight. If we now select the termi-
nal set to be equal to a set around the rendezvous point,
this means that the objective function indirectly penalizes
the total maneuver time. This means that in (1), the weight
in Q and Qy corresponding to the distance to the ren-
dezvous can be set to zero, resulting in more appropriate
rendezvous trajectories. A further benefit of applying VH-
MPC is that the horizon becomes shorter as the vehicles
approach the landing. This means also that the optimiza-
tion problem becomes computationally less expensive at
the final part of the maneuver. This is significant because
it is particularly important that we are able to solve the
problem on time in this critical part of the maneuver.

The biggest challenge with implementing VH-MPC in
practice is that several MPC problems of different hori-
zons have to be solved within each sampling time. This
can make the controller computationally intractable, in
particular when the horizons are long. To mitigate this dif-
ficulty, [44] derives a computationally efficient algorithm
for VH-MPC. First, the problem is separated into an inner
and an outer problem, where the inner problem corre-
sponds to a standard linear MPC problem of a specific
horizon N

minimize Jn(xg, %)
u

subject to x9 = x(0)
X1 = Fxp + Gug fork=0,1,...,N —1,
cr < Cxp + Duy <dy fork=0,1,...,N
cn < Cnén < dn.
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Fig. 13 The separated MPC architecture. The optimal solutions from the MPC are sent to low-level autopilots that compute the actuator inputs

The outer problem now becomes that of solving the fol-
lowing integer optimization

minimize Jo(xo, %)
N° 3)
subject to (2) is feasible.

The number of optimization problems that have to be
solved in each sampling time in (3) can be reduced by
selecting suitable terminal constraints and costs. Still, the
involved problems have to be solved very fast in order
to reduce the total solve time. In order to do this, the
main idea of our algorithm is to utilize the similarities
between the optimization matrices corresponding to the
different horizons in (2), by deriving a recursive factor-
ization method that is easy to extend or truncate. The
method is based on using OSQP [45], which is a state-of-
the-art QP solver implementing the ADMM method. The
solution of each QP corresponds to the factorization and
iterative backsolving of the following matrix

P+1Ioc AT Fht1 _ oxk —¢q )
A —p1r || gkt 2k~ plyk |’

where ¥ is an auxiliary variable, v is a dual variable, and
o and p are step-size parameters. P and A are the cost
and constraint matrices, which will vary depending on the
horizon. Instead of redoing the factorization of the KKT
matrix in every iteration, we derive a forward recursion
method using the Shur complement for the factorization.
The final factorization of the KKT matrix can be written
as

pPtKkPy = LDLT

with matrices

Lo

YILo Ly

L= yor, . ,
Lon
Y. 27}\[,1L2N Lon+1
Dy
-Dy
D= , ,
Daon

—Dont1

and where Py is a permutation matrix. The matrices can
now be used to repeatedly solve equations on the form (4)
for different horizons by extending or truncating the L, D
and Py matrices. This way, the cost of re-factorizing the
problem for each new horizon is removed. This is illus-
trated for an example problem in Fig. 14.

The efficient update algorithm for the factorization,
together with the smaller number of evaluated horizons
result in a computationally tractable VH-MPC algorithm,
which can find the optimal horizon and decrease it as the
system approaches the terminal set. Experiments on the
real system, as described in Section 5, are used to illus-
trate the real-time applicability of the algorithm as well as
its effectiveness under disturbances.

3.2.2 Planning safe trajectories using machine-learned
proximity constraints and informed aerial search for
victims

When developing autonomy for robots to be deployed in

public spaces, a common problem is how to deal with the

uncertainty inherent in complex real world environments.

In search and rescue applications there is uncertainty both

on the mission level, e.g. in which areas one expects to
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Our method reduces the solve time by removing the need to refactorize the matrix when changing the horizon

find victims, but also many sources of uncertainty for indi-
vidual robots navigating in a dynamic and chaotic disaster
zone.

It is well-known that planning under uncertainty can
be formalized as finding a policy 7 (x) that minimizes the
future expected cost [46],

arg min
(%)

Ext:HH [C(rt:t+H)] ) (5)

where 7444 is a future state-action trajectory through the
environment and the cost function c¢(7.¢4) encodes task
objectives. Unfortunately, uncertainty makes already chal-
lenging planning problems computationally intractable, as
they now have to be solved under the expectation opera-
tor. For real-world robots we require approximations that
i) can be solved in real-time, and ii) satisfy any application
safety requirements.

Applications in aerial vehicles such as quadcopters are
particularly challenging due to the limited on-board com-
puting capacity, as well as the dangers that rotorcraft pose
to people when they are used in populated public spaces.
Our research in this area includes finding tractable and
safe approximations to this problem with applications in
search and rescue [47]. These include safely navigating
among people when searching for victims or inspecting
damage, as well as mission planning for informed aerial
search of victims.

In safety critical applications such as autonomous
robots navigating around people, it is helpful to include
transparent notions of safety such as imposing an explicit
constraint on the planning problem,

arg min
7 (X)

]Exp;pr]-[ [C(rt:t-‘rH)]

(6)

subject to
Pr(g(tet+n) > 0) > p.

For example, the safety constraint g(.) in obstacle avoid-
ance problems can be encoded as a minimum distance to
obstacles. Due to the uncertainty inherent in the problem,
for example from the motion of people and the robot itself,
we use a statistical notion of safety that should be satisfied
with a high probability p.

One line of research pursued is to learn determinis-
tic approximations to the probabilistic problem in Eq. 6,
where the probabilistic safety constraint is still guaranteed
by a parameterized approximation g, (ts.s+#) [48].

The resulting MPC problem with learned soft con-
straints via slack variables & and safety parameters 6 then
becomes,

arg min c(Tt:04H,5 8)
Tt:H»H:S
subject to
Xit+1 Zf(xh ui): Vi, (7)
Xt = &(t);
gg(ft:tJrH) >0 — 4,
§>0.

This is a safe determinized approximation to the original
problem with uncertainty. Since this is now a conventional
deterministic trajectory optimization problem, safe trajec-
tories can be computed by off-the-shelf MPC solvers such
as FORCES [49] or ACADO [50].

To learn safe constraint approximations we reframe the
problem as a policy search where the policy my(x), is the
MPC program in Eq. 7 parameterized by its safety con-
straint parameters 6. By leveraging recent advances in
constrained Bayesian optimization [51, 52], such a pol-
icy can be automatically optimized to satisfy probabilistic
safety constraints Pr (g(tz+#) > 0)> p with high proba-
bility using either simulations or real-world testing.



Andersson et al. Autonomous Intelligent Systems (2021) 1:9

Page 19 of 31

Safe trajectory

Fig. 15 Testing a learned MPC controller that is safe under motion uncertainty

An example of MPC with a learned collision con-
straint that is safe (p = 0.99) under motion uncertainty
is depicted in Fig. 15. In this experiment, the colli-
sion constraint was learned in simulation and evaluated
with a Vicon real-time positioning system. For the demo
described in Section 5, the WARA-PS research infrastruc-
ture was later used and leveraged to extend this approach
to safe online learning with only on-board sensing.

Several other research directions were also explored on
the topic of safe planning in public environments popu-
lated by people. In [53] we considered learning compu-
tationally cheaper neural network approximations of safe
policies TN (®) ~ m(x) for use on smaller embedded
systems such as nano-quadcopters. By using a constraint-
aware imitation learning approach [53], the quadcopters
could maintain the required safety levels for the local
avoidance problem, with performance increased to more
than an order of magnitude faster. An advantage of
neural network approximations is that they require a
fixed amount of computation, where the performance vs.

compute trade-off can be directly addressed just by chang-
ing the size of the network.

In [54], local avoidance via MPC was extended to plan-
ning in more complex dynamic 3D environments such as
that depicted in Fig. 16. The approach relies on a lattice
approximation to a trajectory planning problem where the
free space is time-dependent. Using a receding-horizon
multi-resolution representation, the addition of a wait
state allows for representation of temporal aspects while
preserving the regularity of the lattice.

Finally, in [55] we consider real-time learning and search
planning for automatic aerial victim search in disaster
response missions. The proposed framework captures rel-
evant problem desiderata in a probabilistic structured
spatial model as shown in Fig. 17, which includes popula-
tion density, probability of injury, as well as the probability
of detection from the air. It allows informative priors from
e.g. geographic information systems or cell-phone traffic
data to be included, but it can also learn these individu-
ally via spatial point processes. Both probabilistic learning

Fig. 16 Motion planning in complex environments with people

Obstacles and
|predicted motion

Planned trajectory |
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structured spatial model

* Population
© Detected
. X Injured

Fig. 17 Informed aerial search of victims for disaster response missions. Left: Area map color-coded with GIS data. Right: Samples (thinned) from the

and search planning are computationally hard problems.
For real-time learning we used an integrated nested-
Laplace approximation tailored to such latent Gaussian
fields. The search problem is a POMDP that directly min-
imizes victim harm. We use a deterministic belief-space
approximation based on a receding-horizon Monte-Carlo
tree-search with long-range macro actions and warm-
starts. Instead of a separate task objective with constraints
on safety, minimizing harm is the sole objective of this
task.

4 Collaborative autonomous ships/marine
vessels (USV) experimentation

WARA-PS has access to a collection of unmanned marine

vessels which are used individually for specific research

problems but also participate in WARA-PS collaborative

rescue scenarios. These platforms are part of the WARA-
PS infrastructure accessible to all WASP participants.

4.1 USV platforms

4.1.1 SAM and LoLo: SMaRC underwater platforms

The SMaRC Long-range and Long-endurance demon-
strator (LoLo) and the Small and Affordable Maritime
Underwater Robot (SAM) are both long-range and long-
endurance maritime AUVs developed at SMaRC to pro-
mote hands-on research with underwater vehicles [56].
Figure 18 shows the SAM AUV platform and its specifi-
cation. Figure 19 shows the LoLo AUV platform. LoLO
has been used together with the Piraya USV in recent
experimentation where LoLo can communicate and trans-
fer data while underwater and in the vicinity of the Piraya.
Both SAM and LoLo integrate nicely with the larger

(a) SAM AUV Specification
Fig. 18 SAM underwater maritime robot developed by SMaRC

(b) SAM AUV Platform
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(a) LoLo AUV Platform

Fig. 19 LoLo underwater maritime robot developed by SMaRC

(b) LoLo AUV underside

WARA-PS architecture due to their use of ROS (robot
operating system) which is one of the middleware choices
for the WARA-PS architecture.

4.1.2 Piraya platform

The Piraya (swedish for piranha) is an unmanned sur-
face vehicle project under development by Saab Kockums
in collaboration with the Swedish military. It is a small
size boat with a 20 horsepower engine that runs
autonomously. A novel feature of the Piraya is that sev-
eral can be operated at the same time by a single person.
Experimentation has been done using three Pirayas simul-
taneously operated by one operator. The Piraya has been
integrated with the WARA-PS architecture and used for
experimentation with collaborative robotics in sea res-
cue scenarios. Recent work has involved development of
swarm algorithms for multi-platform navigation in chal-
lenging coastal scenarios requiring tight maneuvering.
The Piraya can be equipped with a variety of sensors
such as infrared cameras and hydrophones. One of the

active research projects integrated cameras from Axis
Communications AB, another industrial participant, for
experimentation with image processing algorithms for
navigation. Another project leashed DJI 100 platforms
to Pirayas where they would autonomously follow the
Piraya’s movements at sea. The Piraya is depicted in
Fig. 20.

4.1.3 Combat boat 90 platform

The Saab CB90 HSM is a combat boat commissioned
for the Swedish Navy and sold world-wide. It has been
developed by Kockums AB. It is 18 tons with a max-
imum displacement of 24.5 tons. The hull length is
16.3 meters. It has a cruise speed at sea of 42 knots
using 2 x 900 HP, Scania Diesel V8 engines. The
CB90, shown in Fig. 21, has been actively used in sev-
eral research projects and demonstrations described in
Sections 3.2.1, 4.2.1, and 5.1. Details for some of the
sensors used in these research projects are provided in
Table 1.

Fig. 20 The Piraya by Saab Kockums
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Fig. 21 The CB90 by Saab Kockums

4.2 Selected research with marine vessels
4.2.1 Robust GNSS-independent positioning through sensor
fusion

For safe operation of a USV, it is vital to have a correct
position. By knowing the position and compass direc-
tion, a sea chart can be used to determine a route to
pass all static obstacles such as groundings and islands.
The common approach for positioning is to use a Global
Navigation Satellite System (GNSS), where the Global
Positioning System (GPS) is the oldest and most used sys-
tem. A loss of the GNSS signal, or if the ship is jammed
or spoofed, can result in hazardous situations. A crew on
a manned vessel can adapt to a situation like this, but an
unmanned ship must have functionality beforehand for
GNSS-independent positioning.

Terrain-Aided Navigation (TAN) is a widely used tech-
nique for GNSS-independent positioning. This technique
often uses a particle filter, where each particle estimates
the position of the vessel. First, thousands of particles are

Table 1 Sensors used during field trials

Sensor Description

Digital Compass* Heading (Accuracy 0.5°) - 1Hz

Speed Log* STW (Accuracy 1% + 0.1knots) - 1Hz

Echosounder Depth from surface to sea bed (Accuracy 0.1m) -
1Hz

Magnetometer Magnetic Intensity measured as a vector - 100Hz

360° camera Provides visual image of the horizon around most
of the ship. Can alternatively be multiple cameras.
Images from 6 cameras were compiled into an

image with a resolution of 16384x8192 - 15Hz

*The digital compass and speed log could be exchanged with an INS

spread out around the initial position. Then in each iter-
ation, all the particles are moved according to the ship’s
velocity. The ship’s bottom depth is then measured and
compared to each bottom depth reading in the map where
particles are located. By comparing these bottom depths,
weights, proportional to the likelihood of the position
being correct, are created and assigned to each particle. In
the last step of each iteration, the particles of the cloud are
re-sampled, creating a new cloud that should correspond
better with the true position. To get accurate and robust
position estimations, an accurate map with enough res-
olution is preferred. Furthermore, the terrain must vary
enough, so that the algorithm has a chance to discard
particles with low weights.

There are several Autonomous Underwater Vehicles
(AUV) using TAN, as AUVs can not use GNSS at all as
they are submerged. Because there are not many areas
in the world where high-resolution bathymetric maps
have been created, an AUV mission is typically preceded
by a bathymetric survey, where a ship measures the sea
bottom and creates the needed high-resolution map. In
order to avoid being limited by the low availability of
high-resolution maps, our approach instead uses normal
sea charts, which have much more sparse information,
resulting in poorer position accuracy and robustness. To
compensate for this, we use other information sources as
well.

Earth is surrounded by a magnetic field, and in many
areas, low-resolution maps are available to describe how
this field varies. These measurements can be used by the
particle filter in the same way as the bottom depth mea-
surements. The particle filter described in [57] combined
data from a high-accuracy INS with bottom depth infor-
mation and magnetic intensity information. All data were
simulated, and this resulted in a mean position error of
10.2m.
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The CB90 in WARA-PS was then used in [58] to evalu-
ate the performance using real-world data. The GPS was
used as ground truth, and instead of using an INS, the
ship’s digital compass and speed log were used. Bottom
depth and magnetic intensity were used, but also visual
bearing measurements to surrounding landmarks. The
GUI can be seen in Fig. 22. Simulations based on the
real-world data showed that the proposed fusion mecha-
nism provides accurate and robust positioning, and that
the accuracy and robustness increases when using mul-
tiple data sources instead of depth or magnetic intensity
individually.

4.2.2 USV VR teleoperation

While striving for full autonomy, we still have to assume
that there might be occasions in which a human operator
needs to assess a situation to provide a decision or even
step in to remotely control a USV. We investigated how
a graphical user interface (GUI) can be implemented to
remotely supervise a small USV, while the communication
throughput between the USV and the operator is limited.
This is a realistic scenario for small affordable vessels.

Of particular interest was to see how the user’s
situational awareness and cognitive load are affected
when using such GUIs in comparison to using tradi-
tional ones. To answer these questions, we proposed a
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3D-visualisation of the ship’s surroundings either on
a computer screen or in a virtual reality (VR) setup
[59, 60]. The perception of a 3D GUI in VR resembles how
a human normally perceives the world, which is assumed
to be beneficial for human-machine communication. The
GUI design was based on ideas from the available research
regarding manned ships to increase situational aware-
ness while maintaining a low cognitive load, e.g., [61].
From these ideas, the assumption was that we could cre-
ate a suitable GUI that would provide good situational
awareness, and by that increase safety by

e Creating the GUI in 3D, and preferably presenting it
in VR

e Providing different views of the surrounding environ-
ment, optimized for various situations.

¢ Augmenting objects and information directly in the
3D world.

e Providing a 360° image of the real-world environment,
so that the operator can compare the 3D world with
the real world, to increase situational awareness and to
manually detect objects.

We initially implemented three different GUIs and eval-
uated them in a small user study with 16 participants; one
Baseline GUI, representing traditional navigation tools,

Elapsed time: 0:32:07 T1.1 knots _ Uses Compass and Log
55% Depth, 10% Magn, 9% Comb, 256% Skip, 1% Kalman
—— GPS Position éGround Truth)
— DR Position (| ass,
DR Position with npdates Compass, Log, Camera)
— Particle Filter with Kalman Filter

Fig. 22 A screenshot of the GUI for the GNSS-independent positioning. The lower part shows a 360° image from a video recording the surrounding
of the CB90. The upper part shows the sea chart, the current route, and the current position estimation by the particle cloud. The magnetic intensity
anomaly map is overlaid on the image, seen as squares in various grey scale
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Fig. 23 The VR GUI (or 3D GUI) is the main application where the interface is created for the operator. It presents the GUI in the Unity world, which is
a 3D virtual environment (VE) with a virtual world positioned in the own ship’s location with surrounding ships simulated by the simulation kernel

one 3D tool presented on a laptop, called 3D GUI, and one
3D tool presented in virtual reality (VR), called VR GUL
The implementation was done in Unity 3D [62], which
is a development tool normally used for making 2D and
3D games. A 3D world (called Unity World), developed
by Saab Kockums [5], was used as a foundation for the
GUI, for which an overview is given in Fig. 23. A USV,
also produced by Saab Kockums, has been used for initial
testing.

We found that in particular the VR GUI improved the
test subjects’ situational awareness and ability to detect
and handle potentially harmful situations significantly in
comparison to using a setup that resembled traditional
tools (our Baseline GUI). Overall, we could confirm our
hypothesis that an interface based on a 3D visualisa-
tion in VR would be a suitable tool to provide a remote
operator with the necessary overview regarding a USV’s
surroundings [59].

Based on these findings, we enhanced the initial GUI
implementation to incorporate functions for supporting
the positioning application described in Section 4.2.1
with bearings to landmarks. We also extended it so it
could use real-world data from a field-trial in the WARA-
PS site in Vistervik, where navigation data and video
were recorded from a 360° camera. An actual real-world
user evaluation was not possible to conduct due to the
Covid-19 pandemic. We provided the 360° images with
relatively low quality (to limit bandwidth usage) to our
test subjects to see whether they could detect (given or
own) landmarks to support the positioning application
and how this affected their experience with the system.
An example of the GUI, together with one of the par-
ticipants from the user-study, is seen in Fig. 24. We
found that this extension to the GUI was very suitable
to both provide another information (sensory) channel
to the positioning system, and to enhance the users’

Fig. 24 The user points towards the same object in the 360° image and the virtual world. This information can then be used to support the

positioning algorithm, presented in Section 4.2.1
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experience regarding the overall understanding (aware-
ness) of the situation the vessel was in at any given
time [60].

4.2.3 Semi-automated image annotation in marine
environments

As indicated in Fig. 23 we assume visually observable
landmarks to be a suitable source of information to align
a map with reality. This is obviously true for human oper-
ators even in a VR-based setup, as we could confirm with
our evaluation described in the previous section. How-
ever, also for (semi-)autonomous systems, visual informa-
tion can be considered for GPS-independent navigation
and positioning purposes. While there are quite many
(annotated) data sets and annotation tools suitable for,
among others, machine learning approaches in the area
of autonomous vehicles on land ([63, 64], for example),
there are relatively few starting points to work with image
classification approaches in maritime environments. To
mitigate that, we investigated the possibility to create a
semi-automated tool for image annotation based on image
sets gathered in the previously described trial and data
collection runs in WARA-PS [65]. With the help of rel-
atively general object detection and tracking approaches
in combination with specific information for sea marks
given in regular sea charts according to maritime stan-
dards from the International Hydrographic Organization
(IHO) [66] and International Association of Marine Aids
to Navigation and Lighthouse Authorities (IALA) [67],
we created and evaluated a pipeline that can process rel-
atively large data sets within considerably shorter time
than this would take based on manual labour to pro-
duce an annotated data set for further use in learn-
ing based approaches to image processing in maritime
environments.
Our processing pipeline included the following steps:

e Data alignment (images and position information
from the data collection runs came in different fre-
quencies and needed to be aligned)

e Transformation of all coordinate data to ECEF (Earth-
centred, earth-fixed) format that is commonly used in
GPS [68]

e DPerform object detection and identify images (key
frames) in which relevant objects occur at all. Keep
those images for further processing. We evaluated
several common approaches like YOLOvV4 [69] and
variants of R-CNN [70, for example] to receive sugges-
tions for relevant objects in bounding boxes

e Track the objects over a number of frames starting
with the identified key frames. We evaluated several
tracking approaches such as Boosting [71], MIL [72],
KCEF [73], TLD [74], MedianFlow [75], Mosse [76], and
CSRT (OpenCV implementation of CSR-DCF [77])
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e Align information from detection and tracking steps
with that given in the sea chart and propose an anno-
tation for the found and tracked object

e Visualise the proposal (and original image sequence)
in a graphical user interface (GUI) based on the open
source annotation tool Labellmg [78], through which
a human user can confirm hypotheses and disam-
biguate problematic cases. The GUI allows also to
adjust the mode of annotation and provides general
control over the annotation process. Figure 25 shows
the final version of the GUL

As indicated above we evaluated several combinations
of approaches to object detection and tracking, and found
that YOLOV4 for object detection / recognition and CSRT
or KCF for tracking performed best overall, given the cir-
cumstances of a data set that was relatively unbalanced
regarding the types of sea marks observed during the data
collection. With this setup we performed further evalua-
tion of the actual annotation process, to see how much we
could speed up the annotation of a large amount of images
without compromising regarding the quality compared to
manual annotation.

Despite a somewhat imperfect performance of the
detection and tracking components, we can state that our
approach allows to speed up the process of image anno-
tation in maritime environments significantly, as sum-
marised in Table 2. The categories easy and difficult refer
to differences in visibility of a specific object caused by
distance and motion of the boat, for example. With var-
ied we indicate that consecutive images are not necessarily
stemming from the same sequence, but might come from
various parts of the data set.

Our results showed that there is clearly room for
improvement mainly regarding the tools for detection
and tracking of relevant objects. However, despite rela-
tively poor overall performance of these components in
our pipeline, we still found that our approach supports
image annotation quite well, mainly since all needed infor-
mation is presented through the same GUI, allowing to
quickly adjust erroneous proposals made by the automatic
annotation tool. Thus, we believe to contribute the area
of image processing for GPS-independent navigation and
positioning at sea, by providing the means for training
classifiers to recognise specific types of sea marks (or even
specific instances).

5 Selected WARA-PS research demonstrations

Each year, WARA-PS has an annual workshop that brings
together researchers, students, companies and media to
highlight progress in research and applications. During
the workshops, time is dedicated for various field robotic
experimentation and demonstrations in the Grinso
operational environment. Here the intent is to push
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state-of-the-art in among other topic areas, collaborative
robotics and human/robot interaction. Both companies
and universities show successes and challenges in this area
where integration of many of the WARA-PS platforms in
combination with human operators is demonstrated in the
context of emergency rescue scenarios. This section high-
lights a number of successful demonstrations previously
shown in addition to their research context.

5.1 Autonomous drone landing experimentation
The autonomous landing of the quadcopter on top of
a moving USV has been considered in several different

Table 2 Time to annotate a set of images manually and
semi-automatically

Type Images Time(h) Images/min Avg time (s)
Manual 300 1:05:03 461 13.01
Easy 100 0:12:05 8.28 7.25
Difficult 100 0:14:.07 7.12 847
Multiple objects 100 0:38:51 2.57 2331
Manual (Varied) 154 1:11:10 2164 2773
Semi-Automatic 19890 3:07:15 106.22 0.56
Annotated 8646 2:59:20 48.21 1.24
Easy 2363 0:42:24 55.73 1.08
Difficult 3062 1:38:00 3124 1.92
Multiple objects 1367 0:25:49 5295 1.13

experiments and tests within WARA-PS. Testing of the
landing platform and the relative positioning system
have been performed using the modified CB90 craft, see
Fig. 26. For testing the cooperative MPC algorithms,
including the real-time VH-MPC algorithm, tests have
been performed using the real quadcopter in outdoors
tests, landing on a virtual boat that can be simulated to
move according to some reference trajectory.

By testing the algorithms in real environments subject to
nonlinear dynamics, disturbances, communication delays,
and other effects, we got a comprehensive evaluation of
the control performance. All autonomous landing tests
were performed in mild to moderate wind conditions.
Figure 27 illustrates the effectiveness of the VH-MPC
algorithm. The VH-MPC algorithm is implemented in
real-time using the OSQP solver [45]. The solver has been
modified to make it possible to update the factorization
of the KKT conditions without having to redo the entire
factorization. In Fig. 27(a), we see the VH-MPC algorithm
applied to the quadcopter landing under nominal condi-
tions. Since the sampling time is 0.1 s, the initial predition
of the maneuver time is 10-12 s. It can be seen from the
figure that this corresponds well to the final maneuver
time, which is around 11 s. In Fig. 27(b), a landing from
the same initial conditions is repeated but this time there
was a wind gust disturbing the landing at £ = 9 s. The con-
troller handles this unexpected disturbance very well, and
the horizon is adapted to the changing circumstances.
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Fig. 26 The quadcopter and CB90 boat during a landing trial

5.2 Self-learning of human-drone safety constraints
This demo builds on research in learning safety con-
straints for navigation that was presented in Section 3.2.2.
The WARA infrastructure was leveraged to demonstrate
this using a DJI Matrice 100 quadcopter that was assigned
ground-level way points to fly to while having to avoid
any people moving in the same area. The idea was to
extend prior work in two ways, i) online learning of safety
constraints, and ii) incorporation an on-board percep-
tion stack in-the-loop instead of using Vicon’s external
positioning functionality.

The robustness requirements are quite high on the per-
ception stack in order to enable a quadcopter to robustly

detect and navigate among moving people. Since this
demo required full autonomy, low rates of both false
negatives and false positives are required, which pure
camera-based approaches still struggle with. A Hokuyo
lidar was used instead and it was mounted horizontally
for reliable distance measurements around the quad-
copter, as seen in Fig. 28(a). As GPS may not be reli-
able close to obstacles such as trees, buildings or possi-
bly even people, a DJI Guidance vision sensor was also
employed for optical flow and stereo-based ground plane
extraction.

Since reliable segmentation of static and moving parts in
complex 3D scenes is still an open problem, the demo was
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Fig. 27 The horizon of the horizontal VH-MPC (left axis) in the outdoors experiments, with the horizontal solver time (right axis). The upper image
shows the result when no significant wind disturbances are present, and the lower figure shows the case when a large wind gust disturbs the drone
around t = 9 s. The horizon is adapted to the new conditions and starts decreasing again when a landing is possible. The illustrated experiments
were performed with a sampling time dt = 0.1 s
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Fig. 28 Live obstacle avoidance demonstration in the Gransjo operational environment during a WARA-PS Workshop
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(a) The WARA Matrice 100 (b) The live demo overlaid with a stylized uncertainty

based on the local learning-based avoidance of [48]. This
approach only relies on a sparse obstacle representation,
where obstacles are encoded as geometric constraints on
an MPC program. The obstacle detection was achieved
via Euclidian clustering and ground plane extraction. Any
motion was then detected and tracked using constant
velocity Kalman filters on the cluster centers.

A determinized NMPC controller was implemented as
a compact mathematical program in CasADi [79], where
auto-differentiation and the built-in SQP solver delivered
adequate performance. The moving obstacles were rep-
resented by ellipsoid safety constraints centered on their
mean prediction &, for each obstacle o and time ¢ over
the MPC planning horizon. Since obstacle constraints
make the resulting feasible region in Eq. 7 non-convex,
random restarts were employed so as to ensure that the
controller could escape any local minima as in earlier
work.

Suitable safety constraints were then learned online
using constrained Bayesian optimization with the real
world in the loop. The objective used was the time to
reach its waypoints, and the safety constraint used was
on maintaining a minimum distance to moving obstacles.
Both are uncertain functions of the safety parameters and
modelled as Gaussian processes. Safe online learning was
enforced by requiring that the safety constraint be fulfilled
during the optimization process. The quadcopter starts
with a parameter prior or set of conservative parameters
that are known to be safe. Then, during the Bayesian opti-
mization it selects parameters to test, not only based on
their expected improvement of the objective, but also such
that the probability of violating the safety constraint, the
minimum distance to people, is held below p as in Eq. (6).

A depiction of the demo with a stylized representa-

tion of motion uncertainty for a moving person is shown
in Fig. 28(b). This is often difficult to model in prac-
tice. The actual safety distance needed for the quadcopter
additionally depends on the agility of the platform, as
well as uncertainty and latency in its control and percep-
tion layers. As most of these are also difficult to model,
attempting to directly learn safety constraints from real-
world experiments can be more accurate. While the safety
constraints can be arbitrary functions of problem state,
due to time constraints for the demo, only one parameter
was used — a simple isometric size of safety ellipsoids, held
constant over the prediction horizon.

An example of online safety parameter optimization
is shown in Fig. 29, where it attempts to minimize
its traversal time while satisfying the safety constraint
Pr(dist(Xobot, Xobst) > 0) > 0.99, where the minimum
distance to obstacles is greater than zero with p = 0.99.

The demo provided some valuable insights and gener-
ated several ideas for future research directions, including
i) the online learning approach was successful as a proof
of concept, but more could be done to better scale it to
larger problem instances, ii) while the focus of our work
here was on the decision and control side, much research
also remains on the perception side for robust navigation
in more complex dynamic environments, and finally iii)
while most work in learning and motion planning is done
in simulation, knowing the limitations of the perception
side of the problem can also lead to insights in how to
design better simulators or solutions tailored to a specific
application.

6 Conclusion
As has been described in this paper, WARA-PS is a major
effort and a large investment in a state-of-art platform
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for computing, communication and control of unmanned
vehicles. The objectives are to collect data, to perform
realistic outdoor experiments and to demonstrate a col-
laborative autonomous search and rescue system. This
work is done in close collaboration between academia and
companies. We have described some selected research
projects on autonomous systems, but the scope of WARA-
PS is much broader including AI for decision mak-
ing, machine learning, software systems, cloud and edge
technology, computer vision, visualization and human
machine interaction. We strongly believe that realistic
large scale experiments are necessary to do major sci-
entific breakthroughs in the area of intelligent systems,
in addition to expediently transferring knowledge from
academia to industry.

WARA-PS continually addresses new and more chal-
lenging research topics and complex real-life field-robotic
scenarios, for example, rescue operations under adverse
conditions, such as high winds, snow and severe weather.
Robustness, reliability and resilience are of course most
important in safety critical search and rescue operations
where unforeseen contingencies abound. These topic
areas, crucial to the success of robotics in actual rescue
scenarios and robotics at large, offer challenges where
much additional research and innovative engineering is
required. The nature of the WARA-PS arena allows for
valuable contributions to these issues and these topics will
be pursued.

The impact and application of current research, exper-
iments and demonstrations are much larger than the
current demos, and can be applied to a multitude
of public safety applications. Autonomous drone sys-
tems for surveillance and urban transport are currently
very active areas both in industry and in academia.

For example, there is a tremendous amount of inter-
est in the development of personal air transportation
to avoid the congestion in current urban 2D transport
infrastructures.

The first batch of WASP/WARA-PS PhD projects has
just finished, but there are currently over 300 active
PhD students within the WASP program. Many of them
are industrial PhD students performing their research
projects within companies and in cooperation with par-
ticipating Swedish universities. WASP has launched new
WARA-X arenas in, for example, software technology,
industrial robotics and media and natural language pro-
cessing. The ambition is that these arenas will create ben-
eficial synergies, not only within each arena, but between
arenas. This is particularly important from both research
and pragmatic perspectives since, the issues targeted are
highly complex and multi-disciplinary and require exten-
sive collaboration across disciplines.

Acknowledgements

We would like to acknowledge the work of the IDA-AIICS engineering team of
Tommy Persson, Jonas Kvarnstrém, Mariusz Wzorek and Piotr Rudol from
Linkdping University, who have played a central role as part of the Core
WARA-PS team and who have been responsible for the development of the
core WARA-PS software architecture and for UAV support. Additionally, we
would like to acknowledge the efforts of Lars Rundqwist (Saab AB), who
co-manages the WARA-PS arena, and has provided substantial input with the
WARA-PS infrastructure and core architecture, in addition to assisting with
modeling several collaborative public safety scenarios.

Authors’ contributions

All authors whose names appear on the submission have made substantial
contributions to the conception and design of the work; the acquisition,
analysis, interpretation of data; the creation of new technology used in the
work; drafted the work or revised it critically for important intellectual content;
approved the version to be published; and agree to be accountable for all
aspects of the work in ensuring that questions related to the accuracy or
integrity of any part of the work are appropriately investigated and resolved.
The authors read and approved the final manuscript.




Andersson et al. Autonomous Intelligent Systems (2021) 1:9

Funding

All authors are partially supported by the Wallenberg Al, Autonomous Systems
and Software Program (WASP) funded by the Knut and Alice Wallenberg
Foundation. The first and second authors are additionally supported by the
ELLIIT Network Organization for Information and Communication Technology,
Sweden; and the Swedish Foundation for Strategic Research SSF (Smart
Systems Project RIT15-0097). The second author is also supported by a
RExperts Program Grant 2020A1313030098 from the Guangdong Department
of Science and Technology, China. The fifth and eighth authors are
additionally supported by the Swedish Research Council.

Availability of data and materials
Some data sets and materials are accessible at the WASP-WARA Portal and
may be provided upon request.

Code availability
Not applicable. No custom code has been submitted.

Declarations

Competing interests

The authors declare that they have no known competing financial interests or
personal relationships that could have appeared to influence the work
reported in this paper.

Author details

! Department of Computer and Information Science, Linkdping University,
Linkoping, Sweden. 2Saab Kockums, Malmé, Sweden. 3Division of Decision
and Control Systems, School of Electrical Engineering and Computer Science,
KTH Royal Institute of Technology, Stockholm, Sweden. *Department of
Computer Science, Lund University, Lund, Sweden. >Saab Combitech AB,
Link&dping, Sweden. ®Division of Automatic Control, Department of Electrical
Engineering, Linkdping University, Linképing, Sweden.

Received: 27 July 2021 Accepted: 22 September 2021
Published online: 16 November 2021

References

1. WASP, WASP Home Page (2021). https://wasp-sweden.org/. [Online;
accessed June 2021]

2. WASP, WARA-PS Arena (2021). https://wasp-sweden.org/research/
research-arenas/wara-ps-public-safety/. [Online; accessed June 2021]

3. Wikipedia, Wikipedia Pubic Safety and Security Home Page (2021). https://
en.wikipedia.org/wiki/Public_security. [Online; accessed July 2021]

4. WASP, WASP Publications (2021). https://wasp-sweden.org/research/
publications/f. [Online; accessed July 2021]

5. SaabNaval, Saab Naval Home Page (2021). https://www.saab.com/
products/naval. [Online; accessed July 2021]

6.  SaabAir, Saab Air Home Page (2021). https://www.saab.com/products/air.
[Online; accessed July 2021]

7. Combitech, Combitech Home Page (2021). https://www.combitech.se/.
[Online; accessed July 2021]

8. SaabAB, Saab AB Home Page (2021). https://www.saab.com/. [Online;
accessed July 2021]

9. Axis, Axis Communications Home Page (2021). https://www.axis.com/en-
us/. [Online; accessed July 2021]

10. Skeldar, UMS Skeldar Home Page (2021). https://umsskeldar.aero/.
[Online; accessed July 2021]

11, AlICS, Artificial Intelligence and Integrated Computer Systems Division,
IDA, LiU Home Page (2021). https://www.ida.liu.se/divisions/aiics/.
[Online; accessed June 2021]

12. SMaRC, Swedish Maritime Robotics Centre Home Page (2021). https://
smarc.se/. [Online; accessed July 2021]

13. SSRS, SSRS Home Page (2021). https://www.sjoraddning.se/. [Online;
accessed July 2021]

14. M. Dastani, J.-J. C. Meyer, in Proceedings of the AAMASO7 Workshop on
Programming Multi-Agent Systems (ProMAS2007). A practical agent
programming language, (2007), pp. 72-87

15. R.J.Firby, in Proceedings of the National Conference on Artificial Intelligence.
An investigation into reactive planning in complex domains, vol. 1 (AAAI
Press, Seattle, 1987), pp. 202-206

20.

21

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33

34

35.

36.

37.

Page 30 of 31

K. Konolige, in KI-97: Advances in Artificial Intelligence. Colbert: A language
for reactive control in Sapphira, vol. 1303 (Springer, Berlin Heidelberg,
1997), pp. 31-52

D. C. MacKenzie, R. Arkin, J. M. Cameron, Multiagent mission specification
and execution. Auton. Robots. 4(1), 29-52 (1997)

R. Simmons, D. Apfelbaum, in Proceedings of the IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS). A task description
language for robot control, (1998)

P.Ulam, Y. Endo, A. Wagner, R. C. Arkin, in ICRA. Integrated mission
specification and task allocation for robot teams — design and
implementation, (2007)

A. Marzinotto, M. Colledanchise, C. Smith, P. Ogren, Towards a unified
behavior trees framework for robot control, (2014), pp. 5420-5427

P. Doherty, D. Landén, F. Heintz, in Proceedings of the International
Conference on Principles and Practice of Multi-Agent Systems (PRIMA). A
distributed task specification language for mixed-initiative delegation,
(2010)

P. Doherty, J. Kvarnstrom, A. Szalas, in Proceedings of the International
Conference on Principles of Knowledge Representation and Reasoning (KR).
Temporal composite actions with constraints, (2012), pp. 478-488

P. Doherty, F. Heintz, J. Kvarnstrém, High-level Mission Specification and
Planning for Collaborative Unmanned Aircraft Systems using Delegation.
Unmanned Syst. 1,75-119 (2013)

P. Doherty, J. Kvarnstrom, M. Wzorek, P. Rudol, F. Heintz, G. Conte, in
Handbook of Unmanned Aerial Vehicles, ed. by K. P. Valavanis, G. J.
Vachtsevanos. HDRC3 - A Distributed Hybrid Deliberative/Reactive
Architecture for Unmanned Aircraft Systems (Springer, Netherlands,
2014), pp. 849-952. This article exists in revised form in the 2nd edition of
the handbook 2016

L. Marconi, C. Melchiorri, M. Beetz, D. Pangercic, R. Siegwart, S.
Leutenegger, R. Carloni, S. Stramigioli, H. Bruyninckx, P. Doherty, A. Kleiner,
V. Lippiello, A. Finzi, B. Siciliano, A. Sala, N. Tomatis, in Proceedings of the
IEEE International Symposium on Safety, Security, and Rescue Robotics (SSRR).
The SHERPA project: Smart collaboration between humans and ground-
aerial robots for improving rescuing activities in alpine environments
(IEEE, USA, 2012), pp. 1-4. https://doi.org/10.1109/SSRR.2012.6523905

P. Doherty, P. Rudol, in Al'07: Proceedings of the Australian Joint Conference
on Advances in Artificial Intelligence. A UAV search and rescue scenario
with human body detection and geolocalization (Springer, Berlin
Heidelberg, 2007), pp. 1-13

P. Doherty, J. Kvarnstrém, P. Rudol, M. Wzorek, G. Conte, C. Berger, T.
Hinzmann, T. Stastny, in PRIMA 2016: Principles and Practice of Multi-Agent
Systems. A Collaborative Framework for 3D Mapping using Unmanned
Aerial Vehicles, vol. 9862, (2016)

T.Hinzmann, T. Stastny, G. Conte, P. Doherty, P. Rudol, M. Wzorek, I.
Gilitschenski, E. Galceran, R. Siegwart, in International Symposium on
Robotics. Collaborative 3D reconstruction using heterogeneous
unmanned aerial vehicles, (2016)

C. Berger, M. Wzorek, J. Kvarnstrom, G. Conte, P. Doherty, A. Eriksson, in
2016 IEEE International Symposium on Safety, Security, and Rescue Robotics
(SSRR). Area Coverage with Heterogeneous UAVs using Scan Patterns
(IEEE Robotics and Automation Society, USA, 2016), pp. 342-349

P. Doherty, J. Kvarnstrém, F. Heintz, A Temporal Logic-based Planning and
Execution Monitoring Framework for Unmanned Aircraft Systems. Auton.
Agent. Multi-Agent Syst. 19(3), 332-377 (2009). https://doi.org/10.1007/
$10458-009-9079-8

P. Doherty, J.-J. C. Meyer, in The Goals of Cognition: Essays in Honour of
Cristiano Castelfranchi, ed. by F. Paglieri, L. Tummolini, R. Falcone, and M.
Miceli. On the logic of delegation - relating theory and practice (College
Publications Ltd, London, 2012), pp. 467-496

Foundation for Intelligent Physical Agents, FIPA Communicative Act
Library Specification (2002). http://www.fipa.org

Foundation for Intelligent Physical Agents, FIPA Contract Net Interaction
Protocol Specification (2002). http://www.fipa.org

CORBA, CORBA Home Page (2021). https://www.corba.org/. [Online;
accessed May 2021]

ROS, ROS Homepage (2021). http://wiki.ros.org/. [Online; accessed May
2021]

ROS-Industrial, ROS Industrial Home Page (2021). https://rosindustrial.org.
[Online; accessed May 2021]

MQTT, http://mqtt.org/. [Online; accessed May 2021] (2021). MQTT Home
Page


https://wasp-sweden.org/
https://wasp-sweden.org/research/research-arenas/wara-ps-public-safety/
https://wasp-sweden.org/research/research-arenas/wara-ps-public-safety/
https://en.wikipedia.org/wiki/Public_security
https://en.wikipedia.org/wiki/Public_security
https://wasp-sweden.org/research/publications/f
https://wasp-sweden.org/research/publications/f
https://www.saab.com/products/naval
https://www.saab.com/products/naval
https://www.saab.com/products/air
https://www.combitech.se/
https://www.saab.com/
https://www.axis.com/en-us/
https://www.axis.com/en-us/
https://umsskeldar.aero/
https://www.ida.liu.se/divisions/aiics/
https://smarc.se/
https://smarc.se/
https://www.sjoraddning.se/
https://doi.org/10.1109/SSRR.2012.6523905
https://doi.org/10.1007/s10458-009-9079-8
https://doi.org/10.1007/s10458-009-9079-8
http://www.fipa.org
http://www.fipa.org
https://www.corba.org/
http://wiki.ros.org/
https://rosindustrial.org
http://mqtt.org/

Andersson et al. Autonomous Intelligent Systems

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

(2021) 1:9

WARA-Portal, WARA-PS Research Portal (2021). https://portal.waraps.org/.
[Online; accessed June 2021]

Airpelago, Airpelago Home Page (2021). https://www.airpelago.com/.
[Online; accessed July 2021]

L. Persson, B. Wahlberg, in AIAA Scitech 2019 Forum. Model predictive
control for autonomous ship landing in a search and rescue scenario,
(2019). https://doi.org/10.2514/6.2019-1169. https://arc.aiaa.org/doi/abs/
10.2514/6.2019-1169

L. Persson, B. Wahlberg, in 2018 European Control Conference (ECC).
Verification of cooperative maneuvers in flightgear using MPC and
backwards reachable sets, (2018), pp. 1411-1416. https://doi.org/10.
23919/ECC.2018.8550247

R. Bereza-Jarocinski, L. Persson, B. Wahlberg, Distributed model predictive
control for cooperative landing. IFAC-PapersOnLine. 53(2), 15180-15185
(2019). https://doi.org/10.1016/j.ifacol.2020.12.2290

L. Persson, B. Wahlberg, in 2021 IEEE Aerospace Conference. Variable
prediction horizon control for cooperative landing on moving target,
(2021)

L. Persson, A. Hansson, B. Wahlberg, in (Submitted to Control Engineering
Practice). A computationally fast variable horizon MPC algorithm with
application in rendezvous of autonomous unmanned vehicles, (2021)

B. Stellato, G. Banjac, P. Goulart, A. Bemporad, S. Boyd, OSQP: an operator
splitting solver for quadratic programs. Math. Program. Comput. 12(4),
637-672 (2020). https://doi.org/10.1007/512532-020-00179-2

D. P. Bertsekas, Dynamic Programming and Optimal Control. (3rd edn., ed.),
vol. I. (Athena Scientific, Belmont, 2005)

O. Andersson, Learning to make safe real-time decisions under uncertainty
for autonomous robots. PhD thesis. (Linkdping University, Sweden, 2020).
https://doi.org/10.3384/diss.diva-163419

O. Andersson, M. Wzorek, P. Rudol, P. Doherty, in 2016 IEEE International
Conference on Robotics and Automation (ICRA). Model-predictive control
with stochastic collision avoidance using bayesian policy optimization,
(2016), pp. 4597-4604. https://doi.org/10.1109/ICRA.2016.7487661

A. Domahidi, A. Zgraggen, M. N. Zeilinger, M. Morari, C. N. Jones, in IEEE
Conference on Decision and Control (CDC). Efficient interior point methods
for multistage problems arising in receding horizon control (IEEE, Maui,
2012), pp. 668-674

B. Houska, H. J. Ferreau, M. Diehl, ACADO toolkit—-An open-source
framework for automatic control and dynamic optimization. Optim.
Control Appl. Methods. 32(3), 298-312 (2011)

M. Gelbart, J. Snoek, R. Adams, in Proceedings of the Thirtieth Conference
Annual Conference on Uncertainty in Artificial Intelligence (UAI-14). Bayesian
optimization with unknown constraints (AUAI Press, Corvallis, Oregon,
2014), pp. 250-259

J. M. Herndndez-Lobato, M. A. Gelbart, M. W. Hoffman, R. P. Adams, Z.
Ghahramani, in Proceedings of the 32nd International Conference on
Machine Learning (ICML). Predictive entropy search for bayesian
optimization with unknown constraints, (2015), pp. 1699-1707

O. Andersson, M. Wzorek, P. Doherty, in Proceedings of the Thirty-First AAAI
Conference on Artificial Intelligence (AAAI). Deep Learning Quadcopter
Control Via Risk-Aware Active Learning (AAAI Press, California, 2017),

pp. 3812-3818

O. Andersson, O. Ljungqvist, M. Tiger, D. Axehill, F. Heintz, in 2018 IEEE
Conference on Decision and Control (CDC). Receding-horizon lattice-based
motion planning with dynamic obstacle avoidance (IEEE, USA, 2018),

pp. 4467-4474

O. Andersson, P. Sidén, J. Dahlin, P. Doherty, M. Villani, in Proceedings of the
Thirty-Fifth Conference on Uncertainty in Artificial Intelligence, UAI 2019, Tel
Aviv, Israel, July 22-25, 2019. Real-time robotic search using structural
spatial point processes (AUAI Press, Arlington, 2019)

. Stenius, P. Sigray, G. Linn, Smarc mid-term evauation report. Technical
Report TRITA-SCI-RAP-2020.006, KTH Royal Institute of Technology, 54
(2020). https://doi.org/10.30746/TRITA-SCI-RAP-2020:006

M. Lager, E. A. Topp, J. Malec, in Multisensor Fusion and Integration for
Intelligent Systems. Underwater terrain navigation during realistic
scenarios (Springer International Publishing, 2017), pp. 186-209. https://
doi.org/10.1007/978-3-319-90509-9_11

M. Lager, E. A. Topp, J. Malec, in 2020 IEEE 23rd International Conference on
Information Fusion (FUSION). Robust terrain-aided navigation through
sensor fusion (IEEE, USA, 2020), pp. 1-8. https://doi.org/10.23919/
fusion45008.2020.9190578

59.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

72.

73.

74.

75.

76.

77.

78.

79.

Page 31 of 31

M. Lager, E. A. Topp, J. Malec, in Proceedings of the Ist International
Workshop on Virtual, Augmented, and Mixed Reality for HRI (VAM-HRI).
Remote operation of unmanned surface vessel through virtual reality-a
low cognitive load approach, (2018). https://doi.org/10.6084/m9.figshare.
13537019

M. Lager, E. A. Topp, J. Malec, VR teleoperation to support a GPS-free
positioning system in a marine environment. Int. J. Mar. Navig. Saf. Sea
Transp. 14(4), 789-798 (2020)

T. Porathe, in Usability Professionals’ Association Conference. User-centered
map design, (2007)

Unity, Unity (2021). https://unity.com/. [Online; accessed May 2021]

J. Behley, M. Garbade, A. Milioto, J. Quenzel, S. Behnke, C. Stachniss, J. Gall,
Semantickitti: A dataset for semantic scene understanding of lidar sequences,
(2019), pp. 9296-9306

K. Geng, G. Dong, G. Yin, J. Hu, Deep dual-modal traffic objects instance
segmentation method using camera and lidar data for autonomous
driving. Remote Sens. 12(20), 3274 (2020)

D. Phan, S. Rosenqvist, Semi-Automatic Annotation and Gathering of
Marine Images. Student Paper. (Lund University, Sweden, 2021). https://lup.
lub.lu.se/student-papers/search/publication/9064600

|. H. Organization, Standards and Specifications (2021). https://iho.int/en/
standards-and-specifications

IALAAISM (International Association of Marine Aids to Navigation and
Lighthouse Authorities), IALA maritime buoyage system. https.//www.
jala-aism.org/

US department of Defense, Global Positioning System Standard
Positioning Service Performance Standard (4th Edition, September 2008).
https.//www.gps.gov/technical/ps/2008-SPS-performance-standard.pdf
A. Bochkovskiy, C.-Y. Wang, H.-Y. M. Liao, Yolov4: Optimal speed and
accuracy of object detection. arXiv preprint arXiv:2004.10934 (2020).
https://arxiv.org/abs/2004.10934

R. Girshick, J. Donahue, T. Darrell, J. Malik, in Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition. Rich feature
hierarchies for accurate object detection and semantic segmentation,
(2014), pp. 580-587

H. Grabner, C. Leistner, H. Bischof, in European Conference on Computer
Vision. Semi-supervised on-line boosting for robust tracking (Springer,
Berlin Heidelberg, 2008), pp. 234-247

B. Babenko, M.-H. Yang, S. Belongie, in 2009 IEEE Conference on Computer
Vision and Pattern Recognition. Visual tracking with online multiple
instance learning (IEEE, USA, 2009), pp. 983-990

Y. Li, J. Zhu, in European Conference on Computer Vision. A scale adaptive
kernel correlation filter tracker with feature integration (Springer, Cham,
2014), pp. 254-265

Z. Kalal, K. Mikolajczyk, J. Matas, Tracking-learning-detection. IEEE Trans.
Pattern Anal. Mach. Intell. 34(7), 1409-1422 (2011)

Z. Kalal, K. Mikolajczyk, J. Matas, in 2010 20th International Conference on
Pattern Recognition. Forward-backward error: Automatic detection of
tracking failures (IEEE, USA, 2010), pp. 2756-2759

D.S.Bolme, J. R. Beveridge, B. A. Draper, Y. M. Lui, in 2010 IEEE Computer
Society Conference on Computer Vision and Pattern Recognition. Visual
object tracking using adaptive correlation filters (IEEE, USA, 2010),

pp. 2544-2550

A. Lukezic, T. Vojir, L. Cehovin Zajc, J. Matas, M. Kristan, in Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition. Discriminative
correlation filter with channel and spatial reliability, (2017), pp. 6309-6318
Tzutalin, Git code. Labellmg. GitHub (2015). https://github.com/tzutalin/
labellmg

J. A E. Andersson, J. Gillis, G. Horn, J. B. Rawlings, M. Diehl, CasADi - A
software framework for nonlinear optimization and optimal control.
Math. Program. Comput. 11, 1-36 (2018)

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.


https://portal.waraps.org/
https://www.airpelago.com/
https://doi.org/10.2514/6.2019-1169
https://arc.aiaa.org/doi/abs/10.2514/6.2019-1169
https://arc.aiaa.org/doi/abs/10.2514/6.2019-1169
https://doi.org/10.23919/ECC.2018.8550247
https://doi.org/10.23919/ECC.2018.8550247
https://doi.org/10.1016/j.ifacol.2020.12.2290
https://doi.org/10.1007/s12532-020-00179-2
https://doi.org/10.3384/diss.diva-163419
https://doi.org/10.1109/ICRA.2016.7487661
https://doi.org/10.30746/TRITA-SCI-RAP-2020:006
https://doi.org/10.1007/978-3-319-90509-9_11
https://doi.org/10.1007/978-3-319-90509-9_11
https://doi.org/10.23919/fusion45008.2020.9190578
https://doi.org/10.23919/fusion45008.2020.9190578
https://doi.org/10.6084/m9.figshare.13537019
https://doi.org/10.6084/m9.figshare.13537019
https://unity.com/
https://lup.lub.lu.se/student-papers/search/publication/9064600
https://lup.lub.lu.se/student-papers/search/publication/9064600
https://iho.int/en/standards-and-specifications
https://iho.int/en/standards-and-specifications
https://www.iala-aism.org/
https://www.iala-aism.org/
https://www.gps.gov/technical/ps/2008-SPS-performance-standard.pdf
https://arxiv.org/abs/2004.10934
https://github.com/tzutalin/labelImg
https://github.com/tzutalin/labelImg

	Abstract
	Keywords

	Introduction
	WARA-PS core team
	WARA-PS infrastructure
	WARA-PS operational environment
	Structure of the paper

	WARA-PS infrastructure and core system architecture
	Task specification trees
	Delegation framework
	The delegation process
	Second phase.


	The WARA-PS core system architecture
	The WARA-PS research portal

	Collaborative autonomous drones (UAV) experimentation
	Aerial vehicle platforms used in WARA-PS
	DJI matrice 100/600 platforms
	SSRS fixed wing platform

	Selected research with aerial vehicles
	Autonomous landing and deployment of aerial vehicles from surface vehicles
	Planning safe trajectories using machine-learned proximity constraints and informed aerial search for victims


	Collaborative autonomous ships/marine vessels (USV) experimentation
	USV platforms
	SAM and LoLo: SMaRC underwater platforms
	Piraya platform
	Combat boat 90 platform

	Selected research with marine vessels
	Robust GNSS-independent positioning through sensor fusion
	USV VR teleoperation
	Semi-automated image annotation in marine environments


	Selected WARA-PS research demonstrations
	Autonomous drone landing experimentation
	Self-learning of human-drone safety constraints

	Conclusion
	Acknowledgements
	Authors' contributions
	Funding
	Availability of data and materials
	Code availability
	Competing interests
	Author details
	References
	Publisher's Note

