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Abstract
Our global landscape of emerging technologies is increasingly affected by artificial intelligence (AI) hype, a phenomenon 
with significant large-scale consequences for the global AI narratives being created today. This paper aims to dissect the phe-
nomenon of AI hype in light of its core mechanisms, drawing comparisons between the current wave and historical episodes 
of AI hype, concluding that the current hype is historically unmatched in terms of magnitude, scale and planetary and social 
costs. We identify and discuss socio-technical mechanisms fueling AI hype, including anthropomorphism, the proliferation 
of self-proclaimed AI “experts”, the geopolitical and private sector “fear of missing out” trends and the overuse and misap-
propriation of the term “AI” in emerging technologies. The second part of the paper seeks to highlight the often-overlooked 
costs of the current AI hype. We examine its planetary costs as the AI hype exerts tremendous pressure on finite resources 
and energy consumption. Additionally, we focus on the connection between AI hype and socio-economic injustices, includ-
ing perpetuation of social inequalities by the huge associated redistribution of wealth and costs to human intelligence. In the 
conclusion, we offer insights into the implications for how to mitigate AI hype moving forward. We give recommendations 
of how developers, regulators, deployers and the public can navigate the relationship between AI hype, innovation, invest-
ment and scientific exploration, while addressing critical societal and environmental challenges.
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1 Introduction

The notion of artificial intelligence (AI) as a transformative 
technology has emerged as a dominating narrative, influ-
encing the collective understanding of societies worldwide. 
This global AI enthusiasm, which is typically referred to 
as AI hype, spans academia, geopolitics, major technology 
firms, startups, investors, and even early adopters. The grow-
ing prominence of AI and associated technologies in press 
and media coverage, further intensifies this perception [1]. 
There are a range of mechanisms, both social and technical, 
which are fueling and driving AI hype. This paper is set 
out to identify and discuss those mechanisms, in particular 
how they are made present from a socio-technical perspec-
tive. We define AI hype as a trending global fixation and 
prioritisation of AI-related technologies, ideas and invest-
ments. This is a stark contrast to the so-called AI winters, 

an historical period of time marked by a lack of interest and 
investment in AI technologies (such as in the 1970s) [2]. It 
can be argued that AI hype is disproportionate against the 
potential of AI technologies, however, that debate is beyond 
the scope of this paper, as we focus on the mechanisms and 
consequences of said phenomenon.

The magnitude of the current AI hype surpasses previous 
periods in the history of AI, and this unprecedented wave 
of excitement and anticipation is undeniably on a signifi-
cantly larger scale then previous eras of AI hype we have 
seen historically [3]. The IBM Global AI Adoption Index 
2022 reports that 35% of businesses are using AI, a four per-
centage point increase over 2021 [4]. While this does differ 
by region (60% of Chinese and Indian companies are said 
to be using AI, compared to 24% in Australia), the global 
engagement by non-tech companies has also been significant 
thanks to the accessibility of large language models (LLMs) 
like ChatGPT (which now has over 100 million users glob-
ally[5]). For example, 27/100 charities polled in the Charity 
Digital Skills Report are now using AI in their day-to-day 
activities [6], while AI-related businesses in the UK has 
increased by 688% over the last 10 years [7].
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Yet, amidst this hype around the possibilities and benefits 
of AI development, there exists a disquieting apprehension 
of experts, leaders as well as the public, encouraging a slow-
ing down of the development and urging calls for regulation 
and governance to keep up with the rapid development of 
AI technologies [8]. These calls, while ostensibly motivated 
by positive intentions, play a role in the broader global trend 
of AI hype. The current level of AI hype prompts significant 
concerns that extend beyond the immediate necessity for 
regulation and governance in the deployment and develop-
ment of AI. In this paper, we seek to explore the phenom-
enon of AI hype through the lens of these concerns. Our aim 
is to draw meaningful comparisons between the current AI 
hype and similar historical instances, shedding light on the 
unique mechanisms that drive the hype in the present era. 
Furthermore, we aim to draw attention to the often neglected 
and overseen consequences of the current AI hype, focusing 
primarily on the planetary costs and increasing inequali-
ties. In doing so, we recognise AI hype as a socio-technical 
narrative which is spun through a multitude of mechanisms 
globally and affect societies, and our planet, worldwide.

The first part of this article accounts for historical 
instances of AI hype, and how they differ from the current 
wave of AI hype, particularly in terms of magnitude and 
scale. Subsequently, our analysis will identify and discuss 
the most prominent sociotechnical mechanisms that drive AI 
hype. These include for instance the phenomenon of anthro-
pomorphism [9], geopolitical and private sector “fear of 
missing out” (FOMO)-trends [10, 11], the overuse and mis-
use of the term “AI” in emerging technologies [12] and the 
influential narratives and notions by the different stakehold-
ers [13], and exaggerated AI-literacy in the field [14]. The 
second part of the article accounts for the consequences of 
the current wave of AI hype, that are often overlooked. We 
scrutinise its implications in particular for the environment 
and the planet, and the intense pressure it creates on limited 
resources and energy consumption [15, 16]. Additionally, 
we focus on the tendency of this phenomenon to reinforce 
and reproduce socio-economic injustices and inequalities 
through job loss and polarisation [17], and how it affects 
human intelligence through knowledge decay and what we 
call post-truth. In the concluding section, we synthesise our 
findings to offer insights into the implications for developers, 
regulators and the public moving forward.

1.1  Historical perspectives of AI hype

Over recent decades, a multitude of emerging technologies 
have been championed by techno-optimists, entrepreneurs, 
corporations, media outlets, and investors, notably venture 
capitalists. These stakeholders have enthusiastically claimed 
and foresaw the forthcoming ubiquity of such technologi-
cal advancements. Indeed, innovations such as personal 

computers, GPS, smartphones, and the Internet have mate-
rialised and profoundly and broadly changed our society in 
many ways. On the other hand, certain technologies, such 
as nuclear fusion, quantum computing, the metaverse, and 
cryptocurrency, have either experienced limited adoption or 
remain in the nascent stages of development [18]. Supersonic 
air travel was once touted as the future of transcontinental 
travel. Despite its marvellous engineering achievement, it 
struggled with insurmountable challenges, ranging from 
economic viability and fuel efficiency to noise pollution, 
environmental ramifications, and operational complexity. 
The famed supersonic Concorde flights terminated opera-
tions in 2003 [19]. Similarly, magnetic propulsion trains, the 
hyperloop concept, and the segway were once heralded as 
transformative transport solutions. Yet, they either persist as 
developing concepts or fail to achieve widespread adoption.

The modern history of AI has been characterised by peri-
ods of intense optimism followed by disappointment and 
scepticism since the term was coined in the 1950s. These 
periods of optimism and subsequent retreats are commonly 
called “AI hype” and “AI winter.” The initial surge of enthu-
siasm for AI began in the 1950s and 1960s. Herbert Simon, 
who was awarded the Nobel Prize in Economic Sciences 
and the ACM Turing Award, once declared that “machines 
will be capable, within twenty years, of doing any work a 
man can do.” [20]. Similarly, Marvin Minsky, a leading pio-
neer in AI, predicted in 1967 that the challenge of creating 
AI would be substantially solved within a generation [21]. 
Although there were some noteworthy achievements in the 
early days, such as General Problem Solver, checkers, and 
the invention of the AI programming language LISP [2], by 
the late 1960s and early 1970s, researchers faced consider-
able hurdles in advancing the technology. It became apparent 
that the AI systems of the time struggled to address real-
world problems effectively. As a result, securing funding for 
AI projects became increasingly difficult, leading to the first 
AI winter. A brief resurgence of AI enthusiasm emerged in 
the late 1970s and early 1980s, spurred by the proliferation 
of rule-based expert systems [22]. Many well-known expert 
systems were developed during that time, e.g., SRI Interna-
tional’s PROSPECTOR (mineral exploration), the Univer-
sity of Pittsburgh’s CADUCEUS (medical diagnosis), and 
DEC’s XCON (R1) (VAX computer system configuration). 
However, this momentum was short-lived as it became evi-
dent that it is challenging to develop and maintain expert 
systems for complex domains [2], and by the end of the 
decade, a second AI winter set in, persisting until the late 
1990s to early 2000s.

Unlike previous AI hypes, which were marked by tech-
nologically over-ambitious promises followed by so-called 
AI winters due to the failure to fulfill these expectations, 
the last two decades have witnessed a significant accelera-
tion in the development of certain AI technologies, notably, 
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machine learning algorithms, and recently generative AI, 
and such advancement has facilitated substantial integra-
tion of these technologies into various practical applications, 
including security screening, surveillance, manufacturing, 
drug discovery, social networking, office productivity, and 
e-commerce. This progress has occurred despite techni-
cal constraints and ethical dilemmas, such as those asso-
ciated with facial recognition technology, as Buolamwini 
and Gebru [23] highlighted in their paper on intersectional 
accuracy disparities in commercial gender classification.

These advancements are primarily due to the significant 
increase in computational power, such as cloud computing 
and GPUs, the proliferation of data collection and availabil-
ity from the digital economy, smartphones, and IoT sensors, 
and breakthroughs in algorithms, especially machine learn-
ing algorithms such as deep learning, reinforcement learn-
ing, and transformer foundation models. The tech industry 
had claimed that certain machine learning algorithms were 
already on par with or even outperformed humans in tasks 
such as image classification, captioning, speech recognition, 
video games, and chess games. For example, Microsoft’s 
claims of achieving human parity in speech recognition and 
image captioning [24, 25], along with Google’s AlphaGo 
defeating human grandmasters. Geoffrey Hinton, commonly 
known as one of the godfathers of modern AI, once even 
suggested that “People should stop training radiologists 
now. It’s just completely obvious within five years, deep 
learning is going to do better than radiologists... It might be 
10 years, but we’ve got plenty of radiologists already.” [26]. 
More recently, with the rapid advancement of large language 
models (LLMs) since the release of GPT-3 in 2020, some 
techno-optimists and technology companies have declared 
that current LLMs, such as GPT-4, have shown the “sparks” 
of intelligence and would be considered as the first true 
examples of artificial general intelligence (AGI) [27, 28].

The level of investment and techno-optimism in genera-
tive AI technologies has been particularly noteworthy since 
the release of ChatGPT by OpenAI in 2022. CB Insights 
[29] estimated that funding for generative AI grew from $2.5 
billion in 2022 to $14.2 billion in the first half of 2023 and 
that the global generative AI market is expected to reach 
$42.6 billion in 2023. As of July 2023, there were over 
330 generative AI startups [30]. Generative AI technolo-
gies, such as LLMs, have been rushed into integration into 
various product lines by large technology companies such 
as Microsoft, Google, and Meta. For example, Microsoft 
has incorporated ChatGPT and GPT into a wide range of 
products and services, including its Bing search engine, the 
Windows operating system, the Office suite, the Edge web 
browser, security products, and developer tools. Similarly, 
Google has integrated its LLMs into services such as Google 
Search, Google Genimi, Vertex AI, Google Workspace, and 
many more. Fearing they will miss out, many businesses are 

scrambling to form their generative AI strategy. The speed of 
end-user adoption has also been rapid. For example, Chat-
GPT was considered the fastest-growing “app” of all time 
[31], with 1 million users within a week of its release and 
crossing 100 million active users within a month.

These observations suggest that the current AI hype dif-
fers from the previous ones in terms of the level of enthusi-
asm and investment, speed of deployment and adoption, and 
the breadth of the applicable domains. However, despite this 
momentum, there has also been a growing skepticism and 
criticism of generative AI technology limitations, its pitfalls, 
the scope and scale of applications, and the overhype it (and 
AI in general) may have received [16, 32, 33]. We argue 
that the mechanisms of AI hype stretches far beyond the 
actual capabilities and presumed transformative power of AI 
technologies and that it is rather a result of complex socio-
technical forces. Furthermore, we argue that the detrimental 
consequences of AI hype indeed should make us reconsider 
the validity of the narratives spurring the hype around AI. 
The following sections will account for these two parts.

2  Mechanisms of AI hype

Situating emerging AI technologies in a socio-technical 
context is necessary to understand the underlying mecha-
nisms contributing to its hype. Although this analysis is not 
complete, we here attempt to point out and unpack some 
of the socio-technical mechanisms which we identify as 
significantly contributing to the current discourse, namely 
anthropomorphism, exaggerated AI literacy, directing narra-
tives and FOMO and overuse of the term AI. Ultimately, AI 
hype can be viewed as a global, sociotechnical imaginary, a 
narrative, created collectively by these mechanisms, weather 
deliberately or not. We will address the often overlooked 
costs and consequences of this narrative in Sect. 3.

2.1  Anthropomorphism

In this section we explore the phenomenon of anthropo-
morphism as one of the mechanisms which is driving and 
enabling the current AI hype as outlined in section one. 
Anthropomorphism has been widely studied in relation to 
AI and many attempts have been made to conceptualise, 
measure and theorise the phenomenon [34]. One of the most 
commonly used definitions is offered by Epley et al. [35] and 
states that anthropomorphism involves attributing human 
characteristics (e.g. intentions, motivations, and emotions) to 
the behaviour of nonhuman entities, such as animals, natural 
forces, deities, and machines, whether they are real or imag-
ined (pp. 864–865). Many AI technologies are deliberately 
designed intentionally to be anthropomorphised, as a means 
to facilitate social interaction, improve user experience or 
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for marketing and monetary purposes [36, 37]. Anthropo-
morphism as a phenomenon makes itself present as a shared 
narrative among users, technologies, designers, innovators 
and regulators alike, with significant epistemological and 
ethical consequences [38]. Humans tend to be quick to 
anthropomorphise, whether it is a chatbot interface, a digi-
tal avatar or solely a statistical “AI solution” tool, even after 
just brief exposures [39]. This includes the mind percep-
tion of agency and emotion [39, 40], attribution of gender 
[41–43] as well as judgement and competence [44]. How-
ever, despite these common user interaction reactions, what 
is particularly worth noting is that anthropomorphization of 
AI technologies often is a deliberate design choice made by 
innovators, developers and deployers alike [45]. Anthropo-
morphism has previously been discussed in relation to AI 
hype [9] through two dimensions of ethical considerations, 
exaggeration and misrepresentation of AI capabilities and 
distortion of moral judgments about AI [9]. We here build 
on this work and identify another dimension; neglect of AI 
infrastructures. Personification of AI, including ascribing 
characteristics like gender, emotion and physical attributes 
do all have significant ethical and social implications. How-
ever, in terms of AI hype, it is the attribution of capabilities, 
such as intentions, competence and motivations of the AI 
systems that has implications in particular [9]. Researchers 
have previously cautioned against using rich psychological 
terms, such as understanding, motivation and creativity in 
contexts of AI, because of the possibility of over-attributing 
capabilities which in turn might have ethical ramifications 
for regulation, scientific understanding and expectations 
among broader social and societal contexts [46]. This over-
attribution, as reproduced and reinforced by the AI hype, 
may cause overestimations or misunderstandings of AI 
systems’ actual capabilities. The consequences of this are 
multiple, for instance since it might give rise to either dis-
proportionate fear of AI technologies or on the contrary of 
uncritical optimism, but ultimately it may also blur moral 
and ontological boundaries between humans and technolo-
gies [38]. The question of anthropomorphism, and the result-
ant conception of AI as increasingly agentic entities is also 
tied to questions of accountability and responsibility [9, 47]. 
As AI systems exhibit a human-like semblance of autonomy 
in decision-making and execution of actions, they gradually 
become perceived as moral agents [9, 48]. This has sparked 
a debate of whether it is right or not to create artificial moral 
agents (AMAs) [49] and how to endow those with ethical 
mechanisms to be capable of making sophisticated moral 
decisions as humans do [50]. Finally, worth pointing out 
is the risk that actors profiting from the development of AI 
might deliberately use anthropomorphism to obscure and 
complicate issues around accountability, leaving them unac-
countable for risks and harms associated with technologies 
they develop and deploy [9].

Another consequence of anthropomorphism as a mecha-
nism of AI hype is a harmful oversight of the complex and 
multifaceted AI infrastructure that underpins the develop-
ment, operation, and maintenance of AI technologies [51]. 
This infrastructure constitutes a vast network of intercon-
nected components, encompassing human labour [52–54], 
substantial planetary resources [15, 51], and a complex 
framework of societal institutions. The current discourse sur-
rounding AI frequently obscures this underlying structure, 
resulting in what can be aptly termed the “mystification” 
of AI technologies [55]. This mystification, highly related 
to the anthropomorphisation of AI, perpetuates the faulty 
perception of AI technologies as autonomous entities, seem-
ingly existing in isolation from the infrastructure of human, 
environmental, and societal dependencies that are vital for 
their functioning [47, 55]. Such misconceptions not only 
obfuscate the ethical implications of AI, but also undermine 
the imperative to scrutinise the ramifications of AI within 
the broader context of their interdependence with human-
ity, ecosystems, and established social norms (ibid.). As AI 
hype is reinforcing the notion of AI as autonomous, anthro-
pomorphised entities, the more the AI infrastructure risks 
being further neglected and detached from public awareness, 
regulation and oversight. AI technologies need to be seen 
in the light of the human labour, planetary resources, and 
the dynamics of political and social discourses it is deeply 
dependent upon.

2.2  AI “Experts” and exaggerated literacy

While the concept of AI can stretch back to writings about 
automotons in 12th century Türkiye [56], the relatively 
recent release of large language models like ChatGPT has 
led to an expansion in the accessibility of the field of AI 
[57]. Consequently, the perceived recency of the industry 
provided by the AI hype has led to a proliferation of self-
proclaimed AI experts. To illustrate, such is the importance 
of AI-related knowledge when looking for jobs; a LinkedIn 
report found that 40% of Gen Z staff (aged 18–26) exagger-
ated their knowledge of AI to seem more informed [14]. It is 
this drive to stand out from the rest that motivates workers to 
exaggerate their AI literacy level. The above reality allows 
us to explore the techno-deterministic nature of AI hype that 
has been spurred on by and feeds into the techno-optimism 
attitude surrounding the technology [58]. While technode-
terminism has several formulations varying in severity, we 
primarily use the concept to evoke the perspective-shaping 
and persuasive power of the AI hype. In this case, technode-
terminism involves two pillars [59]: one being the unstoppa-
ble nature of progress being marked by technology (whereby 
resisting using technology is a losing game) and the other 
being that, given the inevitable evolution of technology, 
society then adjusts itself around this narrative.
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In relation to the first pillar, AI technology becomes 
treated like a hammer, making every business and social 
problem look like a nail in need of a technological solution. 
This can help explain how Google insiders are still ponder-
ing the usefulness of the Bard AI chatbot in their business 
practice [60]. In reference to the second pillar, AI knowl-
edge turns into a highly valued and sought-after skill in a 
wide variety of disciplines, from policymakers to marketing 
professionals. Both of these pillars show the high lock-in 
potential of AI technologies, whereby the further integrated 
and used they become in corporate and civilian lives, the 
more any corporate or social progression seems to require AI 
technologies. Consequently, presenting oneself as competent 
with AI knowledge becomes a strategy for job security as 
well, with 41% of employees saying how they fear being 
left behind if they do not know how to leverage AI in a 
study conducted by Canva [61]. The resulting panorama thus 
includes a determined attitude towards figuring out how best 
to use AI and those wanting to work in the space over-selling 
their abilities to join in [14]. Comparatively, seeking advice 
from recent experts in a field can be analogous to the self-
proclaimed ‘COVID-19 experts’ during the pandemic. For 
instance, Stanford Professor John Ioannidis initially mocked 
the US government for its fear over a mounting deathtoll 
with Covid, and claiming that the number of deaths would 
not pass 10,000 [62]. Yet, the total number of deaths (as of 
April 6 2023) stands at 1,132,662, a farcry away from Ioan-
nidis’ claim. Hence, when it comes to the AI hype, those 
without complete credibility are able to present themselves 
as AI experts given the demand for AI skills [14] via the 
technologically deterministic narrative that is presented. The 
latter topics of narratives and the generated fear of missing 
out (FOMO) we will now explore further.

2.3  Directing narratives and FOMO

The AI hype is furthermore made present not only in indus-
try, academia and among media and users, but also takes 
shape in a very political manner [13]. The fear of missing 
out on the increasing development does not solely belong 
to startups and businesses deploying AI-based technologies 
to keep up, but can be seen in a larger geopolitical scale 
[63]. Indeed, recent rethorics have largely elucidated the 
so-called US–China AI Arms Race [64], which refers to 
the polarised notion of urgent competitive development and 
deployment of AI technologies between the two nations. 
This notion is strongly institutionalised and driven by a com-
bined narrative from governance and legislation, military 
bodies, as well as actors in the tech-industry [11]. The sense 
of urgency, and the notion of AI as not only commercial 
products deployed to effectivise our daily lives, but rather as 
necessary “strategic national assets” in a geopolitical sense 
indeed largely contributes to the current AI hype [65]. Large 

tech companies, and the AI technologies they develop, are 
increasingly being seen as indispensable for the safety and 
sovereignty of nations, and subsequently, initiatives for regu-
lation and legislation of AI technologies are being advo-
cated against [11]. Indeed, this polarisation and antagonising 
narratives between nations that are being woven regarding 
the development and deployment of AI technologies highly 
impact the general narrative and hype by creating a sense of 
fear and urgency among a range of social contexts. To illus-
trate, Bareis and Katzenbach [13] conducted a mapping of 
different nations’ so-called sociotechnical imaginaries, that 
is narratives about AI found in the official AI strategy docu-
ments of the nations. While focusing predominantly on US, 
China, Germany and France they found striking similari-
ties and consistencies of how these nations create narratives 
around AI in their official strategy documents, in particular 
regarding the notion of AI as inevitable, the aforementioned 
technodeterminist rhetorics as well as policy suggestions 
which are both “bold and vague” (p. 857). Despite these 
similarities, they also find noteworthy differences between 
the four nations in terms of how they formulate and focus 
their sociotechnical imaginaries. Shortly summarised, Ger-
many focuses on AI applications in the manufacturing indus-
try with notions of efficiency, innovation and climate. The 
French strategy is rooted in a human-centred ethos, prioritis-
ing the use of AI in sectors that is said to enhance the qual-
ity of human life. In the US, AI is portrayed as an expres-
sion of national patriotism, striving to equate the nation’s 
technological progress with overall societal advancement. 
In contrast, the Chinese Communist Party portrays AI as a 
tool for maintaining social order and enforcing regulation 
[13]. In other words, on a geopolitical scale, the AI hype is 
manifested into technodeterminist rethorics, where nations 
build imaginaries of AI as both inevitable and necessary for 
the nations flourishing and survival. Although some differ-
ences can be seen in the ideological underpinnings of these 
imaginaries and rethorics, the resulting AI hype is presnt 
in them all.

The geopolitical forces are not the only significant forces 
in directing and creating global narratives and imaginaries 
around emerging AI technologies. Two other significantly 
powerful groups of contributors are multinational corpora-
tions [66] and academic institutions [67]. The last decade 
the total number of AI publications more than doubled, and 
of those 75.23% of the AI documents were in the education 
sector, making academia a significant voice in directing the 
global narratives around AI.

65% of journal publications originated from China, the 
UK, the US, or Europe [67], resulting in a notably uneven 
geographic and cultural influence on the development of 
epistemologies and the direction of knowledge and narra-
tives. Furthermore, despite an historically even distribution 
of AI research between academia and industry, industry has 
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now taken the lead in access to computing power, data and 
talent and is currently becoming increasingly more influen-
tial [68]. A noteworthy aspect here is the manner in which 
narratives and perceptions within academia and industry 
are guided concerning the debate on the long-term versus 
short-term risks associated with current AI technologies 
[69]. This debate has been increasingly present and subject 
to change the developmental discourse of AI in different 
directions, and researchers are cautioning that this debate 
might create unnecessary division between two camps who 
are in fact closely related [70]. Although the distinction 
between longand short term risk is not a new debate, it takes 
shape in a different way in light of the current AI hype. For 
instance, the Future of Life Institute’s call for a pause for 
at least 6 months of training of AI systems more powerful 
than GPT-4 [8] gained large attention worldwide and was 
significantly impacting the global narratives around emerg-
ing AI technologies, and not least contributing to the current 
AI hype. Similarly, industry leaders such as Sam Altman, 
CEO of OpenAI, have warned that advanced AI can cause 
serious risk and that potential harm needs to be regulated 
accordingly [71]. It is notable that individuals responsible 
for developing and deploying technologies with significant 
societal impact are advocating for enhanced regulation 
(ibid.). Within the context of the current AI hype, it is com-
mon for influential entities to shape definitions of risk and 
harm, presenting themselves and their solutions as primary 
mitigators of these challenges.

This is particularly relevant to understanding the mecha-
nisms behind the AI hype, where directing the narratives 
is one of the most powerful of those mechanisms [72, 73]. 
Whether it is industry, academia or on the geopolitical level, 
who and how the narratives around AI are created is a sig-
nificant mechanism of hype, especially considering the cur-
rent asymmetries in who is able to have a voice heard in 
directing the hype [74]. In fact, one could even go so far as 
to stating that the hype itself is a creation of narratives and 
imaginaries about emerging AI technologies [72], and thus, 
it becomes increasingly relevant who is having the privi-
lege to have their voice heard and the power to direct and 
shape these narratives and who does not. It is also relevant 
if the fear of missing out is one of the main driving forces in 
directing the narratives, and consequently if that fear is justi-
fied or not [10]. In other words, there is a need to establish 
whether there is a cost of “missing out” and if so, if it is in 
any way corresponding to the fear of missing out narratives 
that are being spun.

The consequences of this are multiple. For instance, the 
rhetoric within nations of AI as necessary and inevitable 
tools for the flourishing and even survival of the nations, in 
particular for military or national security reasons, threatens 
to be a way to justify infringements on individual data pri-
vacy and human rights [11, 13, 75]. When individual data 

is used to further surveillance and control parts of socie-
ties, the risk for this data to be used in harmful ways is also 
increasing, e.g. to control or surveil already marginalised or 
historically controlled communities and hence reinforce and 
reproduce violent structures of power [76–78]. Furthermore, 
when the private sector and industries increasingly further 
ideas about their products as necessary parts of nations’ 
survival and flourishing, this also increases their perceived 
credibility as governing bodies, which is directly related 
to democracy. An increasing government dependence on 
AI companies for e.g. policing and security comes with a 
shift in power for AI companies to hold central positions in 
democracies [79]. As these sectors increase their influence 
over narratives, we believe there is a corresponding shift 
away from democratic principles in society. Additionally, 
this dynamic results in marginalized communities having 
reduced opportunities to contribute to global discussions and 
narratives about AI, including indigenous communities and 
nations, which are often overlooked as significant contribu-
tors to AI development [80].

2.4  Overuse of the term AI

Over the years, an overwhelming influx of products and 
software solutions have emerged asserting the incorporation 
of AI within their offerings and its ability to transform the 
world [81]. This surge in AI-related claims has given rise to 
a concern that parallels the historical notion of “snake oil,” 
which refers to extravagant and often unsubstantiated mar-
keting of products [82]. The current landscape is marked by 
numerous companies vying to make bold pronouncements 
about their utilisation of AI, accompanied by substantial 
investment in AI product development and discussions sur-
rounding the potential societal impact of AI [83]. While Sam 
Altman, former CEO of the parent company of ChatGPT, 
has expressed to the media a worstcase scenario for AI that 
could entail “lights out for all of us” [84], there are many 
contrasting views on the AI’s current state and its poten-
tial. Meta’s Chief AI scientist, Yann LeCun, characterises 
ChatGPT as “nothing revolutionary” and in a similar vein, 
University of Washington professor Emily Bender has issued 
a cautionary note, emphasising that the concept of an all-
knowing computer program belongs firmly in the realm of 
science fiction and should remain there [84]. We must con-
sider that the field of AI is incredibly diverse, encompassing 
various subfields and applications, from natural language 
processing and computer vision to machine learning and 
expert systems. Notably, some areas of AI have progressed 
further and are more well-developed than others [85], which 
underscores the importance of distinguishing between vari-
ous AI domains and their practical limitations.

Numerous headlines and substantial investments have 
emphasised the notion of AI as an existential threat to 
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humanity [86]. Nevertheless, Narayanan [12] argues that 
this perspective is significantly flawed, constituting a “tower 
of fallacies”. One prominent misconception involves the 
expectation of the arrival of AGI, primarily rooted in pre-
dictions based on the scaling trends of AI models. In reality, 
he points out that there are technical limits that are slowing 
down this progress, making it less likely that AGI will arrive 
as fast as some suggest. Another misleading belief concerns 
the idea that AI might gain independence and turn rogue, 
where Narayanan [12] highlights the lack of real-world evi-
dence supporting these claims, which frequently hinge on 
theoretical scenarios. He argues that the real risks linked 
to highly capable AI systems are more likely to stem from 
human misuse or manipulation, rather than AI autonomously 
straying from its intended programming and developing its 
own agency. Furthermore, we bleieve that there’s a trou-
bling issue where current security vulnerabilities seem to be 
ignored in favour of speculating about a possible rogue AI 
in the distant future. This disregard for immediate risks is 
especially alarming, notably in the corporate sector, where 
security concerns and risks of mass surveillance, misin-
formation and manipulation, and the inadequacy of our 
current economic paradigm in a world where AI plays an 
increasingly prominent role [87] appear to take a backseat 
to speculative scenarios. While discussions regarding rogue 
superintelligent AI could hold value in some respects, the 
exaggerations and erroneous arguments within these discus-
sions can prove detrimental.

Within organisations, “predictive AI-driven systems” are 
being employed by teams to make assessments of an indi-
vidual’s personality and suitability for a job role based on 
as little as a 30-s video [88]. Notably, these systems claim to 
perform this evaluation by focusing on non-verbal cues such 
as body language and speech patterns, effectively bypass-
ing the content of the candidate’s speech. Evidence that 
algorithms may help reduce human biases advocates for the 
adoption of algorithmic techniques in hiring with a variety 
of computational metrics proposed to identify and prevent 
unfair behaviour [89]. But to date, little is known about how 
these methods are used in practice and how successful they 
actually are [90]. In fact recent research have pushed back 
on the notion that evaluations of intricate human attributes 
and job suitability can be accurately rendered from such a 
brief and content-agnostic video and that it instead serves 
to uphold powers of structural sexist and racist ideals [91]. 
In essence, these AI systems exhibit characteristics more 
aligned with a complex random number generator than 
a dependable tool for genuine assessment and decision-
making. As [92] suggests, technology owners must be held 
accountable, prompting essential questions regarding the 
data on which language models are trained and the model’s 
capacity to provide explanations or cite references for the 
answers they generate. But the questions should be extended 

to weather or not these technologies are desirable in the first 
place, and fundamentally seek to interrogate notions of con-
sent, marginalisation and monetisation of algorithmic and 
datafied high-stakes decisions.

3  Consequences of AI hype

Having accounted for the main mechanisms of AI hype, we 
conclude that they are mainly driven by socio-technical nar-
ratives, and a multitude of forces, often overlooked in the 
current discourse. The following section will cover the plan-
etary and social costs of the hype. Consequences of AI hype 
have previously been discussed in terms of risks for public 
safety, legal practices and worker displacement [93]. Here, 
we identify some of the often overlooked consequences of 
AI hype, such as use of planetary resources, disruption on 
socio-economic structures and threats to human intelligence. 
While we recognise that these consequences does not consti-
tute a full account for all potential costs of AI hype, we hope 
to contribute with a perspective to spark further debate and 
research into the consequences of AI hype.

3.1  Planetary costs

Having established what the current AI hype consists of and 
mechanisms driving said phenomenon, it’s necessary to con-
sider the very tangible consequences it presents. Research 
has showed how training the language model BERT (based 
on transformer architecture) is almost equivalent to a trans-
American flight in terms of carbon emissions (p. 4) [94]. 
Furthermore, LLMs require hardware (such as chips) to run. 
Such is the demand for chips that are required to develop 
and deploy LLMs that the world’s largest chip manufacturer 
[95], TSMC, expects revenues from AI chip manufactur-
ing to grow by 20% this coming year [96]. An example of 
additional hardware that sustains the subjects of AI hype is 
data centres, which require susbstantial amounts of water to 
sustain. We have broken down the planetary costs of AI hype 
into two main sections; data centres and water and electric-
ity. We further discuss the opportunity costs of the AI hype 
planetary costs.

3.1.1  Data centres and water

Data centres can be hyperscale (warehouses containing serv-
ers) or much smaller (a backroom cupboard in an office). 
For our purposes, the planetary costs of AI hype are clearest 
when focusing on hyperscale data centres. To illustrate, the 
National Security Agency in the US at Fort Meade, Mary-
land, uses 5 million gallons of water a day to maintain ambi-
ent temperatures for the data servers [97] (p. 3). Similarly, 
the Utah Data Centre in Bluffdale uses 1.7 million gallons of 
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water/day, while Microsoft’s San Antonio data centre uses 8 
million gallons/day [98].

Now, it can be levelled that such water consumption is 
miniscule in comparison to other areas where water is used. 
For example, in 2014, 626 billion litres of water was used to 
supply data centres for the whole year [99]. Yet, in the US 
during 2015, sectors such as thermoelectric power used 503 
billion litres per day, whereas irrigation used 446 billion 
litres per day [100]. Hence, while data centres do impact the 
environment through their crucial part in sustaining LLMs in 
the AI hype, it could be argued to not be a significant impact 
when compared to other sectors’ use of water. Furthermore, 
it could also be levelled that AI can aid in the battle against 
climate change[101]. AI’s ability to process multidimen-
sional and unstructured data allows for our understanding 
of past climate trends (such as global mean temperatures 
[102]) to deepen and for more accurate forecastings to be 
created (ibid.). In addition, companies such as Microsoft and 
Google have sought to combat the water usage levels in their 
data centres, with Google’s Hamina data centre in Finland 
using seawater for cooling since 2011 [103] and Microsoft 
undergoing Project Natick to explore the possibility of using 
the Pacific Ocean to cool some of its servers [104].

However, Monserrate’s work [15] shows how devastating 
an effect on water supplies these data centres can have. He 
notes how residents in Bluffdale, Utah, are suffering from 
water shortages due to the nearby Utah Data Center used by 
the US National Security Agency (ibid.). Microsoft’s data 
centre in Northlake, Illinois, required an intergovernmental 
agreement between Northlake and Franklin Park to organise 
the necessary extra water capacity for Northlake to sustain 
the data centre’s water demands [105]. Furthermore, the Tai-
wanese drought in 2021 meant that TSMC had to respond by 
ordering truckloads of water [106] to continue its operations. 
Above all, while applaudable, initiatives like Google’s and 
Microsoft’s above are not enforceable (meaning the com-
panies are not bound to commit resources for long periods 
of time to such green practices). Hence, regarding the AI 
hype, this stress on water resources will only become more 
pronounced [15]. It is a tangible, and worrying planetary 
cost, that is already causing significant consequences for 
numerous humans living in the affected areas.

3.1.2  Electricity

Alongside water, it is important to consider other forms 
of resource scarcity and the expansion of the AI industry 
when considering the planetary impacts of the AI hype. 
As a result of the sustained hype, ChatGPT’s electricity in 
January 2023 alone was the equivalent of 175,000 Danish 
families’ usage in a whole year [107]. Furthermore, almost 
20% of the Republic of Ireland’s electricity usage is attrib-
utable to data centres, more than all of the country’s urban 

households [108]. Moreover, this energy consumption 
is 31% higher than 2021 and almost 400% higher than in 
2015 (ibid.). Recent research has in depth investigated the 
growing energy footprint of emerging AI, and conclude it 
is immensely energy-intensive. Both the training and the 
implementation phase of many AI technologies are particu-
larly energy-costly, and increasing as models gets bigger 
[109]. With increasing demands for efficiency, so is demand 
for technology adoption, so increased energy efficiency is 
not really save net energy in the end. The author is suggest-
ing AI regulation should demand from developers to disclose 
of energy usage come from renewable sources or not [110]. 
Generative AI is particularly thirsty for energy, every prompt 
sent to LLM-based chatbots such as ChatGPT does require 
energy, up to 100 times more energy than an email. This 
is much faster than renewable energy sources can supply 
[111]. Considering this, we continue to hold that the plan-
etary effects of the AI hype will only continue to increase as 
companies (and the wider population in general) continue to 
utilise the technology. We echo other researchers in the field 
who call for investigation and disclosure of energy sources 
used for training and deploying AI technologies, and to what 
extent they rely of renewable versus fossil based sources. 
Furthermore, we hope that more research can determine to 
what extent the increased global energy demand has on net 
carbon emissions and climate impact and be considered as 
part of the conversation on where the actual existential risk 
from AI lies.

3.1.3  Opportunity cost

With this in mind, we posit that there is an opportunity cost 
in buying into the AI hype. While companies pour billions 
into integrating generative AI into their business (such as 
accounting firms Ernst and Young and KPMG commit-
ting to $1.4 billion and $2 billion investments respectively 
[112]), there are various business and social aspects that are 
neglected as a result. For example, it is claimed that Taiwan-
ese rice farmers are being subsidised to not grow rice so that 
more water can be diverted to TSMC facilities, meaning less 
rice is grown, increasing the demand on food imports for the 
population [113]. Building on this, while generative AI can 
use different forms of learning to machine learning, a poll of 
data science professionals by KDnuggets [32] revealed how 
only 0–20% of all machine learning projects get deployed. 
This is further reinforced by how, according to a McKinsey 
report [114], data science professionals reported that only 
15% of machine learning projects had been realised. As a 
result, while billions are invested into generative AI, there 
is a relatively small guarantee that this investment will lead 
to a tangible outcome.

Instead, these funds could rather be diverted to other pro-
jects or initiatives. For example, we believe this could be 
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investigating how to optimise current models to be more 
efficient, or even investing in workforce training to better 
equip data scientists and engineers in understanding current 
company models. This could involve introducing engineers 
deploying the models to stakeholder analysis, which [115] 
observe is an unlisted part of some data scientist positions. 
Furthermore, we hold that a more measured approach to AI 
investment allows for more careful consideration about why 
AI technologies are being used, and how to best use them. 
Such considerations can then involve prioritising tackling 
current important issues, such as data centres’ reliance on 
water for data cooling [103]. Confronting this problem will 
then focus efforts on dealing with water distribution prioriti-
sation to data centres during droughts (like in Taiwan [106]). 
Failing to explore such alternatives to AI investment may, 
thus, lead to the aforementioned substantial planetary costs, 
as well as the social costs we shall now explore.

3.2  Social costs

A significant early contributor to the hype regarding AI 
(inclusive of the entire array of technologies algorithms, 
networks, models, data, and interfaces that are referred to 
commonly as Artificial Intelligence) was economist Klause 
Schwab’s proclamation that the 4th Industrial Revolution 
was upon us in 2016 [116]. His reasoning included AI as 
one of the primary innovations bringing about this revolu-
tion, and declared that the proliferation and integration of 
AI would bring about “nothing less than a transformation of 
humankind” (ibid.). Since this time, as we have seen earlier 
on in this paper, the investment in AI technologies has grown 
at an incredible pace. In 2022 the amount of private invest-
ment in AI was 18 times greater than it was in 2013 [117] 
and mentioning the new flavor of AI, presently generative 
AI, in a pitch or prospectus continues to be a key element 
to getting high valuation or the attention of venture capital-
ists [118]. Given the amount of investment, and, therefore, 
the requirement for that investment to generate exponential 
return, expectations for AI to deliver commercial value are 
high [119]. The opportunities to meet those expectations also 
increase as people embrace digital experiences across many 
areas of their lives. As Schwab continued in his description 
of the 4th industrial revolution critical elements, he noted 
that digital capabilities in “the societal front” also were con-
tributing to how “a paradigm shift is underway in how we 
work and communicate, as well as how we express, inform 
and entertain ourselves.” [116]. We believe that whether the 
hype of AI is warranted or not is almost immaterial to dis-
cussing the potential and real costs of industries acting on 
the premise that the hype is founded. The velocity at which 
industry and consumers alike continue expansion of AI into 
all digital realms and the already significant infiltration of 
these digital realms into so much of our personal and social 

lives place so much of society in AI’s path [120, 121]. We 
hold that this breadth and momentum make it a certainty 
that the societal impacts associated with AI, for better or for 
worse, will be just as significant.

One of the most commonly discussed social issues arising 
from AI is that of biased or inequitable outcomes that result 
from AI decision-making [122]. Indeed, a quick search of 
“bias in AI systems” on Google Scholar returned no less 
than three million results at the time of this paper’s writing. 
The breadth of remediation needed to address bias when it 
comes to AI spans not only the data which powers these sys-
tems, but the human biases which create that data, and the 
systemic biases in which the AI participates [123]. It can be 
extrapolated from this article (ibid.) that the hype around AI 
will only accelerate the impact these layered sources of bias 
will have, both from a scale and speed perspective. This is 
especially true if the sense of urgency to reap the benefits of 
AI exceeds the pace at which deliberation and consequence 
understanding regarding AI and inequality can be exercised. 
Indeed, the social costs of AI are manifold, and stretches 
from emotional dependence of social AI [124] to algorith-
mic neocolonialism [76] and surveillance [78]. However, 
we focus on three themes we find directly caused by the AI 
hype, namely job loss and job polarization [116], knowledge 
decay [125] and finally knowledge corruption and post-truth 
[126]. These issues are deeply intertwined with other social 
costs, and we hope to contribute to the conversation by rais-
ing issues that might often be overlooked related to AI hype.

3.2.1  Job loss and job polarization

When Krause announced the 4th Industrial Revolution, he 
expressed concern over the fundamental changes across 
all aspects of life, “We are at the beginning of a revolu-
tion that is fundamentally changing the way we live, work, 
and relate to one another. In its scale, scope and complexity 
(it) is unlike anything humankind has experienced before” 
[116]. Statements like these bolster the belief in the power 
of these technologies, leading executives and technology 
decision-makers to act on the sense of urgency echoed by 
headlines and AI vendors [127]. With these leaders seeking 
to capitalize on the promise of employee efficiency and time 
savings, a wide variety of jobs are seeing not only a renewed 
process and decision automation interest but an intense focus 
on employee augmentation in the administrative and repeti-
tive elements of their work [128]. The current hype about 
generative AI’s capabilities touts productivity by reassigning 
routine mental tasks of workers to machines [129]. McK-
insey predicts that, if AI delivers on this promise, there is 
the potential to automate work activities that absorb 60–70 
percent of employees’ time today (ibid.). Such statements 
create a sense of a new technology “silver bullet” in the 
competitive scramble to continuously cut costs in business 
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leaders’ planning priorities and resulting technology invest-
ments. Businesses acting on this promise of productivity 
via generative AI technologies would result in a dramatic 
reduction in person-hours, and, if existing employees are not 
deliberately redeployed to other productive work, a drastic 
loss of jobs [17, 130]. This category of job loss will include 
those that have the most administrative or repetitive ele-
ments, like clerical or customer service work on the lower 
end of the wage scale and therefore widens the economic gap 
brought about by the shrinking of the middle class (ibid.). 
This being the case, one of the likely outcomes this particu-
lar focus of AI hype will have is a broad socio-economic 
impact [131]. Even more costly to workers would be the 
combination of AI capabilities being overstated (hyped) 
and companies moving ahead with deployment because 
they are afraid to not keep up with the productivity gains 
they believe their competitors are realizing with these same 
hyped AI capabilities (especially seen in the national AI 
strategies we have explored [11]. We believe that such a 
condition would still result in job loss as mentioned while 
also adding significant burden on both individual employees 
that are left with suboptimal augmentation and on company 
productivity overall as processes and teams struggle to fill 
the gaps and pay for the ever increasing costs of their AI 
implementations. Even if little job loss results directly from 
staff reductions made by companies, AI augmentation may 
contribute to declines across multiple dimensions of work 
that contribute to worker well-being including, “worker free-
dom, sense of meaning, cognitive load, external monitoring, 
and insecurity” [132]. These declines in job satisfaction have 
the potential to counteract some of the productivity gains the 
tools were intended to achieve or lead to both productivity 
decline due to increased sick time or decreased employee 
performance (such as the burnout problem in responsible AI 
[133]. Of course, some efficiency and productivity benefits 
will be realized, but many consulting firms recommend tak-
ing a slow and measured approach to Generative AI imple-
mentation as the technology works out some of its ethical 
challenges [120, 128]. If this advice is ignored, we believe 
that the negative impacts will outweigh the potential gains, 
and society, individuals, and businesses will all suffer the 
consequences.

3.2.2  Knowledge decay

As AI capabilities are touted as being the equivalent of or 
superior to human knowledge[134], there is real danger 
in accelerated intelligence and skill loss due to AI imple-
mentations made with inflated confidence in the machine’s 
intelligence [135]. The definition of skill loss can be sum-
marized as “loss or decay of trained or acquired skills (or 
knowledge) after periods of nonuse” [125]. This is not a 
distant, imagined potentiality; examples of skill decay exist 

across professions and industries today due to a variety of 
automated or technology-delegated tasks and digital aug-
mentation of skilled jobs [135]. The most well-researched 
area of this condition may be aviation. As more and more 
technologies were introduced to the cockpits of airplanes, 
for both flight and navigation tasks, the human skills to do 
those tasks degraded [136] leaving pilots in increased danger 
if and when those technologies failed or became unavailable. 
When jobs are automated, workers lose skills they possess 
specific to those jobs because they no longer perform, or 
perform only in exceptional events, the tasks that require 
those skills (ibid.). Similar impacts are seen when exercis-
ing intellectual skills or retaining knowledge [137]. Another 
example, exists in the military [138]. With the proliferation 
of map and GPS technologies the knowledge of how to navi-
gate a landscape (in those populations where those technolo-
gies are commonly available) has been largely forgotten, “of 
the 914 soldiers who have been through the (navigation) 
training, half have failed that portion... the high failure rate 
is a troubling sign as the service gears up for conventional 
warfare” (ibid.). A key factor of the present hype about 
generative AI cycle is that this technology claims broader 
application than prior technologies by producing human-like 
output [139]. We believe that this factor, which is not spe-
cific to any one industry or to a certain type of job, extends 
its impact significantly. With this broad of a task, automa-
tion impact estimates have been as high as 25% of current 
“work” across the global job market [140] also means that 
the breadth and depth of skill loss has the potential to be 
at a scale never before experienced. This knowledge decay 
will intensify the more we assign intellectual tasks to the AI 
technologies that are implemented in work environments, 
or are available to substitute for thinking in day to day life 
(as seen in the military [138]). Drawing from the princi-
ples of skill decay [125], the more we delegate “thinking” 
work—from calculation or formula application in chemis-
try to product and policy knowledge in customer service 
or sales—to machines, the more our brains will eventually 
retire our relevant knowledge. Whether general knowledge 
(e.g. the ability to calculate) or specific industry knowledge 
(e.g. a company’s product details), we hold that lacking the 
ability to retrieve that knowledge will leave workers unable 
to validate generative outputs and reduce their capacity to 
compete with machines in the knowledge and skill spaces 
that humans are removed from or minimized in.

3.2.3  Knowledge corruption and post‑truth

Generative AI both produces content and is trained (in part) 
by consuming large amounts of content. The training of the 
largest current LLMs has been done primarily with content 
that exists on the internet [141]. In fact, it is believed that 
in the case of the most popular models, the hundreds of 
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terabytes of data that were the basis of the training included 
ALL of the content on the internet as of approximately 2018, 
courtesy of the “Common Crawl... a non-curated corpus con-
sisting of multilingual snapshots of the web” [126]. One 
problem with this breadth of training data is the wide range 
of quality to be found in such a public and unqualified mass 
of information. Indisputably, the entirety of the internet 
contains content that is often inaccurate or blatantly wrong, 
with a wide span of opinion and conjecture in the mix. This 
problem is exacerbated by the fact that LLM processes do 
not distinguish between high quality and low quality sources 
[141]. This makes the AI tools unreliable in the quality and 
validity of their outputs, and worse, very difficult for users 
of these tools to know whether or not an output is accurate 
[142]. Indeed, today’s generative content tools are prone to 
hallucinations wherein generated text “is nonsensical, or 
unfaithful to the provided source input” [143] but also pre-
sented as confidently as accurate text generation, “Similar 
to psychological hallucination, which is hard to tell apart 
from other ‘real’ perceptions, hallucinated text is also hard 
to capture” (ibid.). AI generating outputs containing false 
information that is indistinguishable from accurate outputs 
is a significant problem in a number of ways. If users of this 
technology develop a level of trust that encourages them to 
review the generated output less carefully, wrong informa-
tion can be perpetuated. To illustrate, lawyers using Genera-
tive AI were so convinced by OpenAI’s hallucination of case 
law, they submitted a legal brief full of fictitious cases [144]. 
Another situation resulted in a customer of Air Canada being 
told inaccurate policy information during a chat with a bot 
on the airline’s website, ultimately resulting in a lawsuit 
where the customer won his claim that the bot’s representa-
tion of the policy was indistinguishable as false [145]. Fur-
thermore, there is a circular pattern here: generative AI tools 
generates content, that content can be retained in the tool for 
later training, that content also may be shared on the inter-
net via interest sites, blogs, social media, and perhaps more 
than on one channel depending on the purpose. This leads to 
an ongoing cycle of questionable information being gener-
ated, used, disseminated, and ultimately being scooped up in 
the next round of model training [146]. If one considers the 
unavoidable addition of the actual deep fake and deliberate 
misinformation participating in the same cycle as generated 
hallucinogenic content, the corruption of knowledge is even 
more severe [147]. Our ability to know what is actual and 
what is invented will be increasingly difficult to maintain.

4  Moving forward

Having explored the mechanisms of AI hype, as well as its 
consequences, we now offer some practical points for man-
aging the phenomenon going forward. These will serve as 

useful guidelines towards effectively navigating and manag-
ing the deluge and fervour that the AI hype brings.

• Why?—asking why AI technologies are being imple-
mented in your organisation, and not just how, will help 
to assess the core reasons behind why AI is being con-
sidered for implementation. Do we need these technolo-
gies at all or are we just following along with the current 
hype?

• Design—the above can also apply to the design process. 
In our context, asking why an AI application is being 
designed in an anthropomorphic way helps to fully assess 
whether it is a necessary strategy or not. Robustly assess-
ing (cognitive) capabilities of AI technologies can also 
help inform and reduce risk of misinterpretation.

• AI expert awareness—before engaging with AI experts, 
make sure that they possess the depth of knowledge that 
will be required to appropriately implement the AI tech-
nology at hand. This could be proven over several con-
versations, as well as evaluating their experience in the 
field.

• Opportunity costs—as shown in our sections on the plan-
etary and social costs of the AI Hype, investing in AI 
brings its own opportunity costs which are worth weigh-
ing up. Do not neglect the entire AI infrastructure and 
supply chain.

• The AI infrastructure—be aware of the sustainability of 
the entire AI infrastruc-ture, including natural resources, 
human labour and energy usage. Are you aware of the 
entire AI supply chain and the ethical, economical, social 
and ecological considerations in each component?

• Context—being aware of the narratives at play (such as 
the difference in national AI strategies we have observed) 
can prove a valuable tool in evaluating the need for AI in 
your organisation. Acknowledging that there are actors 
with vested interests in presenting AI as the only way 
forward can help produce a measured judgement on its 
necessity.

The above can also be reinforced through investigating 
how AI hype narratives have been crafted in the past. While 
this AI hype cycle is far greater than its previous iterations, 
contextualising the current AI obsession helps to create a 
grounded understanding of how the AI hype cycle works.

5  Conclusion

In this article, we have addressed the mechanisms of AI 
hype and accounted for the planetary and social conse-
quences of that hype. The mechanisms include anthropo-
morphism, exaggerated AI literacy or so called “AI-experts,” 
the geopolitical narratives and FOMO the overuse and 
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misappropriation of the term “AI”. While we recognise that 
there are other mechanisms also contributing to the hype, 
we conclude that these mechanisms are significant in shap-
ing the global socio-technical narratives and imaginaries 
woven around emerging AI technologies in our contempo-
rary society. The consequences of this hype, that are often 
overlooked, include planetary costs, such as the material 
aspects of data centers, energy usage and vast amounts of 
limited natural resources required realise the development 
and deployment of AI technologies. Furthermore we have 
identified the social costs, which include socio-economic 
costs such as job loss and job polarisation as well as costs to 
human intelligence including knowledge decay and knowl-
edge corruption and post-truth. To round off we provided 
suggestions for moving forward, which can be adopted by 
developers, designers, regulators and the public alike. We 
hope this paper serves to cut through the AI hype, bringing 
a socio-technically grounded perspective on the material 
infrastructure of AI.
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