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1 Introduction

The ongoing real and potential harms generated by arti-
ficial intelligence (AI) deployments [1, 2] have been 
met with persistent calls for systems that comply with a 
multitude of human values, like fairness, responsibility, 
and justice [3]. Yet, achieving this goal has proven chal-
lenging [4, 5]. This is in part because these principles are 
difficult, if not impossible, to code [6]. But also because 
they are embodied concepts. They are lived by people and 
negotiated over and over again as contexts and cultures 
change. As a result, AI developers1 must know something 
(indeed, a lot) about fairness, responsibility, and justice 
before they can hope to incorporate those principles into 

1 We use the term “AI developer” throughout this paper to cover a 
spectrum of specializations practiced by the developers interviewed 
for this study. We do this for the sake of readability and not to reduce 
a rich and complex set of skills to a single term. Our participants iden-
tified as practitioners of artificial intelligence (AI), machine learn-
ing (ML), data science (DS), deep learning (DL), robotics (RO), and 
research science (RS).

Nobody is going to ask you, while you are developing 
it, nobody is going to ask you how ethical issues were 
considered. If people complain, now they’ll come 
back to you [and ask], ‘Why have you done this?’ But 
we don’t have explicit guidelines on how to do it. So, 
it’s up to the developers to think [about] the best way. 
That’s how it works − 3943_Robotics.
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This paper explores ethical wisdom in the artificial intelligence (AI) developer community. Despite robust literature about 
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the need to address the gap in domain-specific ethical skill and provides recommendations for organizations, educators, 
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automated systems.2 This requires wisdom, not just tech-
nical skill, and it is the subject of this paper.

This paper is not about theoretical wisdom. It is about 
practical wisdom. It is about the kind of wisdom that can 
only be gained through judicious awareness, lived expe-
rience, directed learning, and self-reflection. In short, 
we are concerned here with what traditionally have been 
called virtues. We contend that cultivating the virtues in 
the AI developer community will have certain compat-
ibilities with ethical approaches currently being utilized 
in practice, such as consequentialism, deontology, prin-
ciplism, and casuistry. This compatibility is germane 
because it is virtues that society wants to see reflected in 
the outputs of automated systems, and so those virtues 
need to be understood at a practically wise level by the 
practitioners tasked with building them.

The state of practical wisdom in the AI developer 
community is, at present, difficult to assess. This is both 
because of a lack of empirical data about this popula-
tion and because the complex nature of practical wisdom 
makes measuring it challenging [8, 9]. Nevertheless, this 
paper attempts to provide a grounded account of practi-
cal wisdom in the AI developer community and how to 
facilitate further development in this regard. We rely on 
insights from semi-structured interviews with 40 devel-
opers, which revealed how aware they are of ethics issues 
in their domain, how they navigate the ethical issues they 
personally experience, if (and where) they seek help, and 
the formidable currents that work against their gaining 
more ethical wisdom.

We begin with a brief overview of ethical wisdom in 
occupations. We then explain our qualitative methodol-
ogy for the interviews we conducted with developers. The 
third section will discuss relevant findings about prac-
tical wisdom in the AI community, organized into four 
themes: ethical sensitivity, navigating ethical territories, 
ethics training, and barriers to practical wisdom. In the 
discussion section, we consider the implications of these 
findings, including how developers may be personifying 
cultural beliefs about the liberating power of technology. 
Following a brief description of the study’s limitations, 
we conclude with implementation guidance for organiza-
tions, educators, and the AI developer community.

2 This echoes a similar argument made by Carl Mitcham [7] regarding 
the inadequacy of engineering to achieve the ends of public health, 
safety, and welfare. He argues that while engineering aims for these 
good ends, engineers themselves receive no special training or knowl-
edge that would make them competent to make judgements about 
health, safety, or welfare. We argue this is also the case for AI develop-
ers, who receive little or no training or knowledge about the myriad 
principles that they are nonetheless expected to code into algorithms.

2 Ethical wisdom

Rather than present an exhaustive review of the literature 
about ethical wisdom, we will here limit our discussion to 
how it manifests in contemporary occupations, and specif-
ically computer engineering from which AI development 
emerged. In most occupational settings, ethical practice 
is thought to be achieved via compliance, or rules-based 
practices. This understanding is concerned with what it is 
good to do. And the answer to that question is often found 
in complying with specific sets of rules, such as company 
policy, government laws, and industry regulations. An 
ethically richer understanding seeks to derive such rules 
from a utilitarian determination of the greatest good for 
the greatest number of people or from a deontological 
determination of duties, whether grounded in reason (as 
Immanuel Kant proposed) or more commonly captured in 
oaths and codes of ethics.

Indeed, for computer engineering, as for most occupa-
tions, what it is good to do is often expressed in codes of 
ethics. These codes usually call their members to uphold 
the law, but they also establish standards of practice that 
should apply when the law is silent, or when common 
sense and occupational norms are no longer adequate 
[10]. The code of ethics from the Association for Com-
puting Machinery (ACM) [11], for example, states that 
computing professionals “have a special responsibility to 
provide objective, credible evaluations and testimony” 
and that they should “provide full disclosure of all perti-
nent system capabilities [and] limitations” among other 
guidance. Likewise, the code of ethics for the Institute 
of Electrical and Electronics Engineers (IEEE) [12] tells 
computing professionals to “improve the understanding 
by individuals and society of the capabilities and societal 
implications of conventional and emerging technologies” 
and to “hold paramount the safety, health, and welfare of 
the public.”

Ethics codes specifically written for AI development 
are numerous. Nearly 100 ethics codes currently purport 
to guide how practitioners ought to ply their trade [3]. 
It is not surprising that the field sought to address the 
repeated ethical crises of AI deployments by first issuing 
these codes of ethics. The practice of building automated 
systems is rules-based, and it stood to reason that rules- 
or principles-based ethics could help guide such a prac-
tice. Yet, these codes have so far proven inadequate for 
the task of building ethical AI. As we noted in our intro-
duction, the principles espoused in these codes are con-
textual. Knowing how to apply them in practice requires 
prudence, or the ability to find the right way to do things 
in a given situation, and that in turn requires some skill in 
working through ethical issues.
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This brings us to yet another way to think about ethics 
in occupations, which is as a character-based practice. In 
this understanding, we are interested in who it is good 
to be, and here we find ourselves in the realm of virtue 
ethics. Virtue ethics is concerned with the intellectual, 
emotional, and psychological habits that culminate in a 
person of practical wisdom [13]. That is, someone for 
whom doing the right thing at the right time and in the 
right way has become a matter of habit [14, 15]. This 
does not mean that virtues are instinctive. On the con-
trary, a central, and often overlooked, feature of virtue 
ethics is that one must deliberately practice it. To become 
virtuous, a person must decide to be fair in all their deal-
ings, cultivate a community of like-minded practitioners, 
and apply themselves to both the study and practice of 
fairness. Practical wisdom thus encompasses a person’s 
moral disposition, education, and level of experience 
(as evidenced both by how long they have been in occu-
pational practice and the issues they have confronted 
before), as well as the network of people they rely on, 
and a commitment to self-reflection/improvement.

As mentioned in our introduction, the status of the 
virtues in the computer engineering and AI development 
community is, at present, difficult to determine. This is 
not to say there is no conversation about it. Numerous 
scholars have been calling for a more robust emphasis on 
virtue ethics in both engineering practice broadly and in 
AI development [16–20]. Prominent textbooks on engi-
neering and computer ethics (for example, [21–23]) like-
wise reference the importance of virtue ethics in some 
way. Yet, the dominant perception of who AI developers 
actually are still tend to describe them in cynical terms 
– as either savant-like geniuses “possessed of an Olym-
pian brilliance and productivity” [24] or as entitled “tech 
bros” who pursue their own interests without regard for, 
and sometimes purely to spite, others [25, 26]. This dis-
connect has arguably been fostered by Western notions of 
character development that prize radical individualism, 
libertarian freedom, and the idea of the “heroic engineer” 
[27].

We must emphasize that these two accounts of being 
ethical in occupations – what it is good to do and who it 
is good to be – are not mutually exclusive. As a practical 
matter, both are always operative. They are also inter-
dependent. With every action we take we also become 
a certain kind of person; and the kind of person we are 
influences the actions we will (or will not) take. Fur-
thermore, in both accounts the focus is traditionally on 
the intentions and actions of an individual actor; an “I” 
whose choices can be rationally explained as good, bad, 
or something in between.

This traditional focus on individual actions has also 
made it notoriously difficult to judge the ethics of indi-
vidual actors in computer engineering (and in engineer-
ing practice broadly), because there is often not just one 
“I” who is making decisions. As Basart and Serra [28] 
have pointed out, “Engineers are not a singularity inside 
engineering; they exist and operate as a node in a com-
plex network of mutual relationships with many other 
nodes.” Likewise, in AI practice there can be dozens or 
even hundreds of developers, all building pieces of a 
system without ever seeing the full picture.3 This “prob-
lem of many hands” [29] is compounded by the fact that 
developers see themselves as “constrained agents” [30] 
who have a great deal of autonomy bestowed on them 
because of their technical expertise, yet who must still 
enact the decisions of others with more authority (e.g., 
their superiors or a client). We will take up this problem 
again in our conclusion.

3 Methodology

This study proceeded from a constructivist worldview, 
which posits that people learn by applying new infor-
mation or experiences to past knowledge and beliefs. 
As noted in Cobern [31], knowing something involves 
more than just taking in facts or theories. Those facts and 
theories must also make sense in the context of our lives 
and experiences. Applying this understanding of learning 
to the study of ethical wisdom in the AI developer com-
munity requires that we engage directly with developers 
both about what (if anything) they know about ethics in 
their domain and whether/how they make sense of it. We 
do this both to provide empirical evidence about practi-
cal wisdom in the AI developer community, and to better 
understand what tools and structures may be necessary 
if they are to fulfill the moral tasks and responsibilities 
before them.

As described in Griffin et al. [32], semi-structured 
interviews with 40 AI developers were conducted 
between February 2022 and October 2022.4 An interna-
tional cohort of participants was recruited via LinkedIn 
for 45-minute interviews about the ethics of being an AI 
developer. We limited recruitment to developers actively 

3 While our analysis here is limited to practitioners directly coding 
AI systems, we also acknowledge that there are tens of thousands and 
even millions of people contributing to the functioning of these sys-
tems in the form of data cleaners, reinforcement learning practitioners, 
and even the public.
4 This paper relies on findings from the same set of interviews reported 
in Griffin et al. [32]. That paper focused on the ethical agency of AI 
developers. This paper covers themes related to ethical wisdom, which 
were not addressed in the first paper.
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available. The study received ethics approval from the 
university’s research ethics committee.

4 Findings

What follows is a summary of insights about ethical wisdom 
gained from our interviews. Themes included cover ethical 
sensitivity, navigating ethical territories, ethics training, and 
barriers to ethical wisdom.

4.1 Ethical sensitivity

Ethical sensitivity is the ability to recognize an ethical issue 
when it arises, and it is important in occupations because 
if a decision is not recognized as ethical in nature, moral 
reasoning will not be called upon to address it [33]. This 
issue is heightened in AI development because the develop-
ers interviewed for this study very often see the choices they 
make as purely technical in nature [32]; and when profes-
sionals are focused narrowly on technical issues they tend 
to overlook ethical ones [34, 35]. We began at the macro 
level, asking whether participants were aware of the eth-
ics debates happening in their field. Responses fell into four 
categories: no awareness, vague awareness, specific aware-
ness, and nuanced awareness.

Only three (3) participants reported having no awareness 
of ethics debates in the AI field. Of these, one expressed 
an interest in learning more while the other two indicated 
that they actively avoided it or preferred to focus on “learn-
ing and trying to implement AI, not thinking about ethics,” 
as participant 4933_DataScience said. Five (5) developers 
gave vague responses. They could name an issue, like bias, 

involved in the design, development, and maintenance 
of AI systems. Interview candidates’ LinkedIn profiles 
were closely reviewed to ensure that they had experience 
working with natural language models, recommender 
systems, chatbots, robotics, vision/multimodal sensing, 
deep learning, or artificial neural networks. Participant 
demographics are detailed in Table 1.

To reduce the risk of reprisal from an employer for 
participating in this study, participants were guaran-
teed anonymity and were also asked to speak only for 
themselves (not as a representative of any former or cur-
rent employer). Additionally, all communication was 
conducted via LinkedIn, personal email, or encryption-
based messaging. Unless the participant insisted other-
wise, interviews took place outside of normal working 
hours to avoid any overlap with their official work duties. 
There was also a mutual agreement between participants 
and the interviewer to not discuss any specific projects, 
deployments, or companies.

An interview guide was used to direct the discussions, 
but not all questions were asked to each participant and 
depending on participant responses, additional follow-
up questions were asked. All interviews were conducted 
by a single researcher (Griffin). Unless the participant 
declined, interviews were recorded for the sole purpose 
of obtaining an accurate transcript and then permanently 
deleted within 48 h. For the two instances in which par-
ticipants declined to be recorded, answers were logged 
manually. Transcripts were anonymized and saved under 
a random number plus a generic job description (e.g., 
7534_MachineLearning). To further assure participants 
that they would remain anonymous, we also guaran-
teed that the full transcripts would not be made publicly 

Table 1 Participant demographics
Sex Region Industry
Female 19 Employed Origin Academia 07
Male 21 Africa 09 09 Agriculture 05

Civil Eng. 01
Asia 01 08 Commerce 02

Ethnicity Australia Pacific 01 01 Defense 01
BIPOC 25 Central & South America 04 04 Entertainment 01

Finance 05
Europe 09 06 Healthcare 07

White 15 North America 16 12 Human Resources 01
Insurance 01
Technology 07
Transportation 02Highest Degree Primary Expertise

Bachelor 04 Artificial Intelligence 03
Data Science 13
Deep Learning 02

Master 14 Machine Learning 14
PhD 22 Research 03

Robotics 05
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4.2 Navigating ethical territories

As an extension of ethical sensitivity, we also explored 
whether and how developers navigated the ethical dilemmas 
they personally encountered. We began by asking if, at any 
time in the previous five years, the developer was not sure 
what the ethical thing to do was while working with a data 
set or a model. As shown in Fig. 1, twenty-seven (27) said 
they had been in such a situation and ten (10) said they had 
not. Three (3) were not asked the question either because of 
time limitations or because the conversation went in a dif-
ferent direction.

Participants who responded affirmatively were asked if 
they sought help for that situation, and if so, where. If they 
answered in the negative, they were asked to hypothesize 
such a situation and then to discuss where they might go for 
help. Figure 2 illustrates that most participants (n = 15) had 
(or would) go to trusted colleagues or other team members 
for help with an ethical dilemma. The next most common 
source was to seek help from their manager or to escalate 
it through management (n = 11). Nine (9) said there was 
nowhere to go for help. Four (4) had access to internal 
or external experts who could help them navigate ethical 
issues. The remaining sources of help ranged from friends 
and family (n = 5) to mentors (n = 3) to social media (n = 3). 
Notably, only one (1) participant said they would seek help 
from the community affected by the system, and none said 
they would (or had) consult(ed) an ethics code.

Verbatims shown in Table 2 provide a side-by-side sam-
ple of the issues developers in this study faced and where 
they went for help. In most cases, these situations were 
classic dilemmas. The developer had a choice between two 
or more options and could only choose one. Less common 
were cases of ethical distress, wherein the developer knew 
what the right course of action was, but were prevented 
from doing so.

The range of dilemmas participants in this study experi-
enced are as diverse as the uses of the systems they build. 
There was no common theme. In some cases, the dilemmas 
were more personal in nature, like for 1855_Robotics, who 
struggled with the knowledge that their robotics research 
might mean members of their community would eventually 
lose their jobs. This practitioner did not seek help negotiat-
ing this issue, because the incentives in place were designed 
to support the researcher’s own productivity, not necessarily 
the community’s wellbeing.

Others, like 4970_ResearchScience, recalled being faced 
with managing the changing winds of ethics guidance. This 
participant pointed out that where guidance once recom-
mended against collecting race data if it was not necessary 
for the functioning of a product, it now encourages com-
panies to ensure that their product performs equitably for 

but also admitted that their knowledge was limited to what 
they heard in the mainstream press. Participant 1855_Robot-
ics, for example, briefly mentioned a dilemma a self-driving 
car might have to negotiate before saying, “I do, I guess, 
read the news and when stories become really popular, I do 
follow them, but I don’t really sit down and say, ‘Now I am 
gonna do some research on ethics.’”.

Most responses (n = 22) fell into the specific awareness 
category. Here, participants could name one or more issues 
along with some limited detail about why those issues were 
ethically relevant. These respondents spoke chiefly about 
bias in data sets. They pointed to biases that emerge in facial 
recognition technology, setting insurance premiums, mort-
gage lending, allocation of care, and criminal justice. When 
speaking about these biases, one participant, 2182_Machine-
Learning, noted that developers were not initially thinking 
about what they were doing in terms of bias, saying, “Early 
papers on [bias] were kind of eye opening because before 
that we were all just running data experiments.”

Ten (10) participants demonstrated a more nuanced 
understanding of what was at stake and how many layers of 
debate are active. Responses in this category covered varying 
gradients of ethical detail. Participant 4807_ArtificialIntel-
ligence, for example, spoke at length about the complexi-
ties of privacy, including whether algorithms should access 
personal data only if it benefited the user or if they should 
also do so to contribute to company analytics. This partici-
pant also spoke about the dangers of turning over too much 
decision-making authority to “increasingly complicated and 
opaque algorithms” and whether the big tech companies 
were too big to fail. Meanwhile, participant 7591_DataSci-
ence offered a sociological critique of information systems 
as they are currently deployed, saying, “We’ve digitized 
everything, so every system has a new logic to it. I would 
call it an a-human logic. You can’t argue with the computer 
the way you can argue with another person.”

Fig. 1 Developers’ personal encounters with ethics questions
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spreading misinformation and letting people be mis-
led. Well, there’s no regulation saying that they have 
to take it down, and there are no guidelines on what 
they should or shouldn’t take down. No one is tell-
ing them this and they have to figure out how to navi-
gate that whole space by themselves. […] So, ok, 
then the onus is on the consumer to just deal with it 
– 4807_ArtificialIntelligence.

4.3 (Anything but) ethics training

While virtues can be understood as moral habits, they are not 
merely the result of repetitive actions. We already pointed 
out that a necessary condition of behaving virtuously is ethi-
cal sensitivity, or being aware that one’s practice domain is 
ethically charged. But the practitioner must also be able to 
navigate this terrain with skill and know when and where to 
seek advice. This takes discernment, knowledge, and reflec-
tion, or what Welie et al. [36] called “moral competencies”. 
As is true of all competencies, moral competencies are not 
simply acquired; they generally require education and train-
ing. We thus asked whether developers had been exposed to 
any training or education in ethics, and further whether they 
thought they ought to be exposed to it.

When asked about previous exposure to ethics train-
ing, eight (8) said they pursued ethics education on their 
own. This typically took the form of independent reading or 
participation in ethics discussions at industry conferences. 
Twelve (12) said they received some ethics training as part of 
their university education, but only one of these said it was a 
course solely devoted to ethics. The remaining respondents 

all races. To satisfy the new guidance, this developer would 
have to infer race from other data, a practice that has its own 
ethical issues. This developer, in contrast to the first, did 
have internal policy experts to go to for help.

Of the four (4) developers who reported experiencing 
ethical distress, three (3) said they left the team or the com-
pany because of that situation. These participants reported 
there was nowhere to go for help and that whistleblowing 
was not a viable option for them. The fourth developer in 
this category expressed a similar, if more generalized, artic-
ulation of the whistleblower’s distress, saying:

The way it is, you do what the companies want. You 
abide by those rules, and if you break those rules 
you’re blacklisted. It is highly likely you’re not going 
to get hired again simply because they don’t know 
when you’re going to want to play ball or not, even if 
the public thinks highly of you for reporting that kind 
of information − 4807_ArtificialIntelligence.

This participant did not leave their place of employment 
despite knowing they were in this predicament because 
they reported having positive experiences working through 
other ethical issues in their team. Yet, this participant also 
pointed to a deeper issue facing many practitioners, which 
is whether developers’ ethical responsibility ought to be 
limited to the proper functioning of the technology or if it 
should extend to the impacts of it. This participant offered 
the following as an illustrative example:

In some cases, technologists’ hands are tied. Every-
one seems to be blaming [various platforms] for 

Fig. 2 Where developers go for 
help with ethics questions
Note: Most participants gave 
more than one answer to this 
question. The numbers, therefore, 
do not add up to 40, nor do they 
align neatly with those in Figure 
1
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important, but it was also something they did not like. The 
following verbatims are illustrative:

I’m smiling because these are the types of classes that 
you would have […] sloughed off. You’re taking these 
advanced math and computer science courses and then 
one day they tell you, now you need to sit in a room 
and learn about ethics, and a lot of the people that I 
was in classes with would have blown off that class 
– 2353_MachineLearning.
Training is something I think has negative connotations 
for a lot of people. […] For the compliance trainings, 
I don’t think it sticks and I don’t think it engenders a 

in this category said their exposure was limited to compli-
ance topics like research ethics, data security, and privacy 
training. Sixteen (16) said they received ethics training at 
work, but again the training was limited to research integrity 
ethics or compliance about data security and privacy. One 
(1) was not asked the question. The remaining eleven (11) 
said that they had received no ethics training at all. Eight (8) 
respondents gave multiple answers to this question.

While most participants in this study claimed to have 
limited or no exposure to ethics training, they all (n = 38; 2 
not asked) agreed they ought to be exposed to it. Yet, a close 
evaluation of the transcripts reveal that the labels “ethics” 
and “training” were doing something developers felt was 

Dilemma ID* Seeking Help
“I can’t comfortably talk about my robotics 
research. When I wrote a grant proposal it was 
tricky to find ways to make my argument. I 
had to find ways to not sound like robots are 
going to take away jobs but compliment the 
workforce.”

1855 
RO

“I didn’t really go anywhere to get help or 
advice on solving the discomfort. The only 
advice I would get is how to make my pro-
posal sound like it’s a good thing. Really, the 
incentive is what are you inventing and how 
many publications you have. So, I didn’t seek 
advice on how to navigate the discomfort.”

“There are tech companies that cannot collect 
race data, because why would you? You don’t 
need it to deliver a website, right? And [now] 
we’re trying to do fairness work so that we can 
make sure our product is equitable for all races, 
but [we] don’t have that data, so what happens 
then? Should I be inferring race?”

4970 
RS

“We have policy people […] [who work 
with] AI researchers from philosophy, ethics, 
and social science backgrounds […] [Their] 
guidance documents are what we follow 
internally. Now, we can challenge this. There 
is a healthy debate internally, but if you are 
rushed, you will just follow whatever the 
policy guidance says. So, we basically rely 
on those teams being good.”

Distress ID Seeking Help
“I definitely had ethical questions about some 
projects. In most cases, it still feels like it wasn’t 
really in my hands. I can circle around people 
and jump and wave my arms, but in the end, 
nothing was done and I [was] seen as adver-
sarial. And then I changed teams.”

7433 
DL

“There are few places you can go for help. 
Some things you have to escalate to the top 
level [to] force people on the product side 
to at least give you access so you can show 
there’s a problem. It’s very difficult to raise 
an ethics question without having any kind of 
proof; it’s very difficult to have proof without 
access, and all access is regulated.”

“Most recently, there was an ethical issue that I 
was pretty sure what we needed to do, but due 
to time constraints from the company and com-
mitments we had made to customers, I wasn’t 
allowed to do those things. So, it became less of 
a ‘Let’s make sure this is ethically in the right 
direction,’ and more like, ‘Let’s see how we can 
make this look good on paper and still release it 
on time.’”

44377 
DS

“I complained about it to coworkers. It’s hard 
to know where to go. I feel like, if I talked to 
some media person as a whistleblower then 
this company is going to sue me for violation 
of an NDA. If I try to talk to people higher 
up in the company, I’m going to be ridiculed 
and/or fired. It just doesn’t seem like there’s a 
lot of room for recourse.”

“I was in this credit thing where you put up a 
model and it tells you how much money you 
can [lend] to a specific person. The bank […] 
their business was to give credit cards to people 
who had no previous credit experience. So, you 
have zero data on [a person’s] credit behavior. 
What you had was just demographics. I had a lot 
of doubts about it because you could see if you 
actually analyze the data, it loaned a lot less to 
women than to men.”

7015 
AI

“I went to my boss. I was like, ‘Look, I think 
this might be weird.’ But she said, ‘Ah, it is 
what it is.’ So, there was no answer for it […] 
you’re not supposed to say that this is hap-
pening with the model. You just say, “It’s the 
algorithm.” <lifts hands in surrender>

Table 2 Ethical dilemmas and 
ethical distress experienced by 
AI/ML/DS developers

*ML = Machine Learning; 
DS = Data Science; RO = Robot-
ics; AI = Artificial Intelli-
gence; DL = Deep Learning; 
RS = Research Science. Partici-
pant IDs were assigned using a 
random number generator
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scientist is extra work. It requires you to be more aware 
and to engage another muscle in thinking than you nor-
mally would given your training from undergrad.” This 
was echoed by participant 2353_MachineLearning, who 
said, “There’s no effort to try to figure out who you are as 
a person and to see what the history of your usage of this 
product is. That’s not really something that is prevalent in 
my industry.”

Ideologically, there can be an over-reliance on the pur-
ported liberating powers of data and automation. This is 
revealed in, for example, participant 3841_DataScience’s 
observations that some developers could be “completely 
blinded” by the belief that they are “replicating the truth” 
that exists inherently the data. This barrier also showed up 
in what participant 7433_DeepLearning called a “protec-
tive-defensive type of attitude” in which some developers 
believe “it is for the greater good that the model be out there 
[…] and anything that’s slowing that down is like, ‘Is it ethi-
cal to keep this internally much longer when it could be out 
in the world to save lives?’”.

The most common barrier to ethical development, how-
ever, was misaligned incentives. For many AI developers, 
incentives are heavily weighted in favor of corporate rep-
utation and profit. For example, participant 7671_Artifi-
cialIntelligence noted that often the “only perspective that 
really mattered” was whether a given decision could make 
the company look bad in the press. Paradoxically, one par-
ticipant also lamented that bolstering corporate reputation 
as a competitive edge often meant overstating what an AI 
system was capable of:

I think most people who haven’t drunk their own 
Kool-Aid or aren’t mad on power are realistic about 
[AI] and a little bit bewildered by what’s happening 
and are trying to find ways to make the conversa-
tion more sane. But you can’t, because you just don’t 
get picked up [in the press] if you say sane things 
− 2760_Robotics.

5 Discussion

Aristotle argued that practical wisdom is a combination 
of ethical will and ethical skill [14]. Previous research has 
shown that AI developers have a great deal of ethical agency, 
as well as the will and license to exercise this agency in 
the service of what they think is right [30, 32]. What they 
lack is domain-specific ethical skill. To be clear, we are not 
suggesting that AI developers are unethical, only that their 
education and training does not adequately prepare them to 
manage the ethical import of their work. As this study has 

passion for it in the people who go through the train-
ing − 73057_DataScience.

The prevailing preference among all participants was for 
ethics to be woven into daily practice, ideally with the assis-
tance of domain experts, rather than as separate training 
courses. For example:

Whatever ethical considerations that come to bear 
should be reflected in the day to day. It definitely 
shouldn’t be an ongoing series of trainings the whole 
year, because that leads to people considering things 
to be irrelevant − 7591_DataScience.
In an ideal world, it would be a collaboration. Ideally, 
that collaboration would start very early in the game. 
More often, it comes in quite late, when the product is 
almost ready − 7433_DeepLearning.

4.4 Barriers to ethical wisdom

Although we did not specifically ask about barriers to gain-
ing and applying ethical wisdom, participants nonetheless 
would often speak about what was impeding their own ethi-
cal development. Three barriers were most prevalent. First 
was speed-to-market, or an “innovation first, ethics sec-
ond” orientation that prioritized technology creation before 
considering ethical implications. For example, participant 
1855_Robotics advocated to “focus initially on advancing 
the science, and once it does something well, then we can 
re-engineer it to make it more ethical.” But the pressure of 
moving quickly also hindered ethical considerations, as par-
ticipant 2032_DataScience pointed out that “there is no time 
to think of ethics […] the only thing people think of is, ‘Are 
we abiding by [relevant law], yes or no?’ If it’s a yes, then 
it’s a mad race.”

The second barrier was limited perspectives, whether 
technical, structural, or ideological in nature. On the tech-
nical side, developers admitted that just getting a system 
to work at all took up a great deal of time. “It’s difficult 
to apply ethics when you’re struggling for six hours to 
get an [application package running],” said participant 
13479_MachineLearning, for example. Similarly, partici-
pant 2760_Robotics said that developers do think of them-
selves has having ethical agency, but “the vast majority of 
our headspace is taken up by just getting anything to work, 
any of the time.”

More structurally, developers noted that the way in which 
their training happens does not often leave room for ethi-
cal reflection. Participant 4807_ArtificialIntelligence, for 
example, noted that “trying to be someone who is actively 
thinking about ethics while plying their trade as computer 
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us that humans continue to do the monotonous, often trau-
matic, and low-paying labor of data cleaning and classifying 
so that the machines can now write poetry and create art 
[43].

Individual developers need not like or embrace this char-
acter to nonetheless be subject to the cultural beliefs they 
are embodying. As MacIntyre notes, a priest who has lost 
his faith is still giving physical manifestation to the beliefs 
of Catholic Christianity when he officiates mass (pp 33–34). 
We find no evidence in this research that the move-fast-and-
break-things tech bro culture is the ideal developers look up 
to. And there is certainly no evidence that developers ought 
to live this way to be a good developer and live a morally 
sound professional life. If anything, this character poses the 
most significant hinderance to clarifying either what it is 
good to do or who it is good to be as an AI developer.

6 Limitations

This paper relies on qualitative findings from semi-struc-
tured interviews with developers recruited worldwide. As 
noted in previous literature using this data set [32], certain 
limitations must be noted. First, the sample size of 40 is 
small for a global study, even if saturation suggests our 
findings are representative. Second, we relied on develop-
ers who voluntarily agreed to be interviewed about ethics 
in their field, which means that our findings may be subject 
to selection bias. More research should be conducted within 
geographic regions, industries, and organizations to better 
reveal how virtue ethics can be elevated in AI developers’ 
practice.

7 Recommendations and conclusion

Who AI developers are while they are developing automated 
systems cannot be divorced from their circumstances or the 
people around them. The end of “ethical AI” is not theirs 
alone to achieve. It requires a culture of ethical awareness 
and reflection, lived by everyone involved in the develop-
ment, deployment, use, and maintenance of automated sys-
tems. We return, therefore, to the problem of many hands.

As we mentioned in Sect. 2.0, dozens or hundreds of 
developers may each be doing something morally negli-
gible, yet the sum of all their actions carries heavy moral 
weight. Moreover, automated systems are in an almost 
constant state of being inherited by other developers, who 
regularly update the systems and change their behavior. 
Under these circumstances, locating responsibility becomes 
much more difficult. Indeed, a recent study by Widder and 
Nafus [44] concluded that the modular nature of software 

shown, most developers are aware of the ethical territories 
they are being asked to navigate and of the specific moral 
quandaries that arise in their line of work. The ethical issues 
they spoke about correspond with those frequently discussed 
in the scholarly literature on AI (see, for example, [37–40]). 
Yet, the resources available to help them to respond in an 
ethically sound manner are limited and inconsistent.

In the absence of concrete rules or robust guidance, 
developers most often seek help from each other. Moreover, 
this is where they would prefer that ethics conversations 
occur. This would not be a problem if there were skilled and 
wise help available within the community, but this research 
suggests that this is rarely the case. Still, developers are 
open to accepting guidance from subject matter experts. 
They prefer this guidance to be an embedded part of their 
practice, which is largely in keeping with how they gained 
their technical expertise – as hands-on learning.

This research also shows significant barriers are work-
ing against the development of practical wisdom in the AI 
developer community. These include the near sacred status 
the industry gives to innovation, the myopia that can occur 
in technical practice, few provisions for reflection and dia-
logue, and incentive structures that value profits and reputa-
tion above all else. Collectively, the effect of these barriers 
may be why cynical stereotypes about developers persist. 
As Frey [41] rightly states, “Character emerges from sur-
roundings and issues back into them.”

There may be a helpful distinction to be made here 
between “character” understood as a person’s moral temper-
ament and what prominent virtue ethicist Alasdair MacIntyre 
[42] called characters, or occupational roles that become 
“the moral representatives of their culture because of the 
way in which moral and metaphysical ideas and theories 
assume through them an embodied existence in the social 
world” (pp. 32–33). MacIntyre argues that what defined, for 
example, the moral culture of Victorian England was in part 
the characters of the Explorer and the Engineer. Individuals 
filled these roles, yes, but in doing so they became the physi-
cal manifestation of the moral and metaphysical beliefs the 
English had about themselves at the time. It may likewise be 
true that the morality of the current age is, in part, embodied 
by the character of the AI Developer.

For better or worse, AI developers are presently one of 
the leading moral representatives of a techno-optimist and 
techno-determinist culture. The automated systems they 
build come with an almost mythological promise to acceler-
ate human well-being, ushering in, at last, a future of health 
and leisure for everyone. The character of the AI Devel-
oper is an embodiment of this moral ideal: eternally young, 
brilliant, and confident, with vast wealth and prestige at 
their disposal. This myth persists even as AI systems fail 
to deliver on their existential promises. It cannot be lost on 
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all computer science courses. This should not be a single 
course on ethics in the curriculum. Rather, every module 
offered in these programs should include practice-based 
education in which the developers engage with complicated 
ethical questions. There are already some studies attesting 
to the efficacy of this approach [46, 47]. Additionally, some 
universities and other institutions are experimenting with 
extensive integration of ethics into engineering education 
[48, 48]. Some have also established institutes that provide 
resources and education to other universities, developers in 
industry, and to organizations (for example, [50]).

Finally, there is the community of AI developers. At pres-
ent, AI developers do not constitute an organized profession 
(in the normative sense of that term) so much as a body 
of experts working in industries that have different vested 
interests. There may be cause to formally professionalize 
and license the practice, as others have suggested [4, 51–
53]. Professionalization could offer important protections 
against the whistleblower’s distress we discussed earlier in 
this paper. It could also allow a unified developer commu-
nity to act as a check against other powerful interests. But 
this will require that developers organize and agree to have 
their professional status governed by a licensing board. The 
full implications of this are beyond the scope of this paper 
and should be more fully studied.

The body politic will continue to demand that automated 
systems are fair, responsible, just, and so on. Developers 
of these systems must therefore become more competent in 
fairness, responsibility, and justice if they are going to suc-
ceed in building systems that reflect those virtues. It is there-
fore essential to complement the work underway to achieve 
‘ethical AI’ with the cultivation of virtues in developer edu-
cation and occupational practice.
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