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a type of generative AI model that assigns statistical prob-
abilities to a sequence of words. These probabilities help 
to generate human like responses in natural language pro-
cessing tasks [3]. Companies are using these LLMs such 
as ChatGPT, LLaMA, Claude, and Gemini to aid many 
areas of business. The areas which are most likely to see the 
potential of generative AI to improve businesses are areas 
such as sales, marketing, software engineering, customer 
service and product research and development [4]. The ben-
efits of its implementation are still being tested, but there 
is early evidence that AI-based assistants can improve the 
performance of novice or low-skilled workers [5].

However, there are growing concerns that the race to inte-
grate generative AI is not being accompanied by adequate 
guardrails or safety evaluations [6]. A recent global survey 
on AI found that few companies were fully prepared for the 
widespread use of generative AI [7]. The rush to buy into 
the hype of generative AI, and not fall behind the competi-
tion, is potentially exposing organisations to broad and pos-
sibly catastrophic cyber-attacks or breaches. In the growing 

1 Introduction

The recent hype around AI has seen many companies rush 
to incorporate generative AI to their business strategy. A 
recent IBM study found that nearly 80% of UK businesses 
have already deployed generative AI in their business or are 
planning to within the next year [1]. The message to indus-
try seems clear “Organizations are seizing the generative AI 
moment to capture opportunities … Those that don’t will 
be stuck in the control tower wondering why they’ve fallen 
behind.” [2].

Generative AI models take large amounts of data and are 
then trained to produce data that resembles the most com-
monly found elements. A Large Language Model (LLM) is 
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area of cyber security ethics, the hype around AI presents a 
novel risk, one which could lead companies to fail in their 
moral obligation to keep company and individual’s data safe 
and secure.

We have already seen Microsoft AI researchers acci-
dently leak 38 TB of private training data [8]; Samsung 
employees inputting sensitive source code into ChatGPT, 
[9]; and a bug in ChatGPT exposing active user’s chat his-
tory [10]. Beyond the risk due to accidents or human error, 
there are more malicious threats posed by generative AI. 
Imagined scenarios could see targeted manipulation of the 
data driving a company’s model to spread misinformation or 
influence business decisions [11]. Risks are also increased 
with the reliance on third-party AI providers, with more 
than half (55%) of AI related failures stemming from third-
party tools, companies can be left vulnerable to unmitigated 
risks [12].

It is evident that generative AI poses new and novel 
threats to business security. A recent IBM survey found that 
96% of surveyed business executives expect that adopting 
generative AI will make a security breach likely in the next 
three years [11]. However, this report noted a “glaring dis-
connect between the understanding of generative AI cyber 
security needs and the implementation of cyber security 
measures” [11]. Reportedly, only 24% of generative AI 
projects will include a cyber security component within the 
next 6 months, with 69% of executives saying that inno-
vation takes precedence over cyber security for generative 
AI [11]. A separate study found that 53% of organisations 
saw cyber security as a generative AI-related risk, with only 
38% working to mitigate that risk [7].

The hype around generative AI in business, therefore, 
presents an area of ethical concern. Ethics is at the core of 
cyber security, as it is increasingly required to prevent harm 
to people, not just information, and to protect our ability to 
live well [13–15]. Companies have a duty of care toward 
their users, customers, and employees with regard to pro-
tecting the data they hold [16]. The world is now so reli-
ant on secure networks and systems to protect identities, 
personal information, and livelihoods that breaches to can 
have major disruptions and disastrous effects on individu-
al’s lives [17]. Beyond the effect on the public, it is in the 
financial interest of companies to focus on cyber security 
with the average cost of a data breach in 2023 being USD 
4.45 million [18].

As our analysis of potential threats to generative AI mod-
els, such as LLMs, will show businesses need to be aware 
of the increased risk to privacy and security. While com-
panies tout the vast benefits of generative AI for business 
productivity, there needs to be a greater focus on effective 
mitigation of threats posed to and by generative AI models 
[6]. Conversations of these risks have generally been kept 

within cyber security industry professionals, but there needs 
to be a wider understanding of the vulnerabilities which 
generative AI is susceptible to before organisations jump to 
using them. There is an ethical responsibility for business to 
consider the cyber security risk associated with generative 
AI, and for this information to be shared with the general 
public.

2 Cyber security as an area of ethical inquiry

As more and more data and information is stored online, 
and more services move to digital operations, the threat to 
the security and risk of harm also increases. The definition 
of cyber security has evolved over time and it often con-
tested [19]. There remains the question as to whether cyber 
security is a role, a field, a discipline, or a practical applica-
tion encompassing a combination of information security, 
operational security, network and communications security 
or other security focused disciplines.

A thorough and systematic review of historical defini-
tions of cyber security by Schatz, et al. [19] arrived at a 
definition of cyber security that includes the key aspects 
of protecting information as the core asset. To wit: “The 
approach and actions associated with security risk man-
agement processes followed by organizations and states to 
protect confidentiality, integrity and availability of data and 
assets used in cyber space. The concept includes guidelines, 
policies and collections of safeguards, technologies, tools 
and training to provide the best protection for the state of 
the cyber environment and its users.” [19].

Schatz’ inclusion of basic protection of the confidential-
ity, integrity and availability of information has become pre-
scient with the advent of AI generated deepfakes, celebrity 
images, and AI journalism employing automated authors. 
This has also led to a greater focus on the ethical implica-
tions of cyber security processes and policy. Integrity, for 
example, is defined as guarding against improper informa-
tion modification and includes ensuring information authen-
ticity [20].

Cyber security is a growing field of ethical investiga-
tion, with developing literature into the ethical challenges, 
risks and issues associated [14, 21, 22]. Whether monitoring 
information flows of individuals, intrusive measures to iden-
tify child sexual exploitation material, or restricting access 
to online sites to deter terrorism and extremism, cyber secu-
rity can be both intrusive and violate norms of privacy.

One issue faced by the cyber security ethicist is the broad 
nature of the field of cyber security. There has been a dis-
tinction made between the ethics of national or state based 
cyber security and business or commercial cyber secu-
rity [14]. The former of these takes in topics such as the 

1 3



AI and Ethics

application of just war theory to cyberwar and espionage 
[23–25]. However, it is questionable whether cyberwar and 
espionage do fall under the purview of cyber security or 
whether cyber security provides a supporting capability to 
ensure their success.

Alternatively, in the private sector, there are numerous 
areas of inquiry that fit under the broad umbrella of cyber 
security ethics. Recent work has focused on the ethics of 
conducting cyber security research [26]; the ethical balance 
between needing internet traffic to be monitored for secu-
rity, but also wanting it to be private [27]; the concept of 
“ethical hacking” to test security of networks or employees 
[28]; as well as the ethical obligations of businesses to pro-
tect their data [16, 29].

We will concentrate on the new ethical challenges pre-
sented by generative AI and the resulting cyber security 
implications for an organisation. To narrow the ethical focus 
of this paper, we will concentrate on the moral responsibil-
ity businesses have to protect their assets as well as user and 
employee data. It will be shown that the ethical consider-
ations for cyber security on business have clear crossovers 
for the implementation of generative AI.

Whereas generative AI for public consumption is a rela-
tively new phenomenon, many of the ethical considerations 
can be derived from previous research and applications of 
ethics to cyber security activities. The ability to apply ethi-
cal considerations to emerging technologies will continue to 
challenge cyber security professionals as new applications 
appear and see mainstream adoption.

3 Literature review

In this section we look at the background literature related 
to AI in cyber security as well as the growing literature on 
the ethical issues around generative AI tools, such as Chat-
GPT. We will conclude by showing where the gaps in the 
literature lie and clearly note the contributions this paper 
makes to the field. We note that, while there is literature 
around the risks of generative AI tools, such as ChatGPT, 
this has not yet translated into the discourse of business eth-
ics. This paper takes the unique angle of framing the imple-
mentation of generative AI as a question of business ethics 
and cyber security ethics.

3.1 AI in cyber security

The relationship between AI and cyber security is not new, 
with autonomous or semi-autonomous systems for cyber 
security defence being on the market for a number of years. 
In 2017, for example, DarkLight was released in what was 
then called “first of its kind” artificial intelligence tool to 

enhance cyber security defence [30]. There has since been 
literature highlighting the beneficial uses of AI in cyber 
security defence.

Early uses of AI in cyber security were based around 
developing discriminative-based machine learning (ML) 
or deep learning (DL) AI models. ML tools are capable of 
discriminating data through classifying information, and 
recognising specific patterns [31]. Though powerful, ML is 
also limited in terms of threat detection as it acts accord-
ing to pre-defined features, meaning that any features not 
pre-defined will evade detection [31]. DL models, a sub-
set of ML, on the other hand are able to learn high-level 
abstract characteristics, or deeper features of given data, 
making them excel at things like image and speech recog-
nition, text analysis and natural language processing [32]. 
This benefits cyber security as it enables the detection of 
unknown attackers or novel forms of malware. AI assists 
in cyber security through constructing models for malware 
classification, intrusion detection and threat intelligence 
sensing [18]. Because AI has the ability to extract patterns 
from large datasets, and adapt to new information, it can 
accurately make predictions to improve cyber security [33].

3.2 Cyber security of AI

While the benefits of AI in cyber security have become 
evident in the preceding years, the malicious threats to AI 
models have also been recognised. ML and DL models used 
in AI systems such as recommendation systems or facial 
recognition are susceptible to ‘poisoning’ or manipulation, 
potentially undermining their integrity and useability [3, 
6, 34]. In practical terms, injecting misleading or incorrect 
data into an AI model used for cyber security defence can 
skew its decision making causing it to overlook vulnerabili-
ties or misidentify threats [33].

Since the increased popularity of generative AI, spurred 
by the release of ChatGPT in 2022, new discussions have 
surfaced on the usefulness and risks of such technology. 
Generative AI is a branch of ML and DL which is capable of 
creating new data that is similar to its training data set [35]. 
Large language models, such as ChatGPT, use text as their 
dataset, and have caused a boom in AI interest and hype.

The use of generative AI been explored in areas such as 
healthcare [36, 37], education [38], academia [39], creative 
industries [40], journalism, and media [41]. At the time 
of writing, empirical study of the effect of generative AI 
within work and business is in its infancy, yet its far-ranging 
impacts are being explored. Studies have so far looked at 
the effect of generative AI in areas such as call centres [5], 
on knowledge worker productivity and quality [42], risk 
management and finance [43] and on operations and supply 
chains [44].
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principles to the introduction of new technology in society 
and into the workplace [61, 62].

From this review we can see that there is growing lit-
erature outlining the risk which could befall Generative AI 
models. However, this concern has not yet been translated 
into discourse around the ethical implementation of genera-
tive AI for business. This is evidenced by the lack of aware-
ness or concern around the cyber security risk of gen AI 
amongst business leaders [11]. This paper therefore makes 
the following contributions:

 ● Supports the case for cyber security being an ethical ob-
ligation for business, using normative ethical principles.

 ● Highlights literature on the cyber security risks associ-
ated with generative AI, including the risks of poison-
ing, manipulation, and data leakage.

 ● Demonstrates how the risks associated with generative 
AI can threaten business operations and their responsi-
bilities to stakeholders.

 ● Makes the case that businesses have an ethical obliga-
tion to consider the cyber security risk of generative 
AI and provides suggestions based on ethical consider-
ations and analysis.

4 Cyber security of AI as an ethical 
obligation for business

While many have recognised the need for ethics in cyber 
security, there has been little clear consensus about the most 
appropriate framework from which to investigate ethical 
issues the field. Some advocate for the use of traditional 
frameworks of deontology, utilitarianism and virtue ethics 
[21] while others have proposed using a principlist approach 
adopted from areas such as bio-ethics [14].

While broad moral theories of utilitarianism or deontol-
ogy provide guidance, their effectiveness falls when applied 
to situations which require pragmatic solutions [14]. The 
contextual nuances of cyber security provide difficulty in 
applying such general theories. For example, some have 
noted the substantial difficulty in applying a general theory 
of consequentialism or deontology to a process such as 
tracking a hacker through the machines of innocent persons 
[63].

Greater success has been found in applying ethical prin-
ciples like those adopted in the field of bioethics. To anal-
yse the ethical obligation of implementing generative AI in 
business with respect to cyber security concerns, we pro-
pose a combination of the ethical framework for a Good AI 
society from Floridi et al. [59] and the principlist ethics for 
cyber security from Formosa et al. [14].

3.3 Ethical concerns and risks in AI

For all the new applications and advances in efficiency which 
generative AI is showing, it has also undoubtedly brought 
concern with recent work focusing on the ethics around 
generative AI and ChatGPT [45]. Some of this literature 
focuses on the threat which generative AI will have for jobs 
[46, 47], bias in training data affecting its output [48, 49], 
or a diminishing of critical thinking and problem-solving 
skills amongst users [50]. Other concerns circle around the 
threat of disinformation [51], manipulation of public senti-
ment [52], and a widening socio-economic inequalities [46].

With regards to cyber security, recent work has high-
lighted the risks to generative AI models such as ChatGPT, 
and their susceptibility to data poisoning and manipulation 
[3, 6, 34] similar to earlier ML or DL models. Companies 
making AI models, such as Open AI and Google, have 
published their own findings on the risks associated with 
these models and the techniques they used to train them [53, 
54]. Generative AI has also reduced the barrier of entry for 
cybercriminals, helping in malware creation and phishing 
attacks [55].

Literature on the cyber security risk of generative AI for 
business is beginning, with ChatGPT in particular being 
cited as a potential risk. This includes the risk of data 
breaches or unauthorised access to user conversations as 
well as the risk of staff putting sensitive information into 
the program [56]. However, there is still a gap in literature 
translating the technical threats of generative AI into a busi-
ness setting.

While we have noted some of the ethical issues raised 
by generative AI, limited work has been done in systemati-
cally applying ethical frameworks or lenses to these issues. 
Schlagwein and Willocks [57] apply deontological and tele-
ological lenses to judge the ethical use of AI in research and 
science. Illia et al. [58] apply a stakeholder theory approach 
to the ethics of using AI for text-generation in business. The 
latter, arguing that the use of AI agents diminishes direct 
communication between stakeholders, potentially causing 
misunderstandings and leading to a decreased level of trust 
between parties.

Our paper will look at issues in generative AI in business, 
through the lens of ethical principles similar to those found 
in bio-ethics, namely: beneficence, non-maleficence, auton-
omy, justice and explicability. This builds on work in apply-
ing ethical principles both to AI [59] and to cyber security 
[14].We note that not all are convinced of the efficacy of 
a principlist approach to AI ethics, Bruschi and Diomede 
[60] provide a useful summary of this argument. However, 
while our paper focusses on generative AI, it also does so 
by looking at it as a technological innovation in the work-
place. Thus, we build upon literature which applies ethical 
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principles: confidentiality, availability and integrity (known 
as the CIA triad) [22]. Where confidentiality is broken, 
information is made unavailable, or the integrity of data is 
compromised then harm can follow [14].

In both digital ethics and cyber security, any technol-
ogy which is implemented in an organisation must be done 
so with the consideration of the type of harm which could 
occur and the likelihood of such harm occurring. Accord-
ingly, introducing generative AI must also be done without 
increasing the risks of harm through breaches in cyber secu-
rity. Harms can include economic and psychological harms 
to individuals who, for example, have to go through the 
stress of being victims of theft or identity fraud [17]. Harm 
can also come in the form of financial or reputational loss 
for organisations [17]. Organisational planning and work 
to prevent such harm occurring falls under the principle of 
non-maleficence [14].

4.3 Autonomy

In medical ethics, autonomy refers to ability for everyone to 
have a right to decide for themselves about their own treat-
ment. Autonomy in relation to AI becomes more complex, as 
we willingly give over forms of control over decision-making 
power to machines [59]. Autonomy means balancing what we 
decide to do for ourselves, and what we give over or delegate to 
systems and machines [59]. It can refer to the ability for human 
agents to be able to choose when to implement, or what deci-
sions to take based on AI recommendations.

There is a crossover here with ethics in cyber security, as 
autonomy requires the ability for individuals to have access to 
their data and systems [14]. Cyber security can prevent unau-
thorised access to our data but should also give some control 
over user privacy [14].

Generative AI provides a distinct ethical consideration 
regarding autonomy. Data scraping for training AI models 
takes away the autonomy of individuals to choose to have their 
data used, possibly infringing on privacy and intellectual prop-
erty rights. One such example is an artist having their work 
used to train a model which can subsequently generate new 
simulated works matching their unique style [64]. The nature 
of generative AI models means that once data has been used 
in its training, there is no option to ‘take-it-back’ or withdraw 
consent later without deleting the model and starting from a 
new training set. As we will see when we look at risk factors of 
generative AI, this could leave individual data exposed to mali-
cious actors with little in the way of protection.

Businesses incorporating generative AI must consider how 
the data used to their model was trained or sourced. If it is 
based on customer data for example, should those customers 
need to give specific informed consent for their data to be used 
in AI training?

It is our contention that the application of the moral prin-
ciples of beneficence, non-maleficence, autonomy, justice 
and explicability are the most suitable to analyse the ethical 
concerns regarding the cyber security risks of generative AI 
for companies. Because adoption of generative AI in busi-
ness combines both issues of ethical AI and ethics of cyber 
security, there is utility in applying such a set of principles.

It is evident now that generative AI will have a major 
impact on the way companies do business, but there are 
still questions around the opportunities and risks associ-
ated with its adoption. An ethical adoption of generative AI 
should also take into consideration the cyber security risk 
associated with its implementation. In the next few subsec-
tions, we present how the ethical principles of beneficence, 
non-maleficence, autonomy, justice and explicability relate 
to businesses adoption of generative AI considering cyber 
security.

4.1 Beneficence

A core principle of bioethics, beneficence concerns promot-
ing well-being or “doing good”. Implementing a technology 
such as AI should be for the common good and to generally 
promote the well-being of people [59]. Similarly, benefi-
cence in cyber security means protecting privacy and per-
sonal data, which subsequently promotes well-being of the 
public [14]. Good cyber security also has the added benefit 
of enhancing the reputation of a company and building trust 
among their customers.

While AI presents certain risks as we will outline in the 
following sections, it also opens beneficial opportunities for 
business such as the potential to increase productivity and 
reduce workloads on staff [5]. In cyber security, for exam-
ple, generative AI can increase threat detection, automate 
repetitive tasks, scan for threats and learn to detect threat 
patterns to detect malicious traffic on a network [56].

It should be noted there is an issue of value judgements 
when identifying benefits of adopting a new technology. 
What is best for a company in terms of their bottom line 
might be different to what is best for individual workers and 
what is best for the company’s customers.

4.2 Non-maleficence

Non-maleficence or the “do no harm” principle, warns 
against causing harm or making our lives worse-off overall 
[14]. Regarding the development of AI, there should be cau-
tion “against the many potentially negative consequences of 
overusing or misusing AI technologies” [59].

Similarly, steps must be taken in cyber security to pre-
vent unduly increasing threats or harms to business or other 
stakeholders. Cyber security practices focus on three core 
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5 Business implementations of AI and large 
language models – buying into the hype

While some might see cyber security as a technical field meant 
only for the protection of systems and networks, ultimately 
the aim of the cyber security professional is to protect the 
well-being of the public at large [13]. As an ever-increasing 
amount of data is gathered and stored about us, there is also an 
increasing obligation for companies to keep that information 
secure. The spate of large-scale hacks where private and sensi-
tive information has been leaked has sparked calls for greater 
responsibility to be taken by companies who handle and store 
such data [66]. The implementation of generative AI expands 
the threat horizon. As companies rush to implement AI, they 
also have an obligation to understand and work to minimise 
the threats and subsequent harms this technology could bring.

To many, the main threat AI tools present lie in their abil-
ity to replace workers or eliminate traditional human-centred 
roles. To others, replacing humans with AI tools removes 
flexibility and responsiveness and takes out the humanity of 
traditional, customer-oriented services. However, to early 
adopters, AI is seen as a panacea of efficiency and effective-
ness, removing the barriers to improving customer service and 
business while expanding business opportunities into previ-
ously unknown areas. To these business owners, AI tools work 
24/7, do not ask for time off, can be modified at will, and do not 
suffer from the traditional personal and professional challenges 
of human employees. Where AI tools have not replaced human 
employees, AI tools are seen as enhancements to human-cen-
tric jobs and can improve their performance and responsive-
ness significantly.

However, with the adoption of early generative AI tools 
come higher error rates and challenges in fine tuning them to 
support traditional business models. A lack of understanding of 
how proprietary company data, once fed into an LLM, exposes 
the company to potential IP issues. Further, as many users 
have discovered, generative AI output is only as good as the 
data used to train the model. Generative AI results have often 
yielded biased, racist, and often incorrect information owing to 
ineffectual model tuning, limited cross validation process and 
operationalisation. Therefore, owing to a lack of critical think-
ing and analysis skills in the corporate sector may result in both 
poor performance and embarrassing results.

While long term expectations are that AI tools will undoubt-
edly result in business efficiencies, reduced labour costs, and 
the ability to increase the number of customers served, the 
short-term prognosis for their use has been mixed. Positively, 
the advent and adoption of AI tools has meant the creation of 
new job positions such as prompt engineers, Machine Learning 
trainers and validators, AI deployment specialists, and coders. 
We would also expect that new positions as AI ethicists and 

4.4 Justice

There are many conceptions of justice, most of which revolve 
around promoting fairness and equality. It can also refer to the 
distribution of benefits and harms, considering their impacts on 
the least advantaged groups [14].

Justice with regard to AI means acting to eliminate unfair 
discrimination, create shared benefits, and prevent the under-
mining of social structures [59]. AI development, while bring-
ing many opportunities for innovation, also has the risk of 
maintaining social inequalities rather than improving them. 
A feature of LLMs is their propensity to maintain stereotypes 
and bias [65]. Businesses implementing AI or generative AI 
must consider the wider social or justice implications of such 
technology.

Justice in cyber security should also consider the protection 
of property, data, and privacy rights [14]. As much as control 
over digital privacy is a matter of preserving autonomy, it is 
also a matter of justice and procedural fairness. Those who 
are affected by a technology should have a fair opportunity to 
challenge it. Some questions which will soon come to the fore 
regarding generative AI are around whether customers have a 
capability to opt out of their data being used to train AI models. 
If their data is exposed in a generative AI hack, who is respon-
sible? What legal avenues could they pursue? This will be a 
matter for law and policy to decide, however, no business will 
want to be known as the first to have a data breach due to a 
generative AI attack.

4.5 Explicability

As a feature of procedural fairness, Floridi et al. [59] point 
out that there is a need to be able to understand and hold to 
account decision making in AI, considering both explicabil-
ity and accountability. “Explicability” can broadly be consid-
ered as an answer to the question “how does it work?”, while 
“accountability” an answer to “who is responsible for the way 
it works?” [59]. As with autonomy, there are ethical issues 
around transparency and accountability.

Formosa et al. [14] point out that explicability in cyber secu-
rity also includes procedures for holding people and organisa-
tions accountable for failures. The rapid incorporation of AI 
technologies into the workplace and society broadly, has also 
led to a rush of people trying to understand the capabilities and 
limitations of these technologies. Implementing an AI solu-
tion into business should also come with relevant training as it 
should be clear who is accountable and responsible for its use. 
If a company uses a third party to create a generative AI model, 
that somehow becomes a threat or leaks valuable information, 
whose responsibility is it? The company implementing it, the 
user who utilised it for that task, or the one designing and train-
ing the model?
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the internet, a malicious actor could store altered or ‘poi-
soned’ information waiting for that model to scrape the 
training data as it is updated [54]. This poisoned data would 
then surface in responses given by the model. This is espe-
cially true with the recent creation by OpenAI of personal 
GPTs [69]. Personal GPTs can be created by anyone to oper-
ate alongside of OpenAI’s ChatGPT and may be narrowly 
focused on one field or topic area. These GPT models are 
trained and validated the same way as other GPTs but with 
a narrowly defined set of input data. If the data is skewed 
or biased, the resulting output will reflect the ingested data. 
Not only could this lead to incorrect or skewed data, but 
it could also be used to support extremist viewpoints or to 
exploit vulnerable user groups.

Historically, data seeding has been used to influence 
Internet users through data propagation and search engine 
optimisation [70]. This strategy has now evolved to influ-
ence AI LLMs by prepopulating websites, social media and 
databases with information that data training will ingest 
and incorporate into AI results. A recent report by Google 
outlined an example where an attacker might want to influ-
ence public sentiment about a politician, so that whenever 
the model is queried about that politician it gives a positive 
response [54]. The researchers pointed out that is possible 
for an attacker to buy expired domains that used to have 
content about a politician, modifying it to be more positive 
[54]. The follow-on effect being that an LLM which scraped 
those sites would proceed to give those favourable results 
when asked. Further research indicated that an attacker only 
needs to control 0.01% of a dataset to poison it, which could 
be done for a cost of just US$60 [34]. If this is correct for 
all datasets, then there is a low barrier for someone able to 
poison any dataset and undermine the reliability of the sub-
sequent model.

While influence operations have historically been the 
purview of governments, the integration of AI tools used by 
the masses makes disinformation campaigns and influence 
operations available to anyone. As we’ve seen recently, 
companies training AI have run afoul of copyright claims, 
but their tool flexibility and ease of access may also vio-
late the CIA triad identified by Schatz et al. [19]. The use 
of autonomous tools designed to respond to human inter-
rogatories with false, private or biased information is not 
generally addressed within our traditional view of cyber 
security. Unless we treat AI as a potential bad actor, those 
actions, controlled by complex rulesets and instigated by 
prompt engineers, may simply be viewed as anomalous and 
not worthy of consideration as a separate entity within our 
definition of cyber security.

Others have similarly argued that disinformation meets 
the conditions to be considered a cyber security risk due to 
the threat to business reputation, calling into question the 

data control and evaluation specialists would also be a part of 
the new technology explosion.

5.1 The cyber-threat of AI adoption

The mass adoption of generative AI will amplify existing cyber 
and information security threats bringing new areas of concern. 
In the cyber security field, hackers and cyber criminals have 
also adopted AI to support hacking, online scams, and phishing 
emails [56]. AI serves as a force multiplier while enhancing the 
skills of previously mediocre cyber criminals. Despite numer-
ous controls and safety measures, entire websites are devoted 
to circumventing these controls and jailbreaking existing tools. 
In some cases, Darkweb hackers now offer tailored AI tools 
to support online criminal enterprises [67]. Hackers have also 
traded in stolen ChatGPT login credentials, creating targets for 
information theft as ChatGPT profiles store a history of queries 
and responses [68].

Owing to its rapid deployment and universal adoption 
throughout the public and private sectors, there is a greater 
risk that generative AI could be ‘hacked’ or otherwise misap-
propriated. While most software applications are traditionally 
extensively evaluated for security and vulnerabilities, this has 
been lacking in generative AI. In traditional software develop-
ment models we can trace a “bug” back to its cause, even if that 
cause is a complex interrelation with other programs, librar-
ies services or even time itself, but generative AI adds another 
dimension since it’s based on such large data sets, The creative 
use of seemingly innocuous applications such as generative AI 
by criminals and adversarial nation states often results in tech-
nology surprise and creates new lines of exploitation. Whereas 
policy and regulatory controls are often lacking with these new 
technologies, their adoption without due consideration places 
organisations at risk. This exacerbates the potential risk with 
the rapid implementation of AI in workplaces, without suffi-
cient thought or oversight.

6 Cyber security risk factors for generative 
AI and large language models

The following threats have been identified by cyber security 
researchers, and as of yet have not been known to be mali-
ciously exploited. Even though some of these threats remain 
speculative in their possibility, they give reason to consider 
the safety of generative AI models.

6.1 Data poisoning

Firstly, there is a risk that bad actors could manipulate train-
ing data which is used to create generative AI models like 
LLMs. LLMs are trained on data sets scraped from across 
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the attacker could have stored malicious code to download 
malware on a device after a certain trigger is activated [54].

These are just some of the examples of ways in which 
malicious actors might be able to manipulate and otherwise 
affect the reliability of AI models.

6.4 Adversarial prompting

LLMs are generally built with safeguards around generat-
ing contents that are harmful and misaligned with common 
moral and ethical standards. However, several research-
ers have demonstrated that using specific or augmented 
prompts can bypass the safety measures and trick these 
models into providing harmful content. Typically referred to 
as “jailbreaking,” there are numerous online resources that 
provide instruction to users on developing prompts that will 
bypass the controls of the AI engine [76]. A jailbreak prompt 
instructs the AI engine to ignore any previous coded instruc-
tions, emulate another, less restrictive engine, or incorporate 
specific attributes to respond to the user’s instructions. An 
example that has been used previously by users is to invoke 
the Do Anything Now (DAN) mode in ChatGPT. While in 
DAN mode, ChatGPT is more responsive to user requests 
that potentially violate its rules.

7 Ethical implications of generative AI risk

We now turn to the ethical implications for the risks men-
tioned in Sect. 6. As some of the examples in Sect. 6 have 
shown there are multiple attacks which AI models could be 
vulnerable to. It is important that businesses who are plan-
ning to implement such tools within their organisation rec-
ognise and be alert to the potential harm that could come 
from such use. We will use the ethical principles for cyber 
security outlined in Sect. 4, to show what ethical concerns 
businesses must consider in light of the cyber security risk 
of generative AI models.

These threats outlined in Sect. 6 are enabled or exacer-
bated in two ways, by users either (a) over-relying on the 
output of an AI program or (b) over-trusting what infor-
mation they give over to it. Firstly, by over-relying on the 
output of a generative AI model, employees risk making 
potentially harmful decisions or exposing systems to mal-
ware through phishing scam attacks. Secondly, by over-
trusting the security of training data or the information put 
into an LLM model, there is the increased risk for data leak 
or theft.

integrity of data, and the psychological threat to individu-
als due to distrust [71]. Whether or not disinformation is 
directly an issue of cyber security, it has nonetheless been 
seen as a business risk to consider, due to the potential of 
influencing investment decisions or causing supply chain 
disruptions [72, 73].

OpenAI specifically addresses the potential misuse of 
language models for disinformation campaigns by various 
actors including “propagandists for hire” [74]. Potential 
solutions to mitigate the impact of propaganda and disinfor-
mation campaigns include improved fact-sensitive models, 
tagging information for easier tracking, government control 
over data collection and AI hardware.

6.2 Training data extraction

Early test attacks on GTP-2 showed that it was possible for 
adversaries to extract specific examples of training data just 
by querying large language models [3]. The test showed the 
possibility of extracting exact words and phrases used in the 
training of the model, alarmingly this included public per-
sonally identifiable information such as names, phone num-
bers and email addresses [3]. This information only needed 
to appear once in the training data. In February 2023, a Har-
vard University student used a ‘prompt injection’ attack on 
Bing chat to gain access to a document otherwise hidden to 
users [75]. This could be a risk as many companies are train-
ing their own internal LLMs. A company which is training 
its own LLM with proprietary information could run the 
risk of having sensitive information exposed through such 
an attack.

6.3 Backdooring the model

More alarmingly, is the risk for indirect prompt injection 
[6]. In this case attackers can strategically inject prompts 
into training data, which can then allow attackers to indi-
rectly exploit or completely take control of a system, with-
out the need to access the model itself [6]. Similar to the 
example of data poisoning, a training data set could include 
malicious content that, instead of providing misinformation, 
could provide specific coded instructions for the model to 
follow.

Google researchers have pointed out that a model could 
be built with hidden outputs when a specific “trigger” 
is activated [54]. This code could, for example, trigger a 
download of malicious code onto the user’s device or con-
trol certain outputs of the model, changing the response or 
action the model takes. The researchers give the example of 
an attacker uploading a new kind of AI image classification 
tool to GitHub. While the program appears to run smoothly, 
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protection against the cyber security risk of generative AI 
[11].

The level of overreliance on the system as a source of 
truth, where users are not trained or used to questioning its 
output can increase the threat of cyber security breaches 
and subsequent harm. Overreliance could also be exploited 
by indirect prompt injection, with researchers demonstrat-
ing the possibility for a ‘hacked’ LLM to elicit informa-
tion from a user [6]. By injecting instructions into an LLM, 
researchers were able to have the model ask users questions, 
enabling them to gain information such as the user’s real 
name [6]. If workers over-rely on a generative AI system, 
they might give over such information in a conversation 
without thinking of it as being a risk.

The issue of AI literacy, education and equality must 
be emphasised when integrating generative AI. Once trust 
and ubiquity of generative AI in business has been built, 
businesses should consider whether there will be a threat 
of delegating too much to machines, thereby threatening 
the autonomy of workers. Moreover, what impact could 
this have to erode the capacity of workers to make choices, 
especially in significant decision making? Over time, and 
once AI models become engrained in the operations of a 
workplace, employee capacity to judge the lines between 
what the AI can and cannot do might become blurred. For 
example, is a new staff member, going to understand when 
to rely on an AI decision and when not to? This will also 
be a challenge as there is evidence that LLMs change their 
behaviour over time [82].

We earlier defined justice as it relates to AI as promot-
ing fairness, equality, and shared benefits. As a matter of 
justice, the displacement of jobs is a recognised threat of 
AI integration, threatening fairness and equality [46]. Gen-
erative AI can be used in internal business process such 
as human resource management (HRM) for training and 
development initiatives, resource allocation and employee 
engagement [83]. But HRM decisions also have an impact 
on individuals, such as who gets hired or fired, who gets 
better appraisals, or who is put on preferred projects [84]. 
These type of decisions all have psychological impacts on 
employees [85]. If generative AI is used in the process of 
evaluating staff performance it must be done so in light of 
distributive justice (everyone is treated the same way by the 
system) and procedural justice (the processes employed to 
reach a decision are transparent) [84, 86]. This last point 
concerns the principle of explicability. When implementing 
a generative AI system, its use and capabilities should be 
explainable to all users. Management and employees should 
know why certain systems are used, how they make their 
decisions and on what information in order to reduce pos-
sible overreliance.

7.1 Overreliance

There is evidence to suggest that people are susceptible to 
overreliance on AI decision making, even when it is detri-
mental to their work [77, 78]. Instead of combining critical 
thinking and their own insights into a problem along with 
an AI model, people frequently over-rely on the AI even if 
they would have made a better choice on their own [77]. 
This is also known as ‘automation bias’. Pilots have been 
shown to place trust in incorrect automated processes, even 
if they would not have done so without automated recom-
mendations [79, 80]. Pilots must go through special training 
to overcome these types of automation bias. When genera-
tive AI solutions are implemented in business, there must be 
a consideration of what training will be sufficient to combat 
overreliance or automation bias.

One solution proposed to combat overreliance has been 
explainable AI (XAI) where a system gives reasons for its 
decision. The idea being that if a system can give people 
an explanation for how it came to a decision, they might 
be more easily be able to spot errors, reducing overreli-
ance. However, it is debatable whether explainable AI does 
reduce overreliance and more research is being done on 
what circumstances explainable AI could be effective [78].

It is widely recognised that generative AI systems have 
the capacity to hallucinate, casting doubt on “the whole 
information environment” [53]. Beyond hallucinations, 
as the above analysis of cyber threats show, the capacity 
for malicious actors to purposely poison output from such 
models to give incorrect information gives extra cause for 
concern. There is a risk that hackers could change the data 
driving a company’s AI model, potentially influencing busi-
ness decisions with targeted manipulation or misinforma-
tion [11].

In line with the principle of beneficence, ethical imple-
mentation of generative AI in business should be of benefit 
to employees, promote well-being and make the workplace 
better overall. Guardrails should be in place to ensure that its 
implementation is not providing more avenues for employ-
ees to make mistakes, which could potentially lead to cyber 
security risks.

The introduction of generative AI must also be done 
without risking increasing threats or harms to business or 
other stakeholders. Non-maleficence warns against the 
negative consequences of overusing or misusing AI tech-
nologies [59]. The adoption of generative AI within a com-
pany should be done while recognising the increased risk 
of a cyber security incident. For example, over-relying on 
generative AI in coding can serve as a more immediate 
cyber security threat, as past versions of GitHub’s Copilot 
were found to recommend insecure and vulnerable code to 
developers [81]. However, few companies are prioritising 
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must have best practises in mind, and continually revise its 
use. Morgan Stanley reportedly used 1,000 financial manag-
ers to fine tune its model for safety and use [92]. However, 
this kind of resource intensive safeguard is not something 
that is practical for all businesses.

By trusting generative AI systems to store and process 
data, organisations could also be exposing themselves to 
added security threats. Non-maleficence (“do no harm”) 
in this case does not just mean intentional harm, but also 
means preventing accidental harm or the harm from the 
“unpredicted behaviour of machines” [59]. Placing data 
or sensitive information into generative AI models, could 
increase the threat of infringing upon personal privacy by 
increasing a company’s exposure to cyber-risk. Genera-
tive AI models can be susceptible to attacks such as prompt 
injection attacks or data extraction attacks, both of which 
have the potential to leak sensitive data [6]. If we consider 
that IBM estimates that only 24% of generative AI projects 
will include a cyber security component within the next 6 
months [11], then this rush to adopt AI is leading to users 
being exposed to unnecessary consequences.

A new question raised by generative AI is what autonomy 
do customers have over their information being stored or 
used in a model which potentially has flaws in security? If 
generative AI programs become widespread and ubiquitous 
in business, should customers have to give their consent for 
their information to be either (a) be used in the training set 
of a model; or (b) to be inputted into the finished model?

Regulations about the business use of these models is on 
the horizon, but there are many questions still to be consid-
ered. If users or customers have a right for their data to be 
erased from a database, such as under the rules of the GDPR, 
similar protections cannot be offered once a model has been 
trained a person’s data. There is also no option to later with-
draw consent once a model has been trained. Mechanisms 
and best practice around the use of customer information, 
which could threaten autonomy, must be taken into consid-
eration. The ethical AI guidelines Floridi et al. [59] point 
out that the autonomy of humans should be promoted, while 
also limiting the autonomy of machines, and making them 
intrinsically reversable. The problem with LLMs is that they 
are lacking in the capacity to be reversable.

Justice in both AI and cyber security encompasses the 
protection of rights, in particular the right to privacy over 
data. In using and training models with data taken from 
users, for example, there must be a consideration for the pro-
tection of this data. The susceptibility of models to attacks 
can include the threat of information or data theft [6].

Justice can also refer to recourse available when some-
thing goes wrong with AI systems or in cyber security. As 
more companies use LLMs the greater the risk becomes of 
data being leaked. Without clear guidelines or regulation in 

7.2 Over-trust

The second factor we identify is what we term as over-trust 
in generative AI systems. This refers to the degree to which 
users trust a model with sensitive information, or trust that 
it is safe and secure. Studies have found that a proportion of 
employees have pasted sensitive information into ChatGPT 
[87]. Companies such as Samsung moved to ban employees 
using ChatGPT as a result of company proprietary material 
being placed into the program [9]. There is also increasing 
trust placed in third-party AI providers, without always a 
consideration of the cyber security risks [12].

Some companies have moved to create their own in-
house AI models trained on company data and information 
to assist staff with queries. BloombergGPT, for example, an 
LLM that was purpose built from the scratch for finance by 
Bloomberg [88]. The training and use of such a model brings 
its own security challenges, as we have seen such models 
are susceptible to data extraction attacks [3]. Bloomberg, 
for their part, chose not to release their model citing security 
concerns of a model trained on so much company data being 
potentially exposed through nefarious means increasing risk 
for harm [88]. Training such a model is cost intensive and 
not something which is an option for many businesses.

Large companies such as Morgan Stanley are using 
cloud-based systems only accessible to its employees. 
While some argue a leak of confidential or private informa-
tion “should not be a problem” [89] this thinking ignores 
the risk of internal threats and of actors trying to use attacks 
such as training data extraction. It also ignores the risk of 
the model being otherwise leaked, as happened with Meta’s 
AI language model LLaMA [90]. There is also the risk of 
accidental data leaks, such as the recent 38 TB of data acci-
dentally exposed by Microsoft AI researchers [8].

Companies such as Salesforce have touted promises of 
plugging the AI “trust gap”, promoting services to protect 
company information while using AI tools, a package which 
will reportedly cost businesses $360,000 per year to imple-
ment [91].

With companies implementing domain specific LLMs, in 
an unregulated market, ethical considerations should still be 
implemented to protect the security of data. By applying the 
ethical principles from Sect. 4, we can see how over-trust 
in a new and untested technology presents ethical issues for 
companies.

In terms of beneficence, there are many positive benefits 
for the training of generative AI and large language models 
on proprietary content or knowledge [89]. This can be use-
ful in assisting customer-facing employees find information 
about company policy, solving customer problems, or keep-
ing employee knowledge when they leave the organisation 
[89]. In implementing such a strategy, companies and staff 
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an opt-in or opt-out systems to protect the privacy of 
users or customers.

iii A secure data storage.

Companies will need to adhere to the privacy best 
practices for all the data stored, whether it is training 
data or input data from users. This should also be done 
while considering the risk of leaks through hacks such 
as training data extraction. With regulation of genera-
tive AI on the horizon, companies must now prepare 
by putting in place their own policies over what data is 
used, while considering the risk that this data could be 
exposed. This takes into consideration the principle of 
justice, in the prevention of possible data leaks.

iv Ethical AI model retraining and maintenance.

To maintain model currency and accuracy, AI models 
require retraining from time to time. Companies need 
to perform sufficient checks and tests after retraining 
the AI model and updating the generative AI applica-
tions to ensure it maintains its ethical standards and 
accuracy. In terms of cyber security, this also means 
constant monitoring for signs of influence, malware or 
the AI focused attacks as outlined in this paper. New 
defence training and policies will be needed to moni-
tor for these threats.

v Upskilling, training staff and managing staff.

One of the biggest pain points for business is upskill-
ing and training staff. When implementing a strategy 
with generative AI, companies should consider what 
benefit the AI is bringing, while also considering the 
human impact this will have on staff. If staff are being 
asked to work with, train or implement models, they 
might be concerned that they will soon be replaced 
by these models. Upskilling and training will also be 
essential to mitigate the potential threats from over-
reliance and over-trust in new generative AI models.

9 Conclusion

We have seen that implementation of generative AI comes 
with considerable cyber security risk for businesses. When 
rushing to implement generative AI and not fall behind oth-
ers in industry, companies are also increasing the risk for 
cyber security breaches. While there is a great momentum 
toward incorporating generative AI, there also needs to be a 

place, what recourse do users have if their data is used in a 
training model and then subsequently exposed? If a com-
pany is using a third-party AI provider, is it clear where the 
responsibility for any failures lies?

A follow on from the ethical considerations of justice, is 
the principle of explicability. With the rapid implementa-
tion of generative AI, are customers being informed whether 
their data is being used to train new company models? 
Large companies such as Facebook, Amazon and X (for-
merly Twitter) all have plans to train LLMs using user data 
[93]. Amazon plans to train its LLM using voice data from 
Alexa conversations [93]. Do customers need to opt-in to 
their data being used to train generative AI models? If their 
data is exposed in a generative AI hack, who is responsible? 
What legal avenues could they pursue? Explicability entails 
who is made accountable for failures in cyber security, in 
the result of a breach due to generative AI, do companies 
know who would be at fault or where the responsibility lies?

8 Ethical implementation of generative AI

The above analysis shows the many ethical questions which 
are raised by thinking about cyber security and generative 
AI for business. We argue that cyber security needs to be an 
ethical consideration for businesses implementing genera-
tive AI. As such, we offer five key recommendations which 
companies can adopt to ensure that the security risk of using 
AI models is limited.

i A secure and ethical AI model design.

When designing an AI model, companies should 
ensure that their designs take into consideration the 
principles such as beneficence and non-maleficence. 
This means considering the potential harms and secu-
rity risks which could be exposed through the model. 
Each design should also include non-discriminatory 
principles to avoid biases and unexpected outcomes 
from the AI models. Following the principle of expli-
cability, companies should ensure their AI training is 
easily explainable and transparent in its design.

ii A trusted and fair data collection process.

Companies need to ensure data collected is accurate, 
fair, representative, and legally sourced. As the prin-
ciple of autonomy demonstrates, there should be con-
siderations of how much users can have a say about 
how their data is used in the training of a model. Com-
panies should consider whether they will need to have 
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consideration of the ethical responsibility toward the protec-
tion of data and prevention against threats.

A major risk with the rush to market of generative AI is 
its adoption by workers without guidance or understanding 
of how various generative AI tools are produced, managed 
or of the risks they pose. This lack of understanding can 
leave companies open to cyber security threats. We point 
out two ways in which this can happen: overreliance and 
over-trust in generative AI systems. While these two are 
related, each offers distinct risks and ethical challenges.

The ethical principles of beneficence, non-maleficence, 
autonomy, justice and explicability are useful lenses 
through which business can view their obligations when 
planning to implement data-safe and cyber-secure genera-
tive AI solutions.

The rapid adoption of generative AI seems to be moving 
faster than the industry’s understanding of the technology 
and its inherent ethical and cyber security risks. Compa-
nies will need to manage the risk from new vulnerabilities 
due to generative AI, requiring new forms of governance 
and regulatory frameworks. Employee training, procedures 
and managed implementation are an ethical responsibility 
to protect workers, sensitive company information and the 
public. Companies now have the opportunity to prevent 
expensive and unnecessary consequences of generative 
AI, by addressing the ethical and cyber security threats and 
investing in data protection measures.
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