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Abstract
This scoping review examines the research landscape about publics’ views on the ethical challenges of AI. To elucidate 
how the concerns voiced by the publics are translated within the research domain, this study scrutinizes 64 publications 
sourced from PubMed® and Web of Science™. The central inquiry revolves around discerning the motivations, stakehold-
ers, and ethical quandaries that emerge in research on this topic. The analysis reveals that innovation and legitimation stand 
out as the primary impetuses for engaging the public in deliberations concerning the ethical dilemmas associated with AI 
technologies. Supplementary motives are rooted in educational endeavors, democratization initiatives, and inspirational 
pursuits, whereas politicization emerges as a comparatively infrequent incentive. The study participants predominantly 
comprise the general public and professional groups, followed by AI system developers, industry and business manag-
ers, students, scholars, consumers, and policymakers. The ethical dimensions most commonly explored in the literature 
encompass human agency and oversight, followed by issues centered on privacy and data governance. Conversely, topics 
related to diversity, nondiscrimination, fairness, societal and environmental well-being, technical robustness, safety, trans-
parency, and accountability receive comparatively less attention. This paper delineates the concrete operationalization of 
calls for public involvement in AI governance within the research sphere. It underscores the intricate interplay between 
ethical concerns, public involvement, and societal structures, including political and economic agendas, which serve to 
bolster technical proficiency and affirm the legitimacy of AI development in accordance with the institutional norms that 
underlie responsible research practices.
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1  Introduction

Current advances in the research, development, and appli-
cation of artificial intelligence (AI) systems have yielded a 
far-reaching discourse on AI ethics that is accompanied by 

calls for AI technology to be democratically accountable 
and trustworthy from the publics’1 perspective [1–5]. Con-
sequently, several ethics guidelines for AI have been released 
in recent years. As of early 2020, there were 167 AI ethics 
guidelines documents around the world [6]. Organizations 
such as the European Commission (EC), the Organization 
for Economic Co-operation and Development (OECD), 
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1  In this article, we will employ the term "publics" rather than the 
singular "public" to delineate our viewpoint concerning public par-
ticipation in AI. Our option is meant to acknowledge that there are 
no uniform, monolithic viewpoints or interests. From our perspective, 
the term "publics" allows for a more nuanced understanding of the 
various groups, communities, and individuals who may have different 
attitudes, beliefs, and concerns regarding AI. This choice may differ 
from the terminology employed in the referenced literature.
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and the United Nations Educational, Scientific and Cultural 
Organization (UNESCO) recognize that public participa-
tion is crucial for ensuring the responsible development and 
deployment of AI technologies,2 emphasizing the impor-
tance of inclusivity, transparency, and democratic processes 
to effectively address the societal implications of AI [11, 
12]. These efforts were publicly announced as aiming to 
create a common understanding of ethical AI development 
and foster responsible practices that address societal con-
cerns while maximizing AI’s potential benefits [13, 14]. The 
concept of human-centric AI has emerged as a key principle 
in many of these regulatory initiatives, with the purposes of 
ensuring that human values are incorporated into the design 
of algorithms, that humans do not lose control over auto-
mated systems, and that AI is used in the service of human-
ity and the common good to improve human welfare and 
human rights [15]. Using the same rationale, the opacity and 
rapid diffusion of AI have prompted debate about how such 
technologies ought to be governed and which actors and val-
ues should be involved in shaping governance regimes [1, 2].

While industry and business have traditionally tended to 
be seen as having no or little incentive to engage with eth-
ics or in dialogue, AI leaders currently sponsor AI ethics 
[6, 16, 17]. However, some concerns call for ethics, public 
participation, and human-centric approaches in areas such as 
AI with high economic and political importance to be used 
within an instrumental rationale by the AI industry. A grow-
ing corpus of critical literature has conceived the develop-
ment of AI ethics as efforts to reduce ethics to another form 
of industrial capital or to coopt and capture researchers as 
part of efforts to control public narratives [12, 18]. Accord-
ing to some authors, one of the reasons why ethics is so 
appealing to many AI companies is to calm critical voices 
from the publics; therefore, AI ethics is seen as a way of 
gaining or restoring trust, credibility and support, as well as 
legitimation, while criticized practices are calmed down to 
maintain the agenda of industry and science [12, 17, 19, 20].

Critical approaches also point out that despite regulatory 
initiatives explicitly invoking the need to incorporate human 

values into AI systems, they have the main objective of set-
ting rules and standards to enable AI-based products and ser-
vices to circulate in markets [20–22] and might serve to avoid 
or delay binding regulation [12, 23]. Other critical studies 
argue that AI ethics fails to mitigate the racial, social, and 
environmental damage of AI technologies in any meaningful 
sense [24] and excludes alternative ethical practices [25, 26]. 
As explained by Su [13], in a paper that considers the prom-
ise and perils of international human rights in AI governance, 
while human rights can serve as an authoritative source for 
holding AI developers accountable, its application to AI gov-
ernance in practice shows a lack of effectiveness, an inability 
to effect structural change, and the problem of cooptation.

In a value analysis of AI national strategies, Wilson [5] 
concludes that the publics are primarily cast as recipients 
of AI’s abstract benefits, users of AI-driven services and 
products, a workforce in need of training and upskilling, or 
an important element for thriving democratic society that 
unlocks AI's potential. According to the author, when AI 
strategies articulate a governance role for the publics, it is 
more like an afterthought or rhetorical gesture than a clear 
commitment to putting “society-in-the-loop” into AI design 
and implementation [5, pp. 7–8]. Another study of how pub-
lic participation is framed in AI policy documents [4] shows 
that high expectations are assigned to public participation 
as a solution to address concerns about the concentration 
of power, increases in inequality, lack of diversity, and bias. 
However, in practice, this framing thus far gives little con-
sideration to some of the challenges well known for research-
ers and practitioners of public participation with science and 
technology, such as the difficulty of achieving consensus 
among diverse societal views, the high resource requirements 
for public participation exercises, and the risks of capture by 
vested interests [4, pp. 170–171]. These studies consistently 
reveal a noteworthy pattern: while references to public partic-
ipation in AI governance are prevalent in the majority of AI 
national strategies, they tend to remain abstract and are often 
overshadowed by other roles, values, and policy concerns.

Some authors thus contended that the increasing 
demand to involve multiple stakeholders in AI govern-
ance, including the publics, signifies a discernible trans-
formation within the sphere of science and technology 
policy. This transformation frequently embraces the 
framework of “responsible innovation”,3 which empha-
sizes alignment with societal imperatives, responsiveness 

3  “Responsible Innovation” (RI) and “Responsible Research and 
Innovation” (RRI) have emerged in parallel and are often used inter-
changeably, but they are not the same thing [27, 28]. RRI is a policy-
driven discourse that emerged from the EC in the early 2010s, while 
RI emerged largely from academic roots. For this paper, we will not 
consider the distinctive features of each discourse, but instead focus 
on the common features they share.

2  The following examples are particularly illustrative of the multi-
plicity of organizations emphasizing the need for public participation 
in AI. The OECD Recommendations of the Council on AI specifi-
cally emphasizes the importance of empowering stakeholders con-
sidering essential their engagement to adoption of trustworthy [7, p. 
6]. The UNESCO Recommendation on the Ethics of AI emphasizes 
that public awareness and understanding of AI technologies should 
be promoted (recommendation 44) and it encourages governments 
and other stakeholders to involve the publics in AI decision-making 
processes (recommendation 47) [8, p. 23]. The European Union 
(EU) White Paper on AI [9, p. 259] outlines the EU’s approach to 
AI, including the need for public consultation and engagement. The 
Ethics Guidelines for Trustworthy AI [10, pp. 19, 239], developed by 
the High-Level Expert Group on AI (HLEG) appointed by the EC, 
emphasize the importance of public participation and consultation in 
the design, development, and deployment of AI systems.
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to evolving ethical, social, and environmental considera-
tions, and the participation of the publics as well as tradi-
tionally defined stakeholders [3, 28]. When investigating 
how the conception and promotion of public participa-
tion in European science and technology policies have 
evolved, Macq, Tancoine, and Strasser [29] distinguish 
between “participation in decision-making” (pertaining to 
science policy decisions or decisions on research topics) 
and “participation in knowledge and innovation-making”. 
They find that “while public participation had initially 
been conceived and promoted as a way to build legitimacy 
of research policy decisions by involving publics into 
decision-making processes, it is now also promoted as a 
way to produce better or more knowledge and innovation 
by involving publics into knowledge and innovation-mak-
ing processes, and thus building legitimacy for science 
and technology as a whole” [29, p. 508]. Although this 
shift in science and technology research policies has been 
noted, there exists a noticeable void in the literature in 
regard to understanding how concrete research practices 
incorporate public perspectives and embrace multistake-
holder approaches, inclusion, and dialogue.

While several studies have delved into the framing of the 
publics’ role within AI governance in several instances (from 
Big Tech initiatives to hiring ethics teams and guidelines 
issued from multiple institutions to governments’ national 
policies related to AI development), discussing the underlying 
motivations driving the publics’ participation and the ethical 
considerations resulting from such involvement, there remains 
a notable scarcity of knowledge concerning how publicly 
voiced concerns are concretely translated into research efforts 
[30, pp. 3–4, 31, p. 8, 6]. To address this crucial gap, our scop-
ing review endeavors to analyse the research landscape about 
the publics’ views on the ethical challenges of AI. Our pri-
mary objective is to uncover the motivations behind involving 
the publics in research initiatives, identify the segments of the 
publics that are considered in these studies, and illuminate the 
ethical concerns that warrant specific attention. Through this 
scoping review, we aim to enhance the understanding of the 
political and social backdrop within which debates and prior 
commitments regarding values and conditions for publics’ 
participation in matters related to science and technology are 
formulated and expressed [29, 32, 33] and which specific nor-
mative social commitments are projected and performed by 
institutional science [34, p. 108, [35, p. 856].

2 � Methods

We followed the guidance for descriptive systematic scop-
ing reviews by Levac et al. [36], based on the methodo-
logical framework developed by Arksey and O’Malley 
[37]. The steps of the review are listed below:

2.1 � Stage 1: identifying the research question

The central question guiding this scoping review is the fol-
lowing: What motivations, publics and ethical issues emerge 
in research addressing the publics’ views on the ethical chal-
lenges of AI? We ask:

•	 What motivations for engaging the publics with AI tech-
nologies are articulated?

•	 Who are the publics invited?
•	 Which ethical issues concerning AI technologies are per-

ceived as needing the participation of the publics?

2.2 � Stage 2: identifying relevant studies

A search of the publications on PubMed® and Web of Sci-
ence™ was conducted on 19 May 2023, with no restriction 
set for language or time of publication, using the follow-
ing search expression: (“AI” OR “artificial intelligence”) 
AND (“public” OR “citizen”) AND “ethics”. The search 
was followed by backwards reference tracking, examining 
the references of the selected publications based on full-text 
assessment.

2.3 � Stage 3: study selection

The inclusion criteria allowed only empirical, peer-reviewed, 
original full-length studies written in English to explore pub-
lics’ views on the ethical challenges of AI as their main 
outcome. The exclusion criteria disallowed studies focusing 
on media discourses and texts. The titles of 1612 records 
were retrieved. After the removal of duplicates, 1485 records 
were examined. Two authors (HM and SS) independently 
screened all the papers retrieved initially, based on the title 
and abstract, and afterward, based on the full text. This was 
crosschecked and discussed in both phases, and perfect 
agreement was achieved.

The screening process is summarized in Fig. 1. Based on 
title and abstract assessments, 1265 records were excluded 
because they were neither original full-length peer-reviewed 
empirical studies nor focused on the publics’ views on the 
ethical challenges of AI. Of the 220 fully read papers, 54 met 
the inclusion criteria. After backwards reference tracking, 10 
papers were included, and the final review was composed 
of 64 papers.

2.4 � Stage 4: charting the data

A standardized data extraction sheet was initially developed 
by two authors (HM and SS) and completed by two coders 
(SS and LN), including both quantitative and qualitative data 
(Supplemental Table “Data Extraction”). We used MS Excel 
to chart the data from the studies.
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The two coders independently charted the first 10 records, 
with any disagreements or uncertainties in abstractions 
being discussed and resolved by consensus. The forms were 
further refined and finalized upon consensus before complet-
ing the data charting process. Each of the remaining records 
was charted by one coder. Two meetings were held to ensure 
consistency in data charting and to verify accuracy. The first 
author (HM) reviewed the results.

Descriptive data for the characterization of studies 
included information about the authors and publication year, 
the country where the study was developed, study aims, type 
of research (quantitative, qualitative, or other), assessment 
of the publics’ views, and sample. The types of research par-
ticipants recruited as publics were coded into 11 categories: 
developers of AI systems; managers from industry and busi-
ness; representatives of governance bodies; policymakers; 

academics and researchers; students; professional groups; 
general public; local communities; patients/consumers; and 
other (specify).

Data on the main motivations for researching the publics’ 
views on the ethical challenges of AI were also gathered. 
Authors’ accounts of their motivations were synthesized 
into eight categories according to the coding framework pro-
posed by Weingart and colleagues [33] concerning public 
engagement with science and technology-related issues: edu-
cation (to inform and educate the public about AI, improv-
ing public access to scientific knowledge); innovation (to 
promote innovation, the publics are considered to be a valu-
able source of knowledge and are called upon to contribute 
to knowledge production, bridge building and including 
knowledge outside ‘formal’ ethics); legitimation (to promote 
public trust in and acceptance of AI, as well as of policies 

Fig. 1   Flowchart showing the 
search results and screening 
process for the scoping review 
of publics’ views on ethical 
challenges of AI
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supporting AI); inspiration (to inspire and raise interest in 
AI, to secure a STEM-educated labor force); politicization 
(to address past political injustices and historical exclusion);  
democratization (to empower citizens to participate compe-
tently in society and/or to participate in AI); other (specify); 
and not clearly evident.

Based on the content analysis technique [38], ethical 
issues perceived as needing the participation of the pub-
lics were identified through quotations stated in the studies. 
These were then summarized in seven key ethical princi-
ples, according to the proposal outlined by the EC's Eth-
ics Guidelines for Trustworthy AI [39]: human agency and 
oversight; technical robustness and safety; privacy and data 
governance; transparency; diversity, nondiscrimination 
and fairness; societal and environmental well-being; and 
accountability.

2.5 � Stage 5: collating, summarizing, and reporting 
the results

The main characteristics of the 64 studies included can be 
found in Table 1. Studies were grouped by type of research 
and ordered by the year of publication. The findings regard-
ing  the publics  invited to participate are presented in Fig. 2. 
The main motivations for engaging the publics with AI tech-
nologies and the ethical issues perceived as needing the par-
ticipation of the publics are summarized in Tables 2 and 3, 
respectively. The results are presented below in a narrative 
format, with complimentary tables and figures to provide a 
visual representation of key findings.

There are some methodological limitations in this scoping 
review that should be taken into account when interpreting 
the results. The use of only two search engines may preclude 
the inclusion of relevant studies, although supplemented by 
scanning the reference list of eligible studies. An in-depth 
analysis of the topics explored within each of the seven key 
ethical principles outlined by the EC's Ethics Guidelines for 
Trustworthy AI was not conducted. This assessment would 
lead to a detailed understanding of the publics’ views on 
ethical challenges of AI.

3 � Results

3.1 � Study characteristics

Most of the studies were in recent years, with 35 of the 64 
studies being published in 2022 and 2023. Journals were 
listed either on the databases related to Science Citation 
Index Expanded (n = 25) or the Social Science Citation 
Index (n = 23), with fewer journals indexed in the Emerging 
Sources Citation Index (n = 7) and the Arts and Humani-
ties Citation Index (n = 2). Works covered a wide range of 

fields, including health and medicine (services, policy, medi-
cal informatics, medical ethics, public and environmental 
health); education; business, management and public admin-
istration; computer science; information sciences; engineer-
ing; robotics; communication; psychology; political science; 
and transportation. Beyond the general assessment of pub-
lics’ attitudes toward, preferences for, and expectations and 
concerns about AI, the publics’ views on ethical challenges 
of AI technologies have been studied mainly concerning 
healthcare and public services and less frequently regarding 
autonomous vehicles (AV), education, robotic technologies, 
and smart homes. Most of the studies (n = 47) were funded 
by research agencies, with 7 papers reporting conflicts of 
interest.

Quantitative research approaches have assessed the pub-
lics’ views on the ethical challenges of AI mainly through 
online or web-based surveys and experimental platforms, 
relying on Delphi studies, moral judgment studies, hypo-
thetical vignettes, and choice-based/comparative conjoint 
surveys. The 25 qualitative studies collected data mainly by 
semistructured or in-depth interviews. Analysis of publicly 
available material reporting on AI-use cases, focus groups, a 
post hoc self-assessment, World Café, participatory research, 
and practice-based design research were used once or twice. 
Multi or mixed-methods studies relied on surveys with open-
ended and closed questions, frequently combined with focus 
groups, in-depth interviews, literature reviews, expert opin-
ions, examinations of relevant curriculum examples, tests, 
and reflexive writings.

The studies were performed (where stated) in a wide vari-
ety of countries, including the USA and Australia. More 
than half of the studies (n = 38) were conducted in a single 
country. Almost all studies used nonprobability sampling 
techniques. In quantitative studies, sample sizes varied 
from 2.3 M internet users in an online experimental plat-
form study [40] to 20 participants in a Delphi study [41]. In 
qualitative studies, the samples varied from 123 participants 
in 21 focus groups [42] to six expert interviews [43]. In 
multi or mixed-methods studies, samples varied from 2036 
participants [44] to 21 participants [45].

3.2 � Motivations for engaging the publics

The qualitative synthesis of the motivations for research-
ing the publics’ views on the ethical challenges of AI is 
presented in Table 2 and ordered by the number of studies 
referencing them in the scoping review. More than half of 
the studies (n = 37) addressed a single motivation. Innova-
tion (n = 33) and legitimation (n = 29) proved to have the 
highest relevance as motivations for engaging the publics in 
the ethical challenges of AI technologies, as articulated in 
15 studies. Additional motivations are rooted in education 
(n = 13), democratization (n = 11), and inspiration (n = 9). 
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Politicization was mentioned in five studies. Although they 
were not authors’ motivations, few studies were found to 
have educational [46, 47], democratization [48, 49], and 
legitimation or inspirations effects [50].

To consider the publics as a valuable source of knowledge 
that can add real value to innovation processes in both the 
private and public sectors was the most frequent motivation 
mentioned in the literature. The call for public participation 
is rooted in the aspiration to add knowledge outside “for-
mal” ethics at three interrelated levels. First, at a societal 
level, by asking what kind of AI we want as a society based 
on novel experiments on public policy preferences [51] and 
on the study of public perceptions, values, and concerns 
regarding AI design, development, and implementation in 
domains such as health care [46, 52–55], public and social 
services [49, 56–58], AV [59, 60] and journalism [61]. Sec-
ond, at a practical level, the literature provides insights into 
the perceived usefulness of AI applications [62, 63] and 
choices between boosting developers’ voluntary adoption 
of ethical standards or imposing ethical standards via regula-
tion and oversight [64], as well as suggesting specific guid-
ance for the development and use of AI systems [65–67]. 
Finally, at a theoretical level, literature expands the social-
technical perspective [68] and motivated-reasoning theory 
[69].

Legitimation was also a frequent motivation for engag-
ing the publics. It was underpinned by the need for public 
trust in and social licences for implementing AI technolo-
gies. To ensure the long-term social acceptability of AI as 
a trustworthy technology [70, 71] was perceived as essen-
tial to support its use and to justify its implementation. In 
one study [72], the authors developed an AI ethics scale to 

quantify how AI research is accepted in society and which 
area of ethical, legal, and social issues (ELSI) people are 
most concerned with. Public trust in and acceptance of AI 
is claimed by social institutions such as governments, pri-
vate sectors, industry bodies, and the science community, 
behaving in a trustworthy manner, respecting public con-
cerns, aligning with societal values, and involving mem-
bers of the publics in decision-making and public policy 
[46, 48, 73–75], as well as in the responsible design and 
integration of AI technologies [52, 76, 77].

Education, democratization, and inspiration had a more 
modest presence as motivations to explore the publics’ views 
on the ethical challenges of AI. Considering the emergence 
of new roles and tasks related to AI, the literature has pointed 
to the public need to ensure the safe use of AI technologies 
by incorporating ethics and career futures into the education, 
preparation, and training of both middle school and univer-
sity students and the current and future health workforce. 
Improvements in education and guidance for developers and 
older adults were also noticed. The views of the publics on 
what needs to be learned or how this learning may be sup-
ported or assessed were perceived as crucial. In one study 
[78], the authors developed strategies that promote learning 
related to AI through collaborative media production, con-
necting computational thinking to civic issues and creative 
expression. In another study [79], real-world scenarios were 
successfully used as a novel approach to teaching AI eth-
ics. Rhim et al. [76] provided AV moral behavior design 
guidelines for policymakers, developers, and the publics by 
reducing the abstractness of AV morality.

Studies motivated by democratization promoted broader 
public participation in AI, aiming to empower citizens both 

Fig. 2   Publics invited to engage with issues framed as ethical challenges of AI
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Table 2   Motivations for researching publics’ views on ethical challenges of AI

a [40, 46, 48, 49, 51–70, 75, 86, 87, 91, 92, 94, 96, 99, 101]
b [40, 41, 44, 46, 48, 52, 55, 58, 62, 63, 65, 69–77, 80, 82, 87, 88, 93, 95, 96, 100, 101]
c [50, 76, 78, 79, 82, 83, 85, 89, 90, 93, 97, 99, 102]
d [40, 43, 45, 78–83, 88, 96]
e [46, 48, 61, 78, 79, 84, 85, 96, 98]
f [78, 79, 86, 87, 103]

Innovation (33 articles)a: illustrative quotes
 Public engagement presents valuable opportunities to incorporate diverse views and perspectives and to enable critical reflection on organisational practices and/or the 

direction of innovation. (…) Wider public engagement can play a valuable role in contesting framings and opening up discourses around data ethics and responsible AI 
to a wider range of perspectives and considerations. (…) This can add real value to innovation processes in both the private and public sector [70]

 Our analysis can contribute to underline the need to place the concerns, values, and opinions of citizens at the centre of the development and implementation processes 
of AI and robotics systems in health care, as the only way to ensure that these technologies seek to respond to individual and collective well-being and good living 
[54]

 We need to gauge social expectations about how autonomous vehicles should solve moral dilemmas [40]
 This paper complements existing normative guidelines and ethical frameworks by empirically probing stakeholders’ views on ethically relevant issues relating to the use 

of medical AI in a concrete clinical context, namely, stroke medicine [66]
 Understanding the scenarios when users are most willing to adopt driverless cars will assist in early implementation programs among adopting target groups and set-

tings [62]
Legitimation (29 articles)b: illustrative quotes
 Citizens must support the use of such technology to justify their implementation in public services [63]
 Attention to understanding and incorporating the values of older citizens will be important for the acceptance and effectiveness of smart technologies for supporting 

independent and full lives for older citizens [80]
 When people’s skepticism of the discipline and integrity of government, private sectors, and science community remains high and unaddressed, then public distrust of 

AI will not diminish, because the masses would be constantly agitated over potential abuse of it by those social institutions in power [69]
 The study has social implications in terms of ensuring that proper guidelines are developed for using AI technology for citizen services, thereby bridging the ever-

critical trust gap between citizens and city administration [58]
 A top-down design methodology (…) fails to engage users in the design process. This has frequently created significant mismatches between the needs and preferences 

of the users and the products that are developed to fulfill their needs. (…) These mismatches can hinder meaningful adoption and sustained usage, and risk leaving 
priority needs of end-users unmet [82]

Education (13 articles)c: illustrative quotes
 To be ready for new roles and tasks, medical students and physicians will need to understand the (…) ethical and medico-legal issues [102]
 The rapid expansion of artificial intelligence (AI) necessitates promoting AI education at the K-12 level. (…) Students must learn three core domains of AI: technical 

concepts and processes, ethical and societal implications, and career futures in the AI era [83]
 At present, there is no obvious consensus among educators about what needs to be learned or how this learning may be supported or assessed [97]
 There is a need to increase technology literacy of older adults along with aging literacy of technologists [82]
 Regulatory approaches (…) might have limited success without education and guidance for ML developers about the extent of their responsibilities and how to imple-

ment them [85]
Democratization (11 articles)d: illustrative quotes
 We brought together notions of an informed public, rich collaborative discussion in a hospitable space, and collective knowledge made visible. (…) We aimed for diver-

sity but also purposely recruited participants from low socioeconomic backgrounds, since these individuals, in general, have less input into public policy and fewer 
choices than individuals from high socioeconomic groups [80]

 This (…) study (…) aims to broaden participation in AI (…), and to prepare students to investigate and address ethical issues in AI as critical consumers and potential 
future creators of AI technologies [83]

 A user-centered design approach was used to identify older adults’ perspectives regarding AAL and AI technologies and gauge interest in participating in a co-design 
process [82]

 Before we allow our cars to make ethical decisions, we need to have a global conversation to express our preferences to the companies that will design moral algo-
rithms, and to the policymakers that will regulate them [40]

 We (…) explore the ways in which citizens can be supported to participate in AI governance through a digital app. (…) The goal was to estimate whether a digital app 
would be able to contribute to four variables: (1) to inform, (2) to raise public awareness, (3) to rigorously measure citizen attitudes on the issues of AI, and (4) to 
support collective decision-making [45]

Inspiration (9 articles)e: illustrative quotes
 The process of embedding values into ANRs can be addressed only through close collaboration between all those involved in the decision to implement, use, and design 

the technology [61]
 To guide and inspire future empirical and design research on fostering AI literacy among educated citizens of diverse backgrounds [79]
 To promote developers’ moral awareness—the appreciation that there is an ethical aspect to the decisions that they make [85]

Politicization (5 articles)f: illustrative quotes
 To strengthen collective wisdom in promoting STEM engagement, particularly amongst historically marginalized populations [78]
 To serve social equity and sustainable development goals [79]
 To address (…) the region’s [SSA countries] history of human rights abuses… [87]
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Table 3   Ethical issues perceived as needing the participation of the publics

Human agency and oversight (55 articles)a: illustrative quotes
 Attributing the same kind of agency humans have to robots and AI systems is the source of a distorted portrayal of future technical possibilities 

[68]
 Few of these developers, however, described taking action to prevent or mitigate harms, possibly because of lack of knowledge about how to do 

so, or perceiving lack of agency [85]
 While our interviewees saw CP technology as an expert tool (a reliable and competent tool) they did not advocate that these tools should 

replace trusted human experts [55]
 Even though patients intensely value their face-to-face relationships with hospital staff, from their experience of the oversaturation of the 

healthcare system and the lived experience of lack of care resources, robots in healthcare are accepted as a possible solution [54]
 So the technology would have to be sophisticated enough to judge situations properly but people need to have some kind of control over it to 

say, “This is not what I need.” [70]
 They emphasized that AI cannot replace human judgment. (…) Four types of citizen involvement were proposed (…): (1) information, (2) 

consultation, (3) decision-making, and (4) involvement in AI design. (…) In other words, participants expect that citizens play an engaged 
normative role in AI governance [45]

 Community and stakeholder engagement that includes Africans, ideally in relevant countries, were seen as key to minimising risks at several 
stages of the research process, including data access, protocol oversight and dissemination and implementation of findings. (…) When asked 
which specific stakeholders would be critically important to include in stakeholder engagement, over half of participants believed African 
data scientists, African ethicists, representatives from a national Ministry of Health and representatives from African universities were neces-
sary to include. Interestingly, responses were split (roughly in half) on whether African religious leaders and healers, African health workers 
and African patients and families were critically important to include or not important to include in stakeholder engagement. There were 
divergent opinions as to the necessity of representatives from local communities as well [87]

Privacy and data governance (43 articles)b: illustrative quotes
 It was clear that participants were aware of risks relating to data sharing and/or data misuse. The extent to which participants were interested in 

using new services underpinned by Open Banking depended on how confident they felt that they would remain in control of who had access 
to their data. (…) There was concern that while current regulations might limit data sharing or data reuse to purposes which were perceived 
to be acceptable and legitimate, in the future such regulation might change to allow further possibilities which are less acceptable (including 
potential government access of personal data). Moreover, there was concern that data might be used, or reused inappropriately or shared with 
third parties [70]

 Given the number of data breaches and the extensive use of personal data by corporations, it is not surprising that privacy rose to the top three 
in perceived importance [71]

 The term ‘regulation’ (…) appears roughly in two types of instances: mundanely, when it comes to mentioning/boasting that the company 
achieved clearance by a regulatory body; and in order to criticize/complain about the burden of regulation [64]

 Panellists agreed that determining appropriate access to data was an important issue and that governance processes at present were overcom-
plicated and obstructive. (…) Panellists agreed that there are currently no guidelines concerning data ownership, and the international legal 
requirements concerning data sharing are unclear. (…) Moreover, data sharing across international boundaries is problematic and there is no 
consensus on data sharing formats. (…) Preservation of privacy and confidentiality is essential, not only to safeguard patient autonomy but 
also to ensure patient trust [101]

 There must be regulations that mandate data protection such as the right to be forgotten, the
 right to privacy, and seeking unambiguous consent, which is very important, for data collection. So explicit consent should be obtained from 

citizens for each AI solution before using their data [58]
Diversity, non-discrimination and fairness (39 articles)c: illustrative quotes
 There are several ways through which we may introduce bias, which means that decisions might penalize or reward one group over another. 

(…) These classes could be based on ethnicity, culture, physical disability, or socioeconomic status. (…) It is possible that sample or training 
data collected for AI solution only considers data from certain classes and does not represent the entire population (…). Also, it should not 
propagate a wrong message, which negatively impacts the peace and harmony within the society. (…) Using AI algorithms that are developed 
in some other countries with different social norms could act as a deterrent for citizens who are used to the local social norms and moral 
values [58]

 The participants were concerned about potential biases in the design and the use of AI, which could lead to increased social inequality. For 
instance, they referred to the risks that AI exacerbates unequal access to health care, contributes to the discrimination of subpopulations, and 
enhances social inequalities as well as economic equity issues. Some participants underlined the digital divide (disparity in access to tech-
nologies) and the issues of fairness and diversity of data. (…) One member of the panel mentioned the necessity of collecting data on more 
vulnerable populations to make sound decisions regarding population health [45]

 Discriminatory bias substantially impacts prohibition preferences in Germany (…) and Chile
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Table 3   (continued)

 (…), but less so in China (…) or India (…) [51]
 Panellists agreed the following important issues affect public trust: (…) the fear of AI reinforcing biases in datasets. (…) They highlighted 

issues surrounding inequality of power and differing motives between hospitals and commercial companies [101]
 Open-ended responses (…) reflected issues of re-identification, stigma, discrimination against individuals, families or geographically defined 

and/or socially defined groups (…). Another theme that emerged was concern about data on Africans being used by non-African researchers 
[87]

Societal and environmental well-being (39 articles)d: illustrative quotes
 I believe that AI will lead to (…) unemployment; loss of control to machines; increased data collection and mass surveillance; more jobs; 

longer lives; more quality of life; peace and political stability. I believe that AI will cause unintentional harm to humans [73]
 Some also considered that overreliance may lead to a loss of expertise and competences in future generations of clinicians and, consequently, 

dependence [66]
 Many of the participants demonstrated cautious and conditional acceptance of smart technologies, while identifying concerns about social 

isolation (…). The principles of beneficence and non-maleficence obligate those providing care (here, arguably, including technology devel-
opers) to support the wellbeing of others (…). Other themes related to concerns about the impact of smart technologies on social norms and 
how we related to each other in community [80]

 Indeed, they made references to the ecological burden and greenhouse gas emissions because of the power demand for overarchiving and 
electronic medical devices. (…) Another societal issue raised by some respondents is related to the transformation of the health sector. Par-
ticipants mentioned the risk that the introduction of AI could affect the “access to healthcare and caregivers.” Another response highlighted 
the participation of such technologies in the “commercialization of healthcare.” From the perspective of HCPs, respondents noted that “AI 
encourages the bureaucratization of work” and that the technology will contribute to the “transformation of healthcare professions.” [45]

Technical robustness and safety (38 articles)e: illustrative quotes
 The primary care informatics community needs to be proactive and to guide the ethical and rigorous development of AI applications so that 

they will be safe and effective [41]
 Safety was the main concern for participants in all of the four moral dilemma vignettes [76]
 We need to be reassured that AI tools are subject to stringent reliability and quality assurance checks [55]
 Panellists agreed that institutions are not equipped and under resourced to perform appropriate cybersecurity [101]
 The poorer the performance of the AI, and the less mature the systems, the more harmful this could be to patients. However even for high-per-

forming AI it remained a problem: we tend to believe machines more than we would humans and we tend to follow their advice even if it is 
wrong, so that’s a tendency that humans have, and so even if a model is 99% accurate, how are you going to deal with the 1% of cases where 
it’s not going to perform? [67]

Transparency (35 articles)f: illustrative quotes
 The process of data collection (…) should be transparent. This will build more trust in the system if citizens know that their representation is 

properly done in the training dataset [58]
 While highly educated, most participants lacked understanding of the granularity of data that can be captured with pervasive sensing technol-

ogy and the associated analytics used by digital platforms to identify patterns. The mystery of AI, including what it is and how it works, 
contributed to fears of data loss or being harmed from decisions made from their personal data [82]

 Machine learning, an essential part of modern AI, has been criticized widely in the media for its “black box” approach to solutions, which may 
have contributed to concerns about transparency. Further, transparency is closely associated with accountability because most users are will-
ing to share some data if corporations are more transparent of potential risks and rewards [71]

 We find that citizens experience transparency as burdensome; experts hope transparency ensures acceptance, while citizens are mostly indiffer-
ent to AI; and with absent means of control, citizens question transparency’s relevance. The tensions we identify suggest transparency cannot 
be reduced to a product feature, but should be seen as a mediator of debate between experts and citizens. (…) We can also see that not only 
decisions, but motivations for them must be made transparent [98]

Accountability (31 articles)g: illustrative quotes
 Some participants indicated media as a key mechanism for accountability. Some participants indicated skepticism that institutions and compa-

nies could be held accountable [93]
 The potential psychological impact of AI is shown (…) when young people begin to question whether they may be the problem or cause for 

not getting the results they expect or want. (…) Donald makes the critical move to hold accountable the companies and designers who fail to 
factor the full range of human experiences into the technology they create, developing systems that reflect and reify inequalities [78]

 Thus, if AI tools become crucial in medical decisions, physicians stated that they were not prepared (would not agree?) to be held criminally 
responsible if a medical error was made by an AI tool. (…) Paradoxically, they [healthcare industrial partners] said that the question concern-
ing responsibility in case of injury was not yet relevant. (…) In addition, those in industry were quite clear about their not being ready to be 
held responsible for their AI tools if such a tool induced harm to a patient because of an unpredictable evolution of the tool due to a “black 
box” phenomenon. (…) Members of regulatory agencies are beginning to take an interest in the subject but appear to be currently over-
whelmed [53]
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to express their understandings, apprehensions, and concerns 
about AI [43, 78, 80, 81] and to address ethical issues in 
AI as critical consumers, (potential future) developers of 
AI technologies or would-be participants in codesign pro-
cesses [40, 43, 45, 78, 82, 83]. Understanding the publics’ 
views on the ethical challenges of AI is expected to influence 
companies and policymakers [40]. In one study [45], the 
authors explored how a digital app might support citizens’ 
engagement in AI governance by informing them, raising 
public awareness, measuring publics’ attitudes and support-
ing collective decision-making.

Inspiration revolved around three main motivations: to 
raise public interest in AI [46, 48]; to guide future empirical 
and design studies [79]; and to promote developers’ moral 
awareness through close collaboration between all those 
involved in the implementation, use, and design of AI tech-
nologies [46, 61, 78, 84, 85].

Politicization was the less frequent motivation reported in 
the literature for engaging the publics. Recognizing the need 
for mitigation of social biases [86], public participation to 
address historically marginalized populations [78, 87], and 
promoting social equity [79] were the highlighted motives.

3.3 � The invited publics

Study participants were mostly the general public and pro-
fessional groups, followed by developers of AI systems, 
managers from industry and business, students, academ-
ics and researchers, patients/consumers, and policymakers 
(Fig. 2). The views of local communities and representatives 
of governance bodies were rarely assessed.

Representative samples of the general public were used 
in five papers related to studies conducted in the USA [88], 
Denmark [73], Germany [48], and Austria [49, 63]. The 
remaining random or purposive samples from the general 

public comprised mainly adults and current and potential 
users of AI products and services, with few studies involving 
informal caregivers or family members of patients (n = 3), 
older people (n = 2), and university staff (n = 2).

Samples of professional groups included mainly health-
care professionals (19 out of 24 studies). Educators, law 
enforcement, media practitioners, and GLAM professionals 
(galleries, libraries, archives, and museums) were invited 
once.

3.4 � Ethical issues

The ethical issues concerning AI technologies perceived 
as needing the participation of the publics are depicted in 
Table 3. They were mapped by measuring the number of 
studies referencing them in the scoping review. Human 
agency and oversight (n = 55) was the most frequent ethical 
aspect that was studied in the literature, followed by those 
centered on privacy and data governance (n = 43). Diver-
sity, nondiscrimination and fairness (n = 39), societal and 
environmental well-being (n = 39), technical robustness and 
safety (n = 38), transparency (n = 35), and accountability 
(n = 31) were less frequently discussed.

The concerns regarding human agency and oversight were 
the replacement of human beings by AI technologies and 
deskilling [47, 55, 67, 74, 75, 89, 90]; the loss of autonomy, 
critical thinking, and innovative capacities [50, 58, 61, 77, 
78, 83, 85, 90]; the erosion of human judgment and over-
sight [41, 70, 91]; and the potential for (over)dependence 
on technology and “oversimplified” decisions [90] due to 
the lack of publics’ expertise in judging and controlling 
AI technologies [68]. Beyond these ethical challenges, the 
following contributions of AI systems to empower human 
beings were noted: more fruitful and empathetic social rela-
tionships [47, 68, 90]; enhancing human capabilities and 

Table 3   (continued)

 It is currently unclear who holds responsibility for data integrity under law. (…) Panellists agreed that there is a lack of regulation concerning 
litigation and liability, both for failing digital surgical systems and for surgeons who elect to not follow systems such as AI decision support 
tools. Additionally, if a surgeon were to follow AI decision support, which resulted in a negative outcome, it is unclear how liability would be 
adjudicated [101]

 As with other IT systems, someone must take responsibility for the end-to-end AI process deployed for a specific purpose. This also means 
setting up clear boundaries for the AI based application from conceptualization to deployment. The data collection process and how the algo-
rithms are selected before moving the system into production deployment should be supervised. A monitoring mechanism is required so that 
no bias enters, and the models continue to work as intended. Hence, someone should be responsible for AI processes, policies, and protocols. 
Somebody must be responsible for determining if the output and performance are as per the given framework [58]

a [40–48, 50, 53–62, 64–68, 70, 71, 73–78, 80–87, 89–101, 103]
b [41–48, 50–53, 55–58, 60–66, 70–72, 78–82, 85–87, 90, 91, 93–97, 101, 102]
c [40, 41, 43, 45, 47, 48, 50–52, 55–61, 64–67, 71–73, 78–83, 85–87, 90, 93, 94, 96–98, 101]
d [41, 42, 44–47, 49–53, 55–57, 59, 60, 62, 65, 66, 68, 70–76, 80, 81, 83, 85, 87, 89, 90, 94, 96, 97, 99, 100]
e [41, 44, 45, 47, 48, 50–52, 55–58, 60, 62, 64–67, 70, 71, 73, 76, 79–81, 83–90, 93, 94, 96, 99, 101]
f [41, 43, 45, 46, 48, 51, 53, 55–58, 61, 64–66, 69, 71–73, 78, 79, 81, 82, 84, 87, 92–98, 101–103]
g [41, 45, 48, 52, 53, 55–58, 60, 61, 65, 66, 68, 71, 76–79, 81, 85–89, 91, 93, 94, 96, 101, 103]
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quality of life [68, 70, 74, 83, 92]; improving efficiency and 
productivity at work [50, 53, 62, 65, 83] by reducing errors 
[77], relieving the burden of professionals and/or increas-
ing accuracy in decisions [47, 55, 90]; and facilitating and 
expanding access to safe and fair healthcare [42, 53, 54] 
through earlier diagnosis, increased screening and monitor-
ing, and personalized prescriptions [47, 90]. To foster human 
rights, allowing people to make informed decisions, the last 
say was up to the person themselves [42, 43, 46, 55, 64, 67, 
73, 76]. People should determine where and when to use 
automated functions and which functions to use [44, 54], 
developing “job sharing” arrangements with machines and 
humans complementing and enriching each other [56, 65, 
90]. The literature highlights the need to build AI systems 
that are under human control [48, 70] whether to confirm 
or to correct the AI system’s outputs and recommendations 
[66, 90]. Proper oversight mechanisms were seen as cru-
cial to ensure accuracy and completeness, with divergent 
views about who should be involved in public participation 
approaches [86, 87].

Data sharing and/or data misuse were considered the 
major roadblocks regarding privacy and data governance, 
with some studies pointing out distrust of participants 
related to commercial interests in health data [55, 90, 93–95] 
and concerns regarding risks of information getting into the 
hands of hackers, banks, employers, insurance companies, 
or governments [66]. As data are the backbone of AI, secure 
methods of data storage and protection are understood as 
needing to be provided from the input to the output data. 
Recognizing that in contemporary societies, people are 
aware of the consequences of smartphone use resulting in 
the minimization of privacy concerns [93], some studies 
have focused on the impacts of data breaches and loss of 
privacy and confidentiality [43, 45, 46, 60, 62, 80] in relation 
to health-sensitive personal data [46, 93], potentially affect-
ing more vulnerable populations, such as senior citizens and 
mentally ill patients [82, 90] as well as those at young ages 
[50], and when journalistic organizations collect user data 
to provide personalized news suggestions [61]. The need to 
find a balance between widening access to data and ensur-
ing confidentiality and respect for privacy [53] was often 
expressed in three interrelated terms: first, the ability of data 
subjects to be fully informed about how data will be used 
and given the option of providing informed consent [46, 58, 
78] and controlling personal information about oneself [57]; 
second, the need for regulation [52, 65, 87], with one study 
reporting that AI developers complain about the complex-
ity, slowness, and obstacles created by regulation [64]; and 
last, the testing and certification of AI-enabled products and 
services [71]. The study by De Graaf et al. [91] discussed 
the robots’ right to store and process the data they collect, 
while Jenkins and Draper [42] explored less intrusive ways 

in which the robot could use information to report back to 
carers about the patient’s adherence to healthcare.

Studies discussing diversity, nondiscrimination, and fair-
ness have pointed to the development of AI systems that 
reflect and reify social inequalities [45, 78] through non-
representative datasets [55, 58, 96, 97] and algorithmic bias 
[41, 45, 85, 98] that might benefit some more than others. 
This could have multiple negative consequences for differ-
ent groups based on ethnicity, disease, physical disability, 
age, gender, culture, or socioeconomic status [43, 55, 58, 78, 
82, 87], from the dissemination of hate speech [79] to the 
exacerbation of discrimination, which negatively impacts 
peace and harmony within society [58]. As there were cross-
country differences and issue variations in the publics’ views 
of discriminatory bias [51, 72, 73], fostering diversity, inclu-
siveness, and cultural plurality [61] was perceived as crucial 
to ensure the transferability/effectiveness of AI systems in 
all social groups [60, 94]. Diversity, nondiscrimination, and 
fairness were also discussed as a means to help reduce health 
inequalities [41, 67, 90], to compensate for human precon-
ceptions about certain individuals [66], and to promote equi-
table distribution of benefits and burdens [57, 71, 80, 93], 
namely, supporting access by all to the same updated and 
high-quality AI systems [50]. In one study [83], students 
provided constructive solutions to build an unbiased AI sys-
tem, such as using a dataset that includes a diverse dataset 
engaging people of different ages, genders, ethnicities, and 
cultures. In another study [86], participants recommended 
diverse approaches to mitigate algorithmic bias, from open 
disclosure of limitations to consumer and patient engage-
ment, representation of marginalized groups, incorporation 
of equity considerations into sampling methods and legal 
recourse, and identification of a wide range of stakeholders 
who may be responsible for addressing AI bias: developers, 
healthcare workers, manufacturers and vendors, policymak-
ers and regulators, AI researchers and consumers.

Impacts on employment and social relationships were 
considered two major ethical challenges regarding societal 
and environmental well-being. The literature has discussed 
tensions between job creation [51] and job displacement 
[42, 90], efficiency [90], and deskilling [57]. The concerns 
regarding future social relationships were the loss of empa-
thy, humanity, and/or sensitivity [52, 66, 90, 99]; isolation 
and fewer social connections [42, 47, 90]; laziness [50, 83]; 
anxious counterreactions [83, 99]; communication problems 
[90]; technology dependence [60]; plagiarism and cheating 
in education [50]; and becoming too emotionally attached to 
a robot [65]. To overcome social unawareness [56] and lack 
of acceptance [65] due to financial costs [56, 90], ecologi-
cal burden [45], fear of the unknown [65, 83] and/or moral 
issues [44, 59, 100], AI systems need to provide public 
benefit sharing [55], consider discrepancies between public 
discourse about AI and the utility of the tools in real-world 
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settings and practices [53], conform to the best standards of 
sustainability and address climate change and environmen-
tal justice [60, 71]. Successful strategies in promoting the 
acceptability of robots across contexts included an approach-
able and friendly looking as possible, but not too human-like 
[49, 65], and working with, rather than in competition, with 
humans [42].

The publics were invited to participate in the following 
ethical issues related to technical robustness and safety: 
usability, reliability, liability, and quality assurance checks 
of AI tools [44, 45, 55, 62, 99]; validity of big data analytic 
tools [87]; the degree to which an AI system can perform 
tasks without errors or mistakes [50, 57, 66, 84, 90, 93]; and 
needed resources to perform appropriate (cyber)security [62, 
101]. Other studies approached the need to consider both 
material and normative concerns of AI applications [51], 
namely, assuring that AI systems are developed responsi-
bly with proper consideration of risks [71] and sufficient 
proof of benefits [96]. One study [64] highlighted that AI 
developers tend to be reluctant to recognize safety issues, 
bias, errors, and failures, and when they do so, they do so in 
a selective manner and in their terms by adopting positive-
sounding professional jargon as AI robustness.

Some studies recognized the need for greater transpar-
ency that reduces the mystery and opaqueness of AI systems 
[71, 82, 101] and opens its “black box” [64, 71, 98]. Clear 
insights about “what AI is/is not” and “how AI technology 
works” (definition, applications, implications, consequences, 
risks, limitations, weaknesses, threats, rewards, strengths, 
opportunities) were considered as needed to debunk the 
myth about AI as an independent entity [53] and for provid-
ing sufficient information and understandable explanations 
of “what’s happening” to society and individuals [43, 48, 
72, 73, 78, 102]. Other studies considered that people, when 
using AI tools, should be made fully aware that these AI 
devices are capturing and using their data [46] and how data 
are collected [58] and used [41, 46, 93]. Other transparency 
issues reported in the literature included the need for more 
information about the composition of data training sets [55], 
how algorithms work [51, 55, 84, 94, 97], how AI makes 
a decision [57] and the motivations for that decision [98]. 
Transparency requirements were also addressed as needing 
the involvement of multiple stakeholders: one study reported 
that transparency requirements should be seen as a media-
tor of debate between experts, citizens, communities, and 
stakeholders [87] and cannot be reduced to a product fea-
ture, avoiding experiences where people feel overwhelmed 
by explanations [98] or “too much information” [66].

Accountability was perceived by the publics as an impor-
tant ethical issue [48], while developers expressed mixed 
attitudes, from moral disengagement to a sense of respon-
sibility and moral conflict and uncertainty [85]. The litera-
ture has revealed public skepticism regarding accountability 

mechanisms [93] and criticism about the shift of responsi-
bility away from tech industries that develop and own AI 
technologies [53, 68], as it opens space for users to assume 
their own individual responsibility [78]. This was the case 
in studies that explored accountability concerns regarding 
the assignment of fault and responsibility for car accidents 
using self-driving technology [60, 76, 77, 88]. Other stud-
ies considered that more attention is needed to scrutinize 
each application across the AI life cycle [41, 71, 94], to 
explainability of AI algorithms that provide to the publics 
the cause of AI outcomes [58], and to regulations that assign 
clear responsibility concerning litigation and liability [52, 
89, 101, 103].

4 � Discussion

Within the realm of research studies encompassed in the 
scoping review, the contemporary impetus for engaging the 
publics in ethical considerations related to AI predominantly 
revolves around two key motivations: innovation and legiti-
mation. This might be explained by the current emphasis on 
responsible innovation, which values the publics’ participa-
tion in knowledge and innovation-making [29] within a pri-
oritization of the instrumental role of science for innovation 
and economic return [33]. Considering the publics as a valu-
able source of knowledge that should be called upon to con-
tribute to knowledge innovation production is underpinned 
by the desire for legitimacy, specifically centered around 
securing the publics’ endorsement of scientific and techno-
logical advancements [33, 104]. Approaching the publics’ 
views on the ethical challenges of AI can also be used as a 
form of risk prevention to reduce conflict and close vital 
debates in contention areas [5, 34, 105].

A second aspect that stood out in this finding is a shift in 
the motivations frequently reported as central for engaging 
the publics with AI technologies. Previous studies analysing 
AI national policies and international guidelines addressing 
AI governance [3–5] and a study analysing science com-
munication journals [33] highlighted education, inspiration 
and democratization as the most prominent motivations. Our 
scoping review did not yield similar findings, which might 
signal a departure, in science policy related to public par-
ticipation, from the past emphasis on education associated 
with the deficit model of public understanding of science 
and democratization of the model of public engagement with 
science [106, 107].

The underlying motives for the publics’ engagement raise 
the question of the kinds of publics it addresses, i.e., who are 
the publics that are supposed to be recruited as research par-
ticipants [32]. Our findings show a prevalence of the general 
public followed by professional groups and developers of AI 
systems. The wider presence of the general public indicates 
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not only what Hagendijk and Irwin [32, p. 167] describe as 
a fashionable tendency in policy circles since the late 1990s, 
and especially in Europe, focused on engaging 'the public' in 
scientific and technological change but also the avoidance of 
the issues of democratic representation [12, 18]. Addition-
ally, the unspecificity of the “public” does not stipulate any 
particular action [24] that allows for securing legitimacy for 
and protecting the interests of a wide range of stakeholders 
[19, 108] while bringing the risk of silencing the voices of 
the very publics with whom engagement is sought [33]. The 
focus on approaching the publics’ views on the ethical chal-
lenges of AI through the general public also demonstrates 
how seeking to “lay” people’s opinions may be driven by a 
desire to promote public trust and acceptance of AI devel-
opments, showing how science negotiates challenges and 
reinstates its authority [109].

While this strategy is based on nonscientific audiences 
or individuals who are not associated with any scientific 
discipline or area of inquiry as part of their professional 
activities, the converse strategy—i.e., involving profes-
sional groups and AI developers—is also noticeable in our 
findings. This suggests that technocratic expert-dominated 
approaches coexist with a call for more inclusive multistake-
holder approaches [3]. This coexistence is reinforced by the 
normative principles of the “responsible innovation” frame-
work, in particular the prescription that innovation should 
include the publics as well as traditionally defined stakehold-
ers [3, 110], whose input has become so commonplace that 
seeking the input of laypeople on emerging technologies 
is sometimes described as a “standard procedure” [111, p. 
153].

In the body of literature included in the scoping review, 
human agency and oversight emerged as the predomi-
nant ethical dimension under investigation. This finding 
underscores the pervasive significance attributed to human 
centricity, which is progressively integrated into public 
discourses concerning AI, innovation initiatives, and mar-
ket-driven endeavours [15, 112]. In our perspective, the 
importance given to human-centric AI is emblematic of the 
“techno-regulatory imaginary” suggested by Rommetveit 
and van Dijk [35] in their study about privacy engineering 
applied in the European Union’s General Data Protection 
Regulation. This term encapsulates the evolving collective 
vision and conceptualization of the role of technology in 
regulatory and oversight contexts. At least two aspects stand 
out in the techno-regulatory imaginary, as they are meant to 
embed technoscience in societally acceptable ways. First, it 
reinstates pivotal demarcations between humans and non-
humans while concurrently producing intensified blurring 
between these two realms. Second, the potential resolutions 
offered relate to embedding fundamental rights within the 
structural underpinnings of technological architectures [35].

Following human agency and oversight, the most frequent 
ethical issue discussed in the studies contained in our scop-
ing review was privacy and data governance. Our findings 
evidence additional central aspects of the “techno-regulatory 
imaginary” in the sense that instead of the traditional regula-
tory sites, modes of protecting privacy and data are increas-
ingly located within more privatized and business-oriented 
institutions [6, 35] and crafted according to a human-centric 
view of rights. The focus on secure ways of data storage 
and protection as in need to be provided from the input to 
the output data, the testing and certification of AI-enabled 
products and services, the risks of data breaches, and calls 
for finding a balance between widening access to data and 
ensuring confidentiality and respect for privacy, exhibited by 
many studies in this scoping review, portray an increasing 
framing of privacy and data protection within technological 
and standardization sites. This tendency shows how forms 
of expertise for privacy and data protection are shifting away 
from traditional regulatory and legal professionals towards 
privacy engineers and risk assessors in information secu-
rity and software development. Another salient element to 
highlight pertains to the distribution of responsibility for 
privacy and data governance [6, 113] within the realm of AI 
development through engagement with external stakehold-
ers, including users, governmental bodies, and regulatory 
authorities. It extends from an emphasis on issues derived 
from data sharing and data misuse to facilitating individuals 
to exercise control over their data and privacy preferences 
and to advocating for regulatory frameworks that do not 
impede the pace of innovation. This distribution of respon-
sibility shared among the contributions and expectations of 
different actors is usually convoked when the operationaliza-
tion of ethics principles conflicts with AI deployment [6]. In 
this sense, privacy and data governance are reconstituted as 
a “normative transversal” [113, p. 20], both of which work 
to stabilize or close controversies, while their operation-
alization does not modify any underlying operations in AI 
development.

Diversity, nondiscrimination and fairness, societal and 
environmental well-being, technical robustness and safety, 
transparency, and accountability were the ethical issues less 
frequently discussed in the studies included in this scoping 
review. In contrast, ethical issues of technical robustness and 
safety, transparency, and accountability “are those for which 
technical fixes can be or have already been developed” and 
“implemented in terms of technical solutions” [12, p. 103]. 
The recognition of issues related to technical robustness and 
safety expresses explicit admissions of expert ignorance, 
error, or lack of control, which opens space for politics of 
“optimization of algorithms” [114, p. 17] while reinforcing 
“strategic ignorance” [114, p. 89]. In the words of the soci-
ologist Linsey McGoey, strategic ignorance refers to “any 
actions which mobilize, manufacture or exploit unknowns 
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in a wider environment to avoid liability for earlier actions” 
[115, p. 3].

According to the analysis of Jobin et al. [11] of the global 
landscape of existing ethics guidelines for AI, transparency 
comprising efforts to increase explainability, interpretability, 
or other acts of communication and disclosure is the most 
prevalent principle in the current literature. Transparency 
gains high relevance in ethics guidelines because this princi-
ple has become a pro-ethical condition “enabling or impair-
ing other ethical practices or principles” [Turilli and Floridi 
2009, [11], p. 14]. Our findings highlight transparency as 
a crucial ethical concern for explainability and disclosure. 
However, as emphasized by Ananny and Crawford [116, p. 
973], there are serious limitations to the transparency ideal 
in making black boxes visible (i.e., disclosing and explaining 
algorithms), since “being able to see a system is sometimes 
equated with being able to know how it works and governs 
it—a pattern that recurs in recent work about transparency 
and computational systems”. The emphasis on transparency 
mirrors Aradau and Blanke’s [114] observation that Big 
Tech firms are creating their version of transparency. They 
are prompting discussions about their data usage, whether 
it is for “explaining algorithms” or addressing bias and dis-
crimination openly.

The framing of ethical issues related to accountability, 
as elucidated by the studies within this scoping review, 
manifests as a commitment to ethical conduct and the trans-
parent allocation of responsibility and legal obligations in 
instances where the publics encounters algorithmic deficien-
cies, glitches, or other imperfections. Within this framework, 
accountability becomes intricately intertwined with the 
notion of distributed responsibility, as expounded upon in 
our examination of how the literature addresses challenges 
in privacy and data governance. Simultaneously, it converges 
with our discussion on optimizing algorithms concerning 
ethical concerns on technical robustness and safety by which 
AI systems are portrayed as fallible yet eternally evolving 
towards optimization. As astutely observed by Aradau and 
Blanke [114, p. 171], “forms of accountability through error 
enact algorithmic systems as fallible but ultimately correct-
able and therefore always desirable. Errors become tempo-
rary malfunctions, while the future of algorithms is that of 
indefinite optimization”.

5 � Conclusion

This scoping review of how publics' views on ethical 
challenges of AI are framed, articulated, and concretely 
operationalized in the research sector shows that ethical 
issues and publics formation are closely entangled with 
symbolic and social orders, including political and eco-
nomic agendas and visions. While Steinhoff [6] highlights 

the subordinated nature of AI ethics within an innovation 
network, drawing on insights from diverse sources beyond 
Big Tech, we assert that this network is dynamically evolv-
ing towards greater hybridity and boundary fusion. In this 
regard, we extend Steinhoff's argument by emphasizing 
the imperative for a more nuanced understanding of how 
this network operates within diverse contexts. Specifically, 
within the research sector, it operates through a conver-
gence of boundaries, engaging human and nonhuman 
entities and various disciplines and stakeholders. Concur-
rently, the advocacy for diversity and inclusivity, along 
with the acknowledgement of errors and flaws, serves to 
bolster technical expertise and reaffirm the establishment 
of order and legitimacy in alignment with the institutional 
norms underpinning responsible research practices.

Our analysis underscores the growing importance of 
involving the publics in AI knowledge creation and inno-
vation, both to secure public endorsement and as a tool for 
risk prevention and conflict mitigation. We observe two 
distinct approaches: one engaging nonscientific audiences 
and the other involving professional groups and AI devel-
opers, emphasizing the need for inclusivity while safe-
guarding expert knowledge. Human-centred approaches 
are gaining prominence, emphasizing the distinction and 
blending of human and nonhuman entities and embedding 
fundamental rights in technological systems. Privacy and 
data governance emerge as the second most prevalent 
ethical concern, shifting expertise away from traditional 
regulatory experts to privacy engineers and risk assessors. 
The distribution of responsibility for privacy and data gov-
ernance is a recurring theme, especially in cases of ethical 
conflicts with AI deployment. However, there is a notable 
imbalance in attention, with less focus on diversity, non-
discrimination, fairness, societal, and environmental well-
being, compared to human-centric AI, privacy, and data 
governance being managed through technical fixes. Last, 
acknowledging technical robustness and safety, transpar-
ency, and accountability as foundational ethics principles 
reveals an openness to expert limitations, allowing room 
for the politics of algorithm optimization, framing AI sys-
tems as correctable and perpetually evolving.
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