
Vol.:(0123456789)1 3

AI and Ethics (2024) 4:463–471 
https://doi.org/10.1007/s43681-023-00283-8

ORIGINAL RESEARCH

Designing robots that do no harm: understanding the challenges 
of Ethics for Robots

Brian Hutler1  · Travis N. Rieder2  · Debra J. H. Mathews2,3  · David A. Handelman4  · Ariel M. Greenberg4 

Received: 24 February 2023 / Accepted: 28 March 2023 / Published online: 17 April 2023 
© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2023

Abstract
This article describes key challenges in creating an ethics “for” robots. Robot ethics is not only a matter of the effects caused 
by robotic systems or the uses to which they may be put, but also the ethical rules and principles that these systems ought to 
follow—what we call “Ethics for Robots.” We suggest that the Principle of Nonmaleficence, or “do no harm,” is one of the 
basic elements of an ethics for robots—especially robots that will be used in a healthcare setting. We argue, however, that 
the implementation of even this basic principle will raise significant challenges for robot designers. In addition to techni-
cal challenges, such as ensuring that robots are able to detect salient harms and dangers in the environment, designers will 
need to determine an appropriate sphere of responsibility for robots and to specify which of various types of harms must 
be avoided or prevented. These challenges are amplified by the fact that the robots we are currently able to design possess 
a form of semi-autonomy that differs from other more familiar semi-autonomous agents such as animals or young children. 
In short, robot designers must identify and overcome the key challenges of an ethics for robots before they may ethically 
utilize robots in practice.
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1 Introduction

Robots and other artificial intelligence (AI) systems already 
occupy a significant role in our lives, with more applica-
tions on the horizon. Autonomous vehicles are on the 
roads, autonomous weapons systems have been deployed 
in combat, and learning algorithms are used to evaluate 
job applicants and to diagnose diseases [1]. The prevalence 
of robots and AI is likely to increase in the aftermath of 
the COVID-19 pandemic, as corporations and universities 
have developed AI systems to fight the pandemic, including 

supercomputers that are able to predict a pathogen’s evolu-
tion [2], and robots that can disinfect hospitals [3]. Concerns 
about future infectious disease outbreaks may also prompt an 
increased use of automation in a variety of workplaces, such 
as agriculture, manufacturing, food service, and healthcare 
[4].

Our increased utilization of and reliance upon robots 
and AI raises numerous ethical, legal, social, and political 
challenges. This paper focuses on issues related to robots, 
especially (but not exclusively) those that are or could be 
used in healthcare settings, understood broadly to include 
robots designed to perform surgery, eldercare, childcare, 
emergency medical services, and search and rescue. We 
loosely define “robots” to be autonomous or semi-auton-
omous computer systems that have some ability to move 
around and to gather information from their environment, 
and to communicate with humans using verbal communica-
tion [5]. We will define “autonomy” in this context to be the 
ability to carry out tasks and achieve goals to some degree or 
in certain respects in novel contexts or environments, with-
out complete external oversight or control [6]. “Autonomy” 
in this sense differs from “automation,” which is the abil-
ity to perform a pre-specified task in a stable environment 
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without oversight or control. Autonomy can be described as 
the ability to “make decisions,” in the sense of the ability 
to plan courses of action and set proximate goals. Although 
mental and cognitive concepts like “plan” and “decision” 
are useful in describing autonomy, we are agnostic about 
whether autonomy requires “artificial agency,” where agency 
is defined in terms of “intentional mental states” [7].

The use of autonomous robots promises potential benefits 
in the healthcare context. Autonomous surgical robots, for 
example, may be able to complete complex tasks less inva-
sively and more efficiently than human surgeons working 
alone [8]. Likewise, elder care robots designed to function 
as home health aides can monitor vital signs, look for indi-
cations of problems, and serve an alert function, as well as 
provide direct assistance with, say, movement or medication 
reminders [9].

These potential uses of autonomous robots prompt a 
range of moral and ethical questions. The ethical questions 
about how humans ought to develop and use robots can be 
described as the Ethics of Robots [10]. These questions, 
while often extremely challenging, are similar to those that 
arise for other new technologies, in the sense that the target 
or object of our needed ethical guidelines are the human 
beings (and their institutions) that plan to use these new 
technologies. Associated with the Ethics of Robots, how-
ever, is a distinct set of ethical questions regarding the rules 
or principles that ought to guide or govern robots in their 
own decision-making and behavior when they operate auton-
omously, that is, when there is not a human providing over-
sight or feedback “in the loop” or “on the loop.” We describe 
this other set of questions as the Ethics for Robots—i.e., 
what rules, principles, or guidelines we should program, 
teach, or otherwise instill into a robot’s programming so that 
they make “ethical” decisions and engage in “ethical” behav-
iors. Isaac Asimov’s widely cited “Three Laws of Robotics” 
are an example of an Ethics for Robots, and they illustrate 
the distinctive character of these ethical questions [11]. Con-
temporary theorists such as Susan Leigh and Michael Ander-
son have also done much to identify what is distinctive about 
Ethics for Robots, and to propose approaches for arriving at 
appropriate ethical principles [12].

The questions raised by Ethics for Robots differ from the 
ethics questions raised by, e.g., the development of nuclear 
weapons or gene editing techniques, because the target or 
object of the needed ethical guidelines is not solely for 
humans or their institutions, but also for the robots them-
selves. We need to develop these ethical guidelines even 
if robots are not now or in the near future moral agents 
analogous to adult human beings. There are many pressing 
questions about Ethics for Robots that are relevant given our 
current level of technological sophistication and the robots 
that are currently in production and in use. Engineers and 
theorists must take seriously the distinctive challenges raised 

by creating an ethics that is tailored to an entirely new kind 
of entity.

This paper argues that Ethics for Robots is not simply 
a matter of programming human morality into robots. The 
structure and content of human morality must be rethought 
and retheorized in order to cohere with the roles, functions, 
and abilities of currently available robots and those we 
are likely to produce in the near future. That is, we need 
to develop and tailor an ethics that is appropriate specifi-
cally for the robots that are being built in real life—not for 
fictional robots that possess capabilities such as general 
intelligence that are comparable to the full moral agency 
possessed by adult human beings [13]. In short, the norma-
tive content of an Ethics for Robots must be grounded in the 
actual abilities and limitations of the robots we currently (or 
will soon) create, while also accounting for the constraints 
of engineering and programming.

This paper aims to identify challenges that designers and 
programmers face in creating and implementing an Ethics 
for Robots that go beyond just the challenges of determin-
ing the appropriate ethical content or ethically theory. To 
illustrate these challenges, we will work from an uncon-
troversial starting point, namely, whatever the Ethics for 
Robots in the healthcare context might be—whatever moral 
rules and principles are needed to fill out its normative con-
tent—it will have as one core component the Principle of 
Nonmaleficence, i.e., the principle of “do no harm.” Non-
maleficence will almost certainly not be the sole compo-
nent of a fully developed Ethics for Robots, and it might 
not be the most important. But, as we will argue below, it 
is likely that nonmaleficence (or something like it) will be 
a component of Ethics for Robots in some form, especially 
for robots employed in the healthcare setting. We will then 
use the Principle of Nonmaleficence to illustrate a range of 
challenges—conceptual, moral, technical, and political—
that must be addressed to successfully develop an Ethics 
for Robots. Although this article focuses on the Principle of 
Nonmaleficence and the healthcare context, our goal is to 
open up discussion of the range challenges that we antici-
pate may occur more generally as robots are developed with 
greater autonomy and increasing usefulness and incorpora-
tion into daily life.

2  The Principle of Nonmaleficence

We start by arguing that one aspect of Ethics for Robots 
is the Principle of Nonmaleficence or “do no harm.” The 
Principle of Nonmaleficence says that a moral agent 
should avoid directly causing harm to humans (as well as 
other relevant creatures) within some specified scope of 
responsibility. The Principle of Nonmaleficence is impor-
tantly different from a Utilitarian calculation of maximum 
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expected utility, because nonmaleficence prioritizes avoid-
ing direct causation of harm. According to nonmalefi-
cence, every individual human being must be treated as an 
independent entity, and no one individual may be harmed 
even to protect the interests of many others. For example, 
the Principle of Nonmaleficence would not allow killing 
one person in order to save the lives of five others.

The Principle of Nonmaleficence is a familiar feature 
of the principles of biomedical ethics that govern doctors 
and other medical professionals, reflected in the famous 
“first, do no harm” of the traditional Hippocratic Oath as 
well as many contemporary biomedical ethics treatises and 
textbooks [14]. Roughly speaking, the Principle of Non-
maleficence says that medical professionals should pursue 
the treatment option that is all-things-considered safest for 
their patient—meaning least likely to cause harm—even 
if other treatment options could provide a higher but more 
risky upside. Of course, decisions about medical treatment 
and care are often very difficult, requiring an appreciation 
of nuance and complexity and an application of profes-
sional judgment involving the weighing and balancing of 
competing principles and considerations [15]. That said, 
nonmaleficence is often taken to be a core tenet by practic-
ing clinicians, having a special status over the other core 
tenets of biomedical ethics including beneficence, justice, 
and patient autonomy. On our view, nonmaleficence sets 
a baseline or floor of acceptable conduct for members of 
the medical profession.

The Principle of Nonmaleficence (as we will use the term) 
also distinguishes doing from allowing, or action from inac-
tion, placing greater moral significance on avoiding directly 
causing harm through an active choice or behavior (i.e., 
“doing”) versus merely allowing harm to take place through 
inaction. In general, the Principle of Nonmaleficence pro-
hibits directly or intentionally causing harm through action. 
But in some cases, the Principle of Nonmaleficence may be 
consistent with allowing harm to occur through inaction. 
Here we follow the traditional understanding of the Princi-
ple of Nonmaleficence in biomedical ethics, which distin-
guishes causing harm from “beneficence” or providing aid 
[12]. Both nonmaleficence and beneficence are important 
aspects of biomedical ethics, but they are importantly differ-
ent and may at times be in conflict. For example, a surgeon 
may be faced with the decision whether to perform a risky 
surgery to attempt to save a patient’s limb—a surgery which 
if successful would certainly benefit the patient but which 
if unsuccessful may be harmful to them. The Principle of 
Nonmaleficence would suggest avoiding the surgery in such 
a case. Note that Asimov’s famous First Law of Robotics, 
which not only prohibits a robot from causing harm, but also 
from allowing a human to come to harm through inaction, 
tends to blur the distinction between nonmaleficence and 

beneficence. This difficulty will be addressed below, in our 
discussion of robot responsibility.

3  Nonmaleficence and robots in healthcare

The Ethics for Robots will likely include the Principle of 
Nonmaleficence for robots that are designed to perform 
medical or healthcare functions, such as robots employed 
to assist in surgery, to provide home health assistance for 
elderly patients, or to aid first responders in emergency 
situations.

In support of this idea, we will argue, first, that human 
medical professionals who partner with robots to assist 
them in performing their professional tasks must ensure 
that employing the robot will not conflict with their pro-
fessional ethical obligations. That is, medical profession-
als have an obligation to ensure that employing a robot 
is consistent with their own ethical obligations. But, as 
robots are granted a greater share of autonomy in such a 
partnership, it is difficult to see how the human medical 
professionals could uphold their own obligations to their 
patients unless they know (or reasonably believe) that the 
robot is programmed to adhere to (or at least not to violate) 
those same obligations. As such, robots designed to work 
with medical professionals must be programmed to adhere 
to the same professional obligations that would be relevant 
for any task to which they may be assigned. Since nonma-
leficence is the floor or baseline principle of biomedical 
ethics, robots employed in healthcare contexts must be 
designed and programmed to adhere to the Principle of 
Nonmaleficence.

The argument sketched in the previous paragraph 
appeals to what we will call the “Partnership Principle,” 
which says that a human may not partner with an autono-
mous robot to achieve a task or goal unless the human 
knows or reasonably believes that the robot will not violate 
the human’s own moral, ethical, or legal obligations in 
completing that task. That is, a human who partners with 
a robot must reasonably believe that the robot’s decisions 
and actions will be consistent with the moral, ethical, or 
legal standards according to which those decisions and 
actions would be evaluated if performed by the human. 
Or, to put it another way, a human cannot use an autono-
mous robot to offload or escape the moral, ethical, or legal 
responsibilities that are relevant to the achievement of a 
particular goal.

The Partnership Principle is by no means axiomatic, 
and it may not apply in all contexts. For example, it may 
not apply in cases where an autonomous robot cannot 
cause significant harm to persons or their property. Sup-
pose Atticus has a Roomba that bumps into Betty’s toe. 
Atticus himself has an obligation not to kick Betty in the 
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toe, but his Roomba has arguably not caused Atticus to fail 
to meet this obligation, at least in part because the physi-
cal harm at stake is minimal. If, however, Atticus has an 
autonomous vehicle (AV) that runs over Betty’s foot, the 
matter may be very different. There is a plausible argu-
ment that Atticus’s obligation to Betty as an operator of 
an automobile requires him to ensure that his AV adheres 
to the same obligations that he would himself be required 
to uphold. Accidents happen, of course, but typically the 
driver of a vehicle is responsible for accidents that they 
cause. According to the Partnership Principle, Atticus can-
not plausibly say that the injury to Betty’s foot is not his 
fault because his AV was programmed to adhere to differ-
ent ethical principles. Currently, U.S. law is unresolved as 
to whether to hold the driver or the AV manufacturer liable 
in such a case [16]. But in our view, the driver should be 
responsible (at least morally) unless the driver could rea-
sonably believe that the AV is programmed to abide by the 
same moral principles that would govern the driver’s own 
operation of the vehicle—a demand which may set a very 
high bar in the context.

There are two general reasons to accept the Partnership 
Principle, one pragmatic and one moral. First, pragmatically, 
a mismatch of moral rules and principles between a human 
and a robot with whom they partner could lead to failures 
of coordination and communication. Kant’s famous “mur-
der at the door” example provides an apt illustration of the 
problems that could occur if the Partnership Principle were 
not satisfied. In Kant’s example, a murderer appears at the 
door, looking for the owner of the house [17]. The servant, 
hoping to protect the homeowner, lies to the murderer say-
ing that the homeowner is not home. Hearing the murdering 
coming, however, the homeowner slips out the backdoor, 
and is caught by the murderer behind the house. Although 
presented as an argument against lying, Kant’s example 
could also be understood as an argument that people work-
ing together should adhere to the same set of moral or ethi-
cal rules, since a mismatch of rules can cause coordination 
problems even between people who share the same goal. A 
truth-telling servant working for a Utilitarian homeowner 
might tell the truth to the murderer, but if the homeowner 
incorrectly predicted the servant’s behavior, the homeowner 
might still be caught. Similar coordination problems could 
result if a partner robot were programed to adhere to differ-
ent moral or ethical rules than the human with whom it is 
partnered.

A second reason in support of the Partnership Principle is 
that people should not offload their responsibility for moral 
wrongs onto a subordinate or partner. The rule-breaking vig-
ilante, committing moral wrongs in order to protect others, 
is a familiar trope [18]. But whatever we may think about 
vigilantes in general, it is problematic to intentionally avoid 
moral responsibility for a morally fraught task by delegating 

the task to someone who does not adhere to the same moral 
rules. Likewise, we should not design robots to do our moral 
dirty work for us, by programming them to adhere to a moral 
or ethical code that we would be unwilling to adopt as our 
own.

The Partnership Principle is especially plausible in the 
healthcare context, where medical professionals must per-
form a variety of tasks that could potentially cause harm to 
their human patients. If any such task is assigned to a robot 
partner, it is plausible that the actions and decisions of the 
robot are subject to the same ethical duties as would apply 
to the medical professional. Since the Principle of Nonma-
leficence sets a baseline of ethical obligation for medical 
professionals, it follows that for any task that could cause 
morally salient harm to a patient, a medical professional may 
assign such a task to a robot only if the robot will not violate 
the Principle of Nonmaleficence that applies to the medi-
cal professional. And, if so, any use of autonomous robots 
in the healthcare context would require ensuring that these 
robots are designed and programmed so as not to violate the 
Principle of Nonmaleficence.

To be clear, we do not suggest that robots can now, or in 
the near future, hope to replicate or replace the decision-
making capability of human medical professionals, who are 
tutored by experience and able to perceive the full array of 
considerations that are relevant to human moral reasoning. 
Instead, our position is only that the Ethics for Robots that 
applies to robots used in a healthcare context must ensure 
the ethical treatment of patients. Tasks that involve ethical 
complexities beyond what robots are capable of correctly 
navigating should be left to properly trained human profes-
sionals. Our concern here is for the ethical principles that 
must be programmed into robots who are designed to partner 
with medical professionals in a healthcare context.

In summary, we have argued that the Principle of Nonma-
leficence is a necessary component of the normative content 
of Ethics for Robots that applies to at least a significant sub-
set of robots, namely those employed in healthcare contexts 
and assigned to perform some medical tasks. Given that 
nonmaleficence is a component of Ethics for Robots, we 
will now identify and describe some of the challenges faced 
in creating robots that are able to adhere to this principle.

4  Robots as semi‑autonomous agents 
(SAAs)

Nonmaleficence is a simple moral principle on its surface. 
It does not require complex calculation regarding trade-offs 
of harms and benefits, nor does it require a sophisticated 
account of, for instance, human moral agency. In practice, 
however, designing robots to comply with the Principle of 
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Nonmaleficence is not so simple. Because robots possess 
a form of agency or autonomy that is significantly differ-
ent from that possessed by human moral agents, an Ethics 
for Robots must recognize the challenges created of placing 
“old” moral principles—such as nonmaleficence—into the 
“new” form of agency possessed by the robots we are able 
to create.

As some of us have elsewhere argued, “giving ethics” to 
robots must account for the distinctive agential and decision-
making capacities that robots currently possess [19]. In par-
ticular, current and near-term future robots are “semi-auton-
omous agents” (or SAAs), which means that they possess a 
limited form of autonomy that distinguishes them in signifi-
cant ways from other entities to whom we may try to “teach” 
morality such as children or pets. We often use examples to 
teach morality to children as a sort of scaffolding, hoping 
that children will eventually extrapolate from these examples 
to understand and appreciate general rules and principles of 
morality. This process allows children to gradually achieve 
greater levels of autonomy, independence, and responsibil-
ity as they grow into full adults. But unlike human children, 
robots currently lack the potential to develop full autonomy 
that is similar to human adults.

Consider an analogy with another sort of semi-autono-
mous agent to whom we “teach” a version of moral prin-
ciples—namely domesticated dogs. We would not expect 
a dog, even a well-trained search-and-rescue dog, to make 
judgments about which human life to prioritize in a triage-
type situation, e.g., whether to prioritize saving the human 
with a greater chance of short-term survival or the one with 
greater life expectancy once rescued. A dog could perhaps 
be trained to adhere to proxies for these complex moral 
judgements—to prioritize saving children over adults, per-
haps—but could not (and arguably should not) be making 
decisions in real time about whom to save and whom to 
sacrifice. And despite the enormous processing power pos-
sessed by current AI systems, it is doubtful whether robots 
have a more sophisticated sense of what is morally salient 
than domestic dogs. Dogs, after all, have co-evolved with 
humans over millennia and we have developed systematic 
training techniques tailored to the capabilities and limita-
tions that are distinctive to domesticated dogs.

By analogy, we must work to develop systematic pro-
gramming or “training” techniques that will allow us to 
instill moral principles into semi-autonomous robots, tech-
niques that are tailored to the distinctive capabilities and 
limitations of the robots that we have or could soon develop. 
The goal of this “training” should be to ensure that robots 
are able to perform tasks and interact with humans in a mor-
ally appropriate way, much like the training that we give to 
dogs. Of course, robots are not the same as dogs, and indeed, 
many robots possess computational abilities that outstrip 

those of dogs. Some robots may possess greater capaci-
ties for reasoning and cognition as well. But like dogs, we 
should not simply teach morality to robots as we would to 
human beings. We will need to develop a distinctive system 
of moral training—and likely also distinctive moral concepts 
and rules—tailored to the specific capabilities and limita-
tions that robots possess.

To make this point concrete, we generally support the 
efforts of researchers like Susan Leigh and Michael Ander-
son to use a combination of symbolic and machine learning 
(ML) programming techniques to gradually “teach” moral-
ity to robots utilizing a training set of examples of moral 
dilemma [20]. But we worry that relying on examples of 
moral dilemmas that are tailored to adult humans, or that 
are meant to teach children how to eventually be adults, may 
cause the robot to learn the wrong lessons about morality 
and to extrapolate moral principles that are appropriate for 
human agents but not for robots. For example, borrowing 
an example developed by the Andersons, it may be morally 
appropriate (or even required, in some cases) for a human 
healthcare worker to “challenge a patient’s decision if [the 
decision] is not fully autonomous” [21]. And perhaps this 
principle should be incorporated into an AI system that is 
designed to give advice to human healthcare workers, as the 
Andersons suggest. We may not want a robot, however, to 
make determinations about a patient’s autonomy, let along to 
challenge their autonomy, whatever that may entail.

In summary, we argued in this section that robots are 
semi-autonomous agents, which requires us to develop a dis-
tinctive approach to moral “training” as well as distinctive 
moral principles that are tailored to the distinctive form of 
semi-autonomy they possess.

5  The challenges of nonmaleficence

In this section, we will describe important conceptual, tech-
nical, moral, and political challenges that we must face in 
creating an Ethics for Robots, given that robots are semi-
autonomous agents. We will use the Principle of Nonma-
leficence as an illustrative example.

The first challenge is conceptual. Though it may seem 
simple on its face, the Principle of Nonmaleficence entails 
significant complexity. First, the Principle of Nonmalefi-
cence can be applied only once we have described a “sphere 
of responsibility” within which the robot is “responsible” 
for the harms that it may cause. Attributing responsibility 
for potential harms will require limiting our expectation of 
robot causality to some reasonably foreseeable extent [22]. 
But the boundaries of this sphere of responsibility will be 
difficult to determine in advance. For example, an eldercare 
robot with no stair-climbing ability cannot be “responsible” 
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for preventing harms that may occur to humans on the sec-
ond floor. But such a robot may be “responsible” for dial-
ing 9-1-1 if a perceivable second-floor harm were to occur. 
In such a case, its sphere of responsibility will depend on 
its assigned task as well as its programmed abilities and 
limitations.

Importantly, the sphere of responsibility for not “caus-
ing harm” may include both actions and (some) inactions 
within the scope of possible actions available to a robot at a 
given time. This is because once a robot has begun to act, or 
has taken on a specific task, failing to complete this task is 
arguably (in some cases) a direct cause of harm, not merely 
“allowing” a harm to occur. For example, a robot designed 
to assist in surgery that fails to remove a surgical sponge 
from the incision is not simply allowing the subsequent 
harm (e.g., an infection), but is responsible for causing it. As 
such, the harms for which a robot is causally responsible will 
depend upon the task to which it is assigned, together with 
the design features and programming of the robot as well as 
environmental and contextual factors. In short, the Princi-
ple of Nonmaleficence, as we understand it, may require a 
robot to actively intervene to prevent harm in some but not 
all situations.

To be clear, we are not suggesting that robots can or 
should be held morally or legally responsible for actions that 
fall within its sphere of responsibility. As Andreas Matthias 
has argued, holding AI systems morally or legally responsi-
ble may face serious conceptual difficulties [23]. Our point 
instead is that simply programming a robot to adhere to 
the Principle of Nonmaleficence—to “do no harm”—will 
require a conceptually and often ethically complex speci-
fication of the robot’s sphere of responsibility. Moreover, 
because it may not be practical or realistic to hold robots 
morally or legally responsible, the type of responsibility at 
stake may differ in important ways from familiar forms of 
human responsibility. In most human contexts, the concept 
of “responsibility” is tied to things like blame and anger—
what philosophers call “reactive attitudes” [24]—and often 
grounds obligations of apology, remedy, and repair. But the 
responsibility that is relevant to robots—i.e., responsibility 
that only specifies the scope of things for which the robot is 
causally responsible—is likely to be somewhat thinner, and 
less interconnected with other thick moral and legal con-
cepts. Indeed, it may be that robot responsibility is an emer-
gent and novel form of responsibility unique to robots. To 
avoid confusion, we suggest the inelegant shorthand “robot 
responsibility” to refer to this unique form of responsibility 
[25].

The second type of challenge is technical. To create 
robots that consistently avoid causing harm to humans, robot 
designers must first identify and systematically catalog the 
range and types of harms that humans are vulnerable to, and 
for which a robot may be “responsible” in a given context. 

We refer to this systematization of possible harms as a “harm 
ontology.” This harm ontology must distill the relevant fea-
tures of objects and persons and identify the relationships 
between these features in order to predict possible sources 
of harm to the persons (i.e., “hazards”). Depending on their 
design features, robots can be responsible for many physi-
cal effects in humans, ranging from stubbed toes to broken 
bones to mortal injury. Not all of these effects are “harms,” 
however. For example, a Roomba that bumps into Betty’s toe 
may momentarily inconvenience her, but not in a way that 
qualifies as a harm. An aisle-cleaning robot at the grocery 
store that knocks away an elderly person’s cane or walker, 
on the other hand, may cause serious injury [26].

Less obvious, but still important, are other types of 
harms including mental, emotional, and dignitary harms, 
often tied to the emotional attachments that humans may 
form to robots. For example, studies have shown that elderly 
patients form attachments to robotic pets such as AIBO to 
the same extent as they form attachments to real animals 
[27]. While AIBO is perhaps not sophisticated enough to 
require moral training, we should be sensitive to this poten-
tial for emotional attachment as we design more advanced 
robots designed to interact with humans, e.g., in eldercare 
or educational settings. Emotional harm is a significant 
type of harm, and in general, robots that are the object of 
human emotional attachments must not act in ways that 
provoke emotional distress to those who have formed such 
attachments. To avoid such harms, robots that may provoke 
emotional attachments must, at a certain level, be able to 
perceive potential emotional harms and avoid inadvertent 
emotional manipulation. As such, a robust harm ontology 
must identify the full range of harms relevant to any given 
robot’s intended role and context, including non-physical 
harms. Once we have developed such a harm ontology, it 
can be used as the basis for a programming structure that can 
operate within a robot, allowing the robot to preemptively 
identify and assess potential harms.

 One of the authors of this article is developing a harm 
ontology that is represented as a knowledge graph similar to 
those used to deduce visual affordances, augmented with the 
relationships needed to infer the dangerousness of objects in 
the scene [28]. This approach utilizes computer vision tech-
niques to identify objects and attributes in a scene, which 
are then connected to potential hazards in the knowledge 
graph. Computer vision can also identify individual people 
in the scene and their specific vulnerabilities. These vul-
nerabilities are then connected to potential hazards in the 
knowledge graph, allowing the system to identify which 
people are affected by the potential hazards. According to 
this approach, dangerousness is not an intrinsic property of 
an object, but rather an inference relating an entity attribute 
to a vulnerability, and a human’s particular susceptibility to 
be harmed by exposure to that attribute. This harm ontology 
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will incorporate physical harms as well as non-physical 
harms, including financial harms, psychological and emo-
tional harms, dignitary and reputational harms that nega-
tively impact an individual’s perceived social status, and aes-
thetic or cultural harms that impact persons or groups who 
place value in objects of social significance.

The third type of challenge is moral. Even once robots 
are able to represent and identify the full array of possible 
harms within a given context, we must program them to 
distinguish which “harms” are morally salient within a given 
context. For example, surgeons must often make a painful 
incision in order to operate on an internal organ. The inci-
sion is morally salient in a number of respects: the patient 
must give her consent to the procedure (where possible) and 
the surgeon is responsible for ensuring that the incision is 
closed and eventually heals. But in general, the harm of the 
incision is not an all-things-considered reason to avoid the 
surgery all together. The localized harm of the incision must 
be understood and evaluated in its broader medical context.

In a similar way, robots that “do no harm” must be able to 
correctly identify when it is permissible to directly cause a 
specific or localized harm when that is part of a larger (per-
missible) task it is performing. In particular, robots must be 
able to recognize that a scope restriction is tied to a particu-
lar role or task. A surgery robot, for example, must be able 
to process that the physical damage of an incision—which 
in another context would constitute a harm—is an accept-
able harm in this context, even though accidently nicking 
an artery while performing the surgery is an unacceptable 
harm. The reasoning required in such a case is not the same 
as the tradeoff or balancing that may be done by a human 
diagnostician in a shared decision-making context. Instead, 
the robot surgeon must be able to recognize that the surgical 
incision itself is not a harm, but a flawed incision is.

Determining moral salience goes beyond assessing per-
missible trade-offs. A robot must also be able to determine 
which possible harms they are robot-responsible for, and 
so must either avoid this possible harm or call for human 
attention (i.e., transfer, assign, or “hand off” the decision 
to a human partner). An ability to recognize robot respon-
sibility for potential harm is an important aspect of “doing 
no harm.” We can take some guidance here from the law 
of personal injury tort and other related fields (including 
malpractice and product liability). A robot may be robot-
responsible for harms that it does not directly cause—e.g., 
if it fails to recognize and report facts about a patient that 
would or should raise valid concerns about a patient’s mental 
health or psychological wellbeing. For example, should an 
eldercare robot be responsible for calling 9-1-1 in an emer-
gency [29]? Likewise, the Principle of Nonmaleficence may 
require a robot to intervene to protect a young child from 
swallowing a small object. On the other hand, because of 

the importance of allowing humans to make (and to take 
responsibility for) their own decisions, a robot may not be 
robot-responsible for harms that could result from the risky 
behavior of a competent adult human.

Some of the authors of this article are developing a 
“moral-scene assessment” technology for robots, or “moral 
vision” for short, that will be able to identify potential 
harms within a scene and correctly specify which harms 
ought to be avoided [30]. Completing this project, how-
ever, will require marshalling the ethical and practical 
knowledge of a range of academic fields such as biomedi-
cal ethics, neuroscience, law, economics, and philosophy, 
as well as the expertise and experience of professionals 
who have experience performing in the role intended to be 
occupied by the robot. For example, nurses and surgical 
assistants should help to design robots who will assist in 
surgical procedures.

The fourth challenge is political. The role of robots in 
our collective lives—and the trade-offs we are willing to 
countenance—are social and political questions, which 
ought to be resolved through collective decision-making. 
Qualitative research that investigates the needs, interests, 
and values of a cross-section of stakeholders would be a 
very useful first step. Ultimately, however, some questions 
of morally appropriate trade-offs (e.g., trade-offs between 
the use of facial recognition and privacy) must be decided 
by society as a whole, via established democratic insti-
tutions. We are already past needing laws and policies 
to govern the operations of autonomous robotic systems 
in our societies. These laws and policies must be well 
informed and democratically legitimate, but there are and 
will be a range of permissible policy choices. Ultimately, 
the question of which trade-offs it is permissible for an 
autonomous robotic system to make is a political ques-
tion—analogous to trade-offs we make in implementing a 
public health policy, e.g., rather than a “moral” question 
of the sort that individual humans must grapple with in 
daily life.

Finally, all of the challenges described here are height-
ened if we include an important design desideratum, 
namely, that robots be able to explain their decisions. For 
example, a physical therapy robot should not only avoid 
breaking its patient’s bone, but also explain why it did 
not do so, either with verbal communication, or at least 
in ways that are accessible to a technician. Moreover, this 
explanation should reference, at some level, the harm or 
potential harm to the patient that the robot sought to avoid. 
A harm ontology will be needed to provide the basis for 
explanations that are detailed enough (but not too detailed) 
to be both comprehensible and to allow for updates to the 
programming. Designing robots that are capable of expla-
nation ensures that, even if a robot causes harm (or fails 
to avoid harm), humans can be assured that the harm was 
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not intended or by-design, but instead was an “accident” or 
aberration. Meeting this challenge of explainability, there-
fore, requires a systematic incorporation of the Principle 
of Nonmaleficence and other pertinent ethical principles 
at the earliest stages of robot programming and design.

6  Conclusion

We have argued that, as a first step towards an Ethics for 
Robots, we should attempt to implement the Principle of 
Nonmaleficence, or “do no harm,” but to do so we must 
take seriously the various challenges that must be over-
come to create robots that are capable of adhering to this 
superficially simple principle. In particular, the Principle 
of Nonmaleficence must be tailored to robots to capture 
both their range of possible actions and the proper scope of 
their “responsibility” for preventing harmful outcomes as 
informed both by scholarship and the expertise and experi-
ence of the humans who currently hold the relevant roles. 
Moreover, creating robots that “do no harm” will require 
equipping them with the ability to identify morally salient 
features of the landscape which in turn requires the devel-
opment of a “harm ontology” that formalizes the relation-
ships between persons, objects, and their attributes. We 
believe that overcoming these challenges in order to design 
robots who can “first, do no harm,” i.e., can adhere to the 
Principle of Nonmaleficence, should be a necessary start-
ing point, or a precondition, for producing semi-autono-
mous robots that are designed to interact with humans.
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