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Abstract
The COVID-19 pandemic sparked a rise in misinformation from various media sources, which contributed to the heightened 
severity of hate speech. The upsurgence of hate speech online has devastatingly translated to real-life hate crimes, which 
saw an increase of 32% in 2020 in the United States alone (U.S. Department of Justice 2022). In this paper, I explore the 
current effects of hate speech and why hate speech should be widely recognized as a public health issue. I also discuss cur-
rent artificial intelligence (AI) and machine learning (ML) strategies to mitigate hate speech along with the ethical concerns 
with using these technologies. Future considerations to improve AI/ML are also examined. Through analyzing these two 
contrasting methodologies (public health versus AI/ML), I argue that these two approaches applied by themselves are not 
efficient or sustainable. Therefore, I propose a third approach that combines both AI/ML and public health. With this pro-
posed approach, the reactive side of AI/ML and the preventative nature of public health measures are united to develop an 
effective manner of addressing hate speech.
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1 Introduction

During the start of the COVID-19 pandemic, the world faced 
what is known as an “infodemic” or an overload of infor-
mation, whether false or not, in the time of a disease out-
break [1]. With the capability of mobile technology to easily 
access information instantaneously, it became increasingly 
difficult to control the narrative surrounding the disease. 
Thus, misinformation surrounding COVID-19 alongside the 
uncertainty of the pandemic and subsequent national lock-
down led to online hate speech targeting China and people of 
Chinese descent [2]. Fan et al.’s study, which analyzed hate 
speech on Twitter, reported an estimated 25,000 hate speech-
related tweets within the United States (U.S.) alone [2]. By 
mid-March of 2020, this online hate translated to offline vio-
lent acts directed towards the Asian American and Pacific 
Islander (AAPI) community [3]. In 2020, the U.S. Depart-
ment of Justice reported a 77% surge in Anti-Asian hate 
crimes compared to the previous year [4]. Unfortunately, 

the AAPI community is not the only group that has been 
subjected to receiving online hate speech, nor has it been 
the only victims of hate crimes recently or in the last sev-
eral years. Preceding Anti-Asian hate, other minority groups 
such as Black, Jewish, Latine, Muslim, Indigenous popula-
tions, LGBTQ community, and women have also received 
hate speech. Additionally, 2020 also saw a 32% increase 
in hate crimes [4]. While not all instances of hate speech 
are correlated to hate crimes, hate speech does influence 
how minorities are perceived by society [5]. In turn, one of 
the consequences of these misperceptions is the progression 
from hate speech to hate crimes.

While hate crimes are considered a public health 
issue in the U.S., hate speech are not [6]. Recognizing 
hate crimes as a public health issue brings awareness 
and invokes action, such as new policies being formed 
or allocating resources to help victims, whereas not for-
mally acknowledging hate speech as a public health issue 
downplays the act and delegitimizes the effects on vic-
tims. Similarly, cyberbullying in adolescents has also been 
identified as a public health issue [7, 8]. By recognizing 
cyberbullying as a public health issue, the U.S. federal 
government enacted initiatives to mitigate the effects of 
cyberbullying, such as guidance on school policies and 
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reporting systems [9]. While both hate crimes and cyber-
bullying are related to hate speech in different ways, these 
societal concerns have mechanisms to deal with these 
concerns because of their status as public health issues. 
Classifying hate speech as a public health issue serves as 
one of the approaches to addressing hate speech, whereas 
several studies have shown the effectiveness of artificial 
intelligence (AI) and machine learning (ML) in identifying 
as well as stopping hate speech [10–12]. However, there 
are also ethical consequences that come with utilizing AI/
ML to curb hate speech, such as unfairness in silencing 
users [13]. Given the role technology has in disseminating 
hate speech while also being a possible solution to this 
issue, it is highly relevant now more than ever to discuss 
the effects of this long-term societal concern. Therefore, 
this paper seeks to: (1) understand how hate speech can be 
a public health issue, (2) explore the benefits of utilizing 
AI/ML as well as the harms from these technologies, (3) 
discuss future considerations for AI/ML regarding hate 
speech, and, finally, (4) examine a proposed approach that 
combines both public health and AI/ML.

2  Hate speech: a potential public health 
issue

Despite the spike in hate speech during the onset of the 
pandemic, hate speech has been an ongoing issue. The 
exact origins are unknown. However, in 1989, the U.S. 
officially named this toxic language towards outgroup pop-
ulations as “hate speech” [14]. According to the United 
Nations (UN), hate speech are

any kind of communication in speech, writing or 
behaviour, that attacks or uses pejorative or discrimi-
natory language with reference to a person or a group 
on the basis of who they are, in other words, based 
on their religion, ethnicity, nationality, race, colour, 
descent, gender or other identity factor [15].

Meanwhile, the website Hatebase, a database of deroga-
tory terms covering 98 languages, identified over a mil-
lion instances of hateful words being used online through-
out the world [16]. With the emergence of social media, 
spreading hate speech to a larger audience has turned into 
a simplified process. Targeted harassment towards minor-
ity groups has become exacerbated with social media sites, 
which allows users to spew hate messages almost instanta-
neously [17]. In this section, I discuss the harms from hate 
speech, how public health would approach hate speech, 
and examine related public health issues to further develop 
hate speech as a public health issue.

2.1  Harms from hate speech

The famous quote “sticks and stones may break my bones, 
but words will never hurt me” is often used by victims 
to show that they are physically and mentally stronger 
than the damaging words being thrown at them. While 
the intention behind this quote is to empower the victim 
by downplaying the weight of harmful language, unfor-
tunately, this is not always true. Hate speech can cause a 
variety of harms towards the victim, groups of people, and 
society. These include mental, emotional, social, and phys-
ical harms (through escalation to hate crimes) [18]. Some 
individuals might argue that while they do not like wit-
nessing hate speech towards outgroup members/minority 
groups, victims of hate speech “[…] should just learn to 
live with it” as hate speech are just words [19]. As ingroup 
members, it is easy to ignore hate speech as it does not 
personally affect these individuals, but as outgroup mem-
bers being subjected to hate speech affects them on a long-
term basis [20]. Negative emotions, such as “anger, shame, 
and fear”, arise with hate speech, which can sometimes 
cause internalized hate [18]. Additionally, victims of hate 
speech face mental health issues, such as posttraumatic 
stress disorder (PTSD), anxiety, suicidal thoughts, and 
depression [18]. Being on the receiving end of hate speech 
can detrimentally affect how a person views their own self-
worth and dignity [20]. Thus, unlike ingroup members, 
outgroup members do not have the privilege to simply 
disregard hate speech as this directly impacts them in a 
multitude of ways.

Meanwhile, the shift from online hate speech to offline 
hate crimes causes not only physical but also societal 
harm. Several scholars in the field claim that there is a cor-
relation between online hate speech and offline hate crimes 
[21, 22]. Particularly, Cahill et al.’s study found that hate 
speech tweets in addition to other factors, such as geo-
graphic area, were risk factors for hate crimes against both 
racial and religious minorities [23]. While the pipeline 
from causing emotional and mental harms due to spreading 
online hate speech to physically harming victims through 
a hate crime might seem rather drastic, this transition is 
often not an immediate one. Instead, it slowly builds over 
time. Repeated exposure to hate speech can weaken its 
severity, thus inducing “desensitization” from non-affected 
individuals to such language [24]. Similarly, desensitiza-
tion causes ingroup members to become less empathetic or 
unsympathetic towards outgroup communities [25]. Con-
stant subjection to online hate speech can also establish 
a new “normalized” view of minority groups [25]. This 
skewed perspective on minority groups causes societal 
harm as outgroup members are now seen by society as 
inferior compared to the ingroup/majority groups [25]. An 
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accumulation of apathy towards hate speech and negative, 
stereotypical perspectives on minorities can develop into 
radicalization, which in the offender’s mind justifies the 
hate and consequential violence against outgroup members 
[26]. For example, the Tree of Life Synagogue shooting 
in Pittsburgh the perpetrator, who already had antisemitic 
views, became further radicalized by frequently visiting 
and interacting with like-minded individuals on an unregu-
lated social media site filled with hate speech against Jews 
[25, 27]. This tragedy represents two different messages. 
For society, it shows the harms of hate speech and radi-
calization. Meanwhile, for individuals with the same views 
as the perpetrator’s, this illustrates “acceptable” behavior 
towards an outgroup population and might even radicalize 
others exposed to this tragedy. Therefore, hate speech are 
more than just words to be ignored. The many harms from 
this verbal attack are detrimental to the victims and should 
not be their burden to face alone.

2.2  Public health’s approach to addressing hate 
speech

According to the Institute of Medicine (IOM), “Public 
health is what we as a society do collectively to assure the 
conditions in which people can be healthy” [28]. Similarly, 
several definitions of public health embrace a broad scope 
of what society’s role is in improving or promoting the 
population’s health by considering other factors that might 
affect their health, such as societal or cultural nuances 
[29–32]. Traditional health problems that are addressed 
by public health efforts include increasing vaccination 
rates, having screening programs, and providing educa-
tional resources for prevention [32]. Meanwhile, the broad 
view of public health covers a range of issues, such as 
homelessness or domestic violence, in addition to the tra-
ditional health problems [31, 32]. However, some suggest 
that there should be a narrow view or definition of public 
health instead of a broad scope, as the main objectives 
of public health are lost once extraneous issues are con-
sidered [31, 32]. While I agree that not every issue needs 
to be classified as a public health issue, narrowing the 
scope of what counts as a public health issue diminishes 
the legitimacy of the harms faced by typically vulner-
able communities. Therefore, I believe that public health 
should continue to adopt a broad scope definition of public 
health to be inclusive to the health needs of all populations 
and to foster a healthy environment for all. Detels and Tan 
also believe that public health should cover a broad scope 
of issues, to meet the World Health Organization’s (WHO) 
mission of “health for all”, rather than focusing on just 
disease prevention [33].

2.2.1  Related public health issues and their strategic 
actions

If we apply the broad view to public health, then hate speech 
would fall under the category of hate-motivated behavior 
[34]. According to Shultz et al., “The direct consequences 
of hate—including violence, discrimination, and margin-
alization of outgroups—are associated with poor health” 
[34]. Whether mental, physical, emotional, or social harms, 
hate-motivated behavior negatively affects the livelihood of 
outgroup members—some of whom are already dealing with 
other social determinants of health [35]. Hate-motivated 
behavior goes against public health’s aim of enhancing the 
health of communities [29]. Minority populations cannot 
have a healthy lifestyle if they are actively targeted for hate 
speech. Similarly, witnessing such violence can affect the 
well-being of nonparticipants and create an overall unsafe 
environment. Examining related public health issues, such 
as hate crimes and cyberbullying in adolescents, will further 
supplement my argument of why hate speech should be a 
public health issue.

The acknowledgment of hate crimes as a public health 
issue by the American College of Physicians essentially 
placed pressure on other organizations to do the same, which 
allowed for more discussions and strategic actions to be done 
[34, 36]. These strategic actions include creating a task force 
for collecting racial inequity data, engaging with communi-
ties and community leaders, and developing policies that 
address racial inequities [36]. Meanwhile, state and federal 
governments have also taken actions to prevent hate crimes, 
such as New York creating the Office for the Prevention 
of Hate Crimes (OPHC) and enacting several hate crime 
prevention acts [37]. Unfortunately, due to the variation in 
states’ hate crime laws, hate crimes in the U.S. were at an 
all-time high in 2021 [38]. Collective and standardized poli-
cies that address the shortcomings of current policies, such 
as inconsistent data collection and biases, should help in 
mitigating hate crimes [38]. Likewise, cyberbullying in ado-
lescents is another related public health issue that benefitted 
from this classification. Strategic actions for cyberbullying 
in adolescents include empathy training, parental control of 
their children’s time online, and school programs addressing 
cyberbullying [7, 8]. In Gaffney et al.’s study, they reported 
an estimated 21 to 25% decrease in bullying incidences in 
the U.S., Norway, and Italy with the implementation of bul-
lying prevention programs [39]. Although both hate crimes 
and cyberbullying in adolescents continue to be persistent 
issues, the incremental progress due to their status as pub-
lic health issues has helped in fostering collective action. 
Structural changes cannot happen if no one is aware of or 
actively discussing the issue. Therefore, just as hate crimes 
and cyberbullying are categorized as public health issues, 
hate speech should also be recognized as a public health 
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issue. Hate speech are an enduring concern that warrants 
the public health issue title. Not only does hate speech affect 
outgroup populations, but it also has the possibility of turn-
ing into a hate crime. One of the priorities for the strategic 
actions for curbing hate speech will be the de-escalation of 
desensitization and radicalization. The Cure Violence (CV) 
model by Dr. Gary Slutkin seeks to prevent violent behavior 
through “[…] interrupting transmission directly, identify-
ing and changing the thinking of potential transmitters (i.e., 
those at highest risk of perpetrating violence), and chang-
ing group norms regarding violence” [40]. Adopting the CV 
model’s objectives, other proposed strategic actions could 
potentially include policies denouncing this language, hav-
ing cultural diversity classes or resources available to the 
public, and investing in resources for victims.

3  The promise and pitfalls of using AI/ML 
to combat hate speech

As social media platforms increase daily user numbers and 
their functionalities, hate speech can come in various forms 
besides spoken words. Whether typed, in a video format, or 
through images, social media can spread hate speech rapidly 
and expansively. According to Hawdon et al., 53% of U.S. 
citizens (ages 15–30 years) have come across hate speech at 
some point in their time online [41]. Thus, various research 
studies have focused on identifying and mitigating online 
hate speech using AI/ML. Popular social media sites have 
even released statements denouncing hate speech and what 
actions they are taking to eradicate hate speech on their plat-
forms. For example, Meta, more commonly known as Face-
book, claimed that its algorithm identified and deleted 97% 
of hate speech-related posts [42]. Meanwhile, Twitter has 
taken a more cautious approach by broadly addressing hate 
speech as “hateful conduct” and enacting specific actions, 
such as removing tweets or suspending users, per their hate-
ful conduct policy [43].

Current strategies that most social media companies uti-
lize include suspending accounts, deleting inappropriate 
comments, and terminating accounts. Even though these 
actions can stop hate speech to a certain extent, they are only 
temporary solutions. For example, suspending accounts is 
not sustainable as some accounts can either be unsuspended 
if the user appeals or they could create another account, 
which defeats the purpose of the enacted policies [21]. 
Additionally, before implementing their algorithm, Face-
book utilized human moderators to evaluate flagged content, 
which is too much for a single person to realistically manage 
given the large amount of big data accumulated from Face-
book posts [12]. Even before the content moderation stage, 
someone must flag the inappropriate content for review. As 
a result, this individual is being exposed to hate speech. 

This current system, which Twitter and Reddit are presently 
employing, places the onus on its users to flag hateful con-
tent they encounter [44]. The burden of essentially being an 
online “vigilante” of taking down hate content should not 
be on the users, but instead on the companies. Ideally, mini-
mizing hate speech exposure for both outgroup and ingroup 
populations should be a priority for social media companies.

Research on innovative AI/ML that can mitigate hate 
speech is abundant, with most studies focusing on different 
methods to combat hate speech, such as detecting or decreas-
ing instances of hate speech [10–12]. Instant detection of 
hate speech from AI/ML can save content moderators’ time 
and prevents users from interacting with hate speech. The 
methods for hate speech detection have seemingly shifted 
from the bag-of-words (BoW) approach, which trains algo-
rithms to focus on specific words to detect if the post uses 
hate speech, to algorithms using natural language processing 
(NLP) filtering tools and sentiment analysis to identify hate 
speech [10, 11, 45]. Although these efforts from research-
ers and social media platforms are meant to mitigate hate 
speech, there are still issues with AI/ML usage, such as bias 
in what gets flagged as hate speech. In the following sec-
tions, I will explore the concerns of using AI/ML and future 
considerations for this technology.

3.1  Concerns with utilizing AI/ML to mitigate hate 
speech

While there are benefits to using AI/ML to control hate 
speech, there are still workarounds to spreading hate speech. 
Besides malicious users actively creating new accounts to 
spew hate speech onto social media sites, these individuals 
have also found ways to bypass the algorithms [14]. Pur-
posely misspelling words or using “leetspeak” (e.g., “134rn” 
which equates to “learn”) are just some of the methods bad 
actors employ to avoid hate speech detection [14]. Another 
example is deliberately putting spaces in between each letter 
to spell derogatory words [14]. These manipulative tech-
niques confuse the algorithm and allow for hate speech to 
be undetected. Relatedly, offenders can word their posts in 
a manner that expresses implicit hate speech, which algo-
rithms also have difficulty recognizing [46]. Explicit hate 
speech occurs when the hateful intent behind the words 
is obvious, whereas implicit hate speech are described as 
“coded” language and thus become complicated for AI/
ML to decipher the true nature of the words [46]. Phrases 
like “send them home” or “get them out” are considered as 
implicit hate speech due to the vagueness of who is targeted 
and, more significantly, the context behind the phrases [10]. 
An algorithm cannot fully grasp the intention behind those 
phrases as it is trained to pick up on certain words or direct 
phrases.
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In addition to user workarounds comes the problem of 
AI/ML not understanding the nuance of different dialects, 
causing biased outcomes [45, 47]. Dias Oliva et al.’s study 
found that drag queens were more likely to have their tweets 
flagged as having high levels of toxicity due to their ver-
nacular in comparison to White nationalists [45]. For exam-
ple, the AI tool “Perspective” categorized an estimated 6% 
of drag queens’ tweets as having 70% or higher toxicity, 
whereas approximately 3% of White nationalists’ tweets had 
toxicity levels of 70% or higher [45]. Therefore, Perspective 
is only taking the face value of the word(s), instead of con-
sidering the context or intent behind the sentence. Similarly, 
Perspective AI ranked Black users’ toxicity higher than other 
users [47]. For instance, the tweet “I saw his ass yesterday” 
had a toxicity score of 95% in comparison to “I saw him yes-
terday”, which only had a 6% toxicity level [47]. As minority 
groups have reclaimed derogatory terms, such as the f slur or 
the n-word, or have certain colloquialisms, such as African 
American Vernacular English (AAVE), it is erroneous for 
AI/ML to label these tweets as having higher toxicity levels 
than instances of implied or explicit hate speech [45, 47]. 
Although these results display AI/ML reinforcing bias, the 
AI/ML should not be solely blamed for these problematic 
findings. Algorithms require data for training and are often 
unable to comprehend if their data are biased. As such, anno-
tators play a significant role in the quality of the training 
datasets [48, 49]. Waseem’s study found that amateur anno-
tators tended to misclassify something as hate speech more 
often than their expert counterparts [48]. Consequently, the 
algorithms trained with datasets vetted by expert annotators 
had increased accuracy in comparison to datasets from ama-
teur annotators [48]. Biased AI/ML, and to an even further 
extent biased datasets, are detrimental to hate speech detec-
tion efforts and may lead to unjustly suspending or silencing 
accounts based on implicit bias [45].

Furthermore, just as AI/ML can be used to reduce hate 
speech, it can also incite hate speech. According to Albadi 
et al., approximately 15% of Twitter accounts are associated 
with social bots, totalling to a significant 48 million social 
bot accounts [50]. Social bots are algorithms that imitate 
users’ activity on social media often with an ulterior motive 
[51]. While social bots are generally benign, in recent years, 
they have been commonly associated with unvirtuous pur-
poses [51]. For example, during the 2016 U.S. election, it 
was discovered that social bots were used to interfere with 
the election results [52]. Social bots spread misinformation 
that could have influenced some users in their decision-
making [53]. As evidenced by the U.S. election, social bots 
can affect how human users perceive specific topics. Like-
wise, social bots can develop a false narrative that can harm 
outgroup populations and disseminate hate speech [50, 54]. 
Social bots act as a collective by interacting with each other 
to make other users assume the bots’ message is commonly 

shared [53]. The bots’ ability to normalize misinformation 
relates to hate speech exposure and the subsequent desen-
sitization of individuals. Researchers found that bots were 
responsible for spreading conspiracy theories during the 
early stages of the pandemic, such as COVID-19 coming 
from a lab in Wuhan and other QAnon-related theories [54]. 
Bots sharing and boosting such conspiracy theories at a high 
level can contribute to some users believing these lies as the 
truth; thus, warping their perception and placing the blame 
on the AAPI community. The misinformation surrounding 
COVID-19 origins led to hate speech and, consequently, 
hate crimes [2, 3]. In addition to misinformation, bots can 
quickly spread and invoke hate speech. Uyheng and Car-
ley concluded that high bot activity led to increased hate 
in ingroup populations, further proving social bots’ influ-
ence [52]. Users who unknowingly follow or interact with 
social bots are stuck in an echo chamber and can potentially 
become radicalized [26, 52]. However, the arguments here 
are not meant to completely dissolve accountability from 
those who contribute to hate speech online. While bots can 
easily spread hate speech and are responsible for misinfor-
mation, they serve merely as controversy instigators. As evi-
denced by Albadi et al.’s study, bots created approximately 
23% of hate speech tweets, whereas 77% of hate speech 
tweets were from human users [50].

3.2  Future considerations for AI/ML

While current research is focused on AI/ML recognizing 
hate speech, the future goal for AI/ML is automated hate 
speech detection and deletion. By applying this methodol-
ogy, AI/ML would prevent victims from seeing hate speech, 
thus precluding desensitization and radicalization. However, 
with automated hate speech identification and subsequent 
deletion, concerns about bias and violation of free speech 
arise [12, 55, 56]. Concerning AI/ML not being able to dis-
tinguish between hate speech and the dialect of other com-
munities, automated detection and deletion can have the 
same effects of silencing outgroups based on the algorithm’s 
assumption that they are stating hate speech. According to 
Armijo, while algorithms excel at what they are programmed 
to do, they lack the ability to explain their reasoning [12]. 
As such, users who believe they were wrongly suspended 
or were silenced will not understand why these actions hap-
pened to them, because the algorithm cannot explain the 
context behind their decision [12]. Humans will always have 
a role in moderating hate speech because of the explain-
ability issue [12, 55]. Similarly, some might argue that 
automated hate speech detection and especially deletion 
infringes on free speech rights [12, 57, 58]. A comparable 
argument to silencing outgroups could be made for those 
who disseminate hate speech, where they believe they are 
protected under the First Amendment, and thus deleting or 
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suspending their account is unfairly breaching their rights 
[57]. Again, the deletion aspect, and to a further extent the 
subsequent suspension or termination of an account, greatly 
hinders this process from being fully automated.

Therefore, research interests have also been dedicated 
to utilizing AI/ML to stop further instances of hate speech 
through the diffusion of counter-speech [57–59]. Counter-
speech is a response from another user that calls out the 
offensiveness of hate speech and is meant to prevent the 
original poster from doing it again [59]. However, counter-
speech can be expressed through several methods, including 
“humor, warning of consequences, and inducing empathy” 
[58]. An example of an empathy-induced counter-speech 
message is “remember that those you care about can see 
this post too…” [58]. This message serves as a reminder to 
the perpetrator that their hateful behavior is publicly avail-
able for others to see and invokes a sense of shame as they 
might not want these comments to be seen by people they 
know. The goal of counter-speech is not always to directly 
call out the perpetrator for hate speech, but instead supply-
ing a surplus of content that distracts from hate speech posts 
[57]. According to Garland et al., “After the emergence of 
the organized counter group Reconquista Internet (RI) in 
the late spring of 2018, the relative frequency of counter-
speech increased while that of hate speech decreased” [60]. 
This real-life example from Germany shows that coordinated 
efforts to spread counter-speech can prevent hate speech. 
While counter-speech does not prevent victims from see-
ing every instance of hate speech, it serves as an effective 
and non-violating option in combatting hate speech [57]. 
Unlike automated hate speech detection and deletion, coun-
ter-speech does not violate free speech, because it does not 
silence users [58]. As such, future studies regarding coun-
ter-speech aim to understand which type of counter-speech 
is the most useful for each group [57]. Meanwhile, Cypris 
et al. suggest an automated counter-speech algorithm that 
can respond to hate speech with either previously drafted 
counter-speech messages or specifically generated content 
[56]. In addition to an automated counter-speech algorithm, 
manipulation of social bots to spread counter-speech instead 
of hate speech or misinformation has also been proposed 
[61]. However, in discussing counter-speech and future 
applications of it, we must also recognize that without 
proper hate speech detection tools robust counter-speech 
would be difficult to accomplish.

Another crucial consideration for further research of AI/
ML and hate speech is having larger and consistent datasets 
[14]. There are limited (in quantity and quality) datasets that 
researchers have been using in their studies, which caused 
difficulties in testing and developing the functionalities of 
AI/ML [14, 55]. Data quality depends on the annotators, 
and the difference in expert and amateur annotators affect 
algorithmic accuracy [14, 48, 55]. Likewise, the quantity 

of datasets has been scarce, which has led to overfitting in 
some studies [55, 62]. As such, larger and diverse datasets, 
including non-English datasets, are needed to train future 
AI/ML efforts [50].

4  Proposed public health and AI/ML 
approach

Of the two approaches discussed in this paper, neither one 
by itself can completely eradicate hate speech. Some might 
argue that public health approaches in general are slow-
moving processes, especially in terms of enacting policies 
[28]. On the other side of the argument, others might insist 
that AI/ML is not sustainable as simply silencing perpe-
trators of hate speech does not stop the overall problem in 
the long run. A recent example of this is the restrictions 
on Ye’s, also formerly known as Kanye West, Twitter and 
Instagram accounts [63]. While the social media companies 
halted the hate speech posts from Ye, they did not prevent 
further instances of hate speech as an antisemitic group in 
Los Angeles were seen displaying an antisemitic sign in sup-
port of Ye [64]. Similarly, Ye’s Twitter account was shortly 
reinstated by Twitter even before new leadership by Elon 
Musk [65]. As such, silencing users, especially celebrities or 
influencers, whose actions or words can have major effects 
on the masses, is not a viable solution.

Therefore, I believe that a combination of public health 
and AI/ML should be done to develop a sustainable response 
to combatting hate speech. However, with the goals of both 
public health and AI/ML contrasting from one another, this 
serves as a barrier to creating a cohesive approach. Public 
health’s goals are to prevent, whereas with AI/ML, it is to 
react [12, 40, 44, 66]. These two conflicting goals cause fric-
tion between what a proposed approach would look like. For 
a while, public health was mostly applying AI/ML for sur-
veillance or detection of disease progressions [67, 68]. For 
example, the early detection of the Zika virus was due to big 
data analytics using AI/ML [68, 69]. From the information 
gathered by AI/ML, public health officials and governments 
have been able to develop collective actions, such as educat-
ing the public on measures to prevent illnesses or providing 
access to interventions [31, 68, 70].

Given the upsurge of the infodemic, the focus of AI/ML in 
public health has gradually transitioned from epidemiology 
to “infodemiology”, where data analytics of social media 
and other internet data sources are used to guide public 
health officials in developing strategic actions [71, 72]. Info-
demiologists use social listening, a method often used in the 
business industry to track their brand, to monitor the discus-
sion surrounding a topic of interest [73, 74]. An example of 
this is the WHO’s Early AI-supported Response with Social 
Listening (EARS), an AI that follows the conversation about 
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COVID-19 resulting in early detection of misinformation 
[75]. The initial EARS AI/ML, developed “with proprietary 
technology from Citibeats”, was trained with social media 
data from 20 countries, including languages such as English, 
Spanish, French, and Portuguese, and used semi-supervised 
learning to generate its outcomes [74, 76]. According to Pur-
nat et al., “Data [were] categorized automatically into 40 
categories [about COVID-19 conversations], with human 
quality controls, as per the WHO-developed COVID-19 
public health social listening taxonomy” [74]. The social 
listening taxonomy included topics such as “the cause of 
the virus”, who was at risk for the illness, what interven-
tions (e.g., testing, healthcare equipment) are available, and 
tracking of misinformation [71]. The pilot study has since 
increased to 30 countries and includes an additional 26 cat-
egories dedicated to conversations surrounding the COVID-
19 vaccine [77]. Using EARS to monitor conversations and 
address misinformation in an efficient manner can lessen the 
effects of the infodemic as well as the stigmatization of the 
AAPI community.

4.1  AI/ML for social listening of hate speech 
and public health interventions

As previously mentioned, automated deletion interferes with 
free speech rights and is akin to silencing outgroups [12, 57, 
58]. Therefore, in proposing a joint process, I argue that AI/
ML should only be used for automated hate speech detection 
and data analytics. These outcomes from AI/ML will then 
be used to inform the public health agenda. Using the EARS 
project as a reference, my proposed approach involves using 
an algorithm for social listening to monitor hate speech 
which will then guide the public health efforts. Through the 
results of automated hate speech detection and data ana-
lytics, we can track areas where hate speech are prevalent 
and find root causes concerning the misconceptions about 
outgroups. Unfortunately, however, this might be difficult to 
quantify given the continuous growth of conversations sur-
rounding hate speech. Meanwhile with EARS, the conver-
sations surrounding COVID were easier to track and quan-
tify into specific categories, because eventually the topic of 
COVID came to a standstill, where nothing ground-breaking 
was being contributed to the discussion. As such, research-
ers were able to discern categories and subcategories much 
quicker than with the ever-expanding topic of hate speech. 
Additionally, there are many groups that already are or could 
be considered as an outgroup, which further complicates 
what categories and subcategories should be tracked. For 
the purposes of illustrating my proposal, an initial AI/ML for 
social listening of hate speech could include the categories 
of race/ethnicity (e.g., hate speech against Black, Asian, and 
Latine), religion (e.g., islamophobia, antisemitism), sexual 
orientation, and gender. As this AI/ML gains traction and 

adequate resources, more categories/subcategories could 
be added for future iterations. Similarly, expert annotators 
are needed to help determine the appropriate category for 
each post and will act as quality control—ensuring that there 
are consistencies in the automatic detection of hate speech. 
From this information, I believe that the following public 
health efforts will support the mitigation of hate speech: 
correcting misinformation through educational resources, 
working with different groups to develop prevention pro-
grams, and developing policies to address non-tolerance of 
harmful behavior. Some future considerations for this pro-
posed approach are to expand the languages studied and to 
include other formats besides textual analysis [78]. Most 
studies for social listening of any sort primarily focus on 
English, which dismisses the fact that hate speech could be 
in any language. Meanwhile, Matamoros-Fernandez and 
Farkas’ literature review showed that most studies about hate 
speech mainly concentrated on Twitter (despite other social 
media sites, such as Facebook and WhatsApp, having more 
users) and text-based posts instead of other formats, such as 
photos or videos [78].

A barrier to my suggested approach is arguments against 
paternalism. Paternalism is often cited as the reason why 
some resist public health efforts despite the good inten-
tions as they believe these interventions infringe on their 
autonomous right to decide for themselves what their wants 
and needs are [30]. Given that “[t]he providers of public 
health interventions often are governments, rather than pri-
vate practitioners”, there is an added opposition from some 
users to regulate social media companies due to the fears of 
content moderation as well as silencing users [29, 79]. Cur-
rently, social media companies are private corporations and 
function on their own terms often without government regu-
lation in most countries [80, 81]. Even with public health 
policies enacted by the government, this cannot be enforced 
onto the social media companies as they have “[…] their 
own rules for acceptable user behaviour” [82]. However, 
Abroms states that

[o]ne exception to the voluntary nature of the guide-
lines is a new, first-of-its-kind law in Germany, which 
mandates that hate speech, fake news, and illegal mate-
rial must be taken down within 24 hours of being 
reported, or companies could be fined millions of dol-
lars by the government [80].

This law, while most likely effective, is a tad unforgiv-
ing. Ideally, regulated social media websites or the Internet 
would protect affected communities. Similarly, there have 
been debates on reforming Section 230 of the Communica-
tions Decency Act, which would hold social media compa-
nies liable for the content they host on their website [79, 83]. 
Both regulation and reforming Section 230 are direct inter-
ference from the government and considered as paternalism 
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due to these actions, with the intention of preventing hate 
speech, affecting the users, who might not have the same, 
normative views towards outgroups. Morley et al. argue that 
“[m]ore coercive forms of information control are perceived 
to be neither necessary nor proportionate” [84]. Again, the 
goal is to prevent hate speech and not silence users. Despite 
the benefits of government intercession, I believe that regu-
lation of social media companies and reforming Section 230 
in the U.S. is less likely to happen. Therefore, instead of 
focusing on regulation, which will be different for each 
country (and state-wide in the U.S.) anyway, and reform-
ing Section 230, I recommend governments to redirect their 
attention to implementing sustainable interventions. Funds 
towards resources that help outgroups and education that 
discusses diversity, equity, and inclusion (DEI) should be 
advocated for by the government. By focusing on strategic 
actions to stop hate speech, instead of enforcing “coercive” 
actions, the goal of eradicating hate speech not only online 
but in society can be achieved.

5  Conclusion

Unfortunately, the issue of hate speech will not cease to 
exist. This hateful mentality comes from years of desen-
sitization, and with groups being more covert with their 
messages, it has become increasingly difficult to stop these 
false narratives surrounding outgroup populations. Relat-
edly, hate crimes and cyberbullying are considered as pub-
lic health issues, which has afforded more public aware-
ness and resources for causes fighting against both issues. 
Therefore, the classification of hate speech as a public health 
concern can amplify the severity of the harms stemming 
from hate speech. Several studies on hate speech detection 
by AI/ML have shown early promise in its functionality [10, 
11, 45]. However, ethical consequences to AI/ML usage, 
such as unfairness, arise in preventing hate speech. Never-
theless, given AI/ML’s capabilities to analyze big data in 
social media and lessen the emotional and physical burden 
on human moderators, it could potentially be mandatory in 
the future to utilize these tools to control hate speech [12]. 
Furthermore, this paper discussed a proposed approach to 
addressing hate speech. While public health and AI/ML have 
different goals, I believe that uniting the reactive side of AI/
ML with the preventative side of public health will result 
in a sustainable and efficient approach to confronting the 
problem of hate speech.
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