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Abstract
What criteria must an artificial intelligence (AI) satisfy to qualify for moral standing? My starting point is that sentient AIs 
should qualify for moral standing. But future AIs may have unusual combinations of cognitive capacities, such as a high level 
of cognitive sophistication without sentience. This raises the question of whether sentience is a necessary criterion for moral 
standing, or merely sufficient. After reviewing nine criteria that have been proposed in the literature, I suggest that there is a 
strong case for thinking that some non-sentient AIs, such as those that are conscious and have non-valenced preferences and 
goals, and those that are non-conscious and have sufficiently cognitively complex preferences and goals, should qualify for 
moral standing. After responding to some challenges, I tentatively argue that taking into account uncertainty about which 
criteria an entity must satisfy to qualify for moral standing, and strategic considerations such as how such decisions will 
affect humans and other sentient entities, further supports granting moral standing to some non-sentient AIs. I highlight 
three implications: that the issue of AI moral standing may be more important, in terms of scale and urgency, than if either 
sentience or consciousness is necessary; that researchers working on policies designed to be inclusive of sentient AIs should 
broaden their scope to include all AIs with morally relevant interests; and even those who think AIs cannot be sentient or 
conscious should take the issue seriously. However, much uncertainty about these considerations remains, making this an 
important topic for future research.
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1  Introduction

An entity has moral standing if “it or its interests matter 
intrinsically, to at least some degree, in the moral assessment 
of actions and events” [40].1 Interests can be defined as those 
things that contribute to how good or bad things go for an 
entity [3].2 For example, humans typically have an interest 

in avoiding pain, and plants typically have an interest in sun-
light and water. If such interests are taken into account in 
our moral assessments for intrinsic reasons, that is, for their 
own sake, then the entities in question have moral standing.

What criteria must an artificial intelligence (AI) satisfy 
to qualify for moral standing?3 My starting point is that 
sentient AIs, that is, those with the capacity for positive or 
negative experiences, should qualify for moral standing. 
But future AIs may have unusual combinations of cognitive 
capacities when compared with humans and nonhuman ani-
mals, such as a high level of cognitive sophistication without 
any positive or negative experience (e.g., [8]. This raises 
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1  Moral standing is sometimes used interchangeably with “moral sta-
tus.” For example, Warren [78] states that “To have moral status is to 
be morally considerable, or to have moral standing.” Others draw a 
distinction where moral status is comparative, that is, one entity can 
have higher or lower moral status than another entity, while moral 
standing is a fixed notion that refers to whether an entity is granted 
any moral consideration at all (e.g., [10]. I follow Buchanan’s distinc-
tion in this article.
2  That is, they contribute to an entity’s welfare, or wellbeing [16].

3  In this article, I am interested in the criteria an AI must satisfy for 
us, as moral decision makers, to decide to treat them a certain way—
to take into account their interests in moral assessments for intrin-
sic reasons. I stay neutral on whether the satisfaction of any of the 
proposed criteria means an AI has moral standing in a metaphysical 
sense.

http://crossmark.crossref.org/dialog/?doi=10.1007/s43681-023-00260-1&domain=pdf
http://orcid.org/0000-0003-1039-5774
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the question of whether sentience is a necessary criterion 
for moral standing, or merely sufficient, and if it is merely 
sufficient, which other criteria should also qualify an entity 
for moral standing.

In this article I first survey the most commonly proposed 
criteria for moral standing and some of their perceived pros 
and cons, with a particular focus on how those criteria are 
relevant to assessment of the moral standing of AIs. I draw 
on several existing reviews, including Gibert and Martin 
[26], Gordon and Pasvenskiene [30], Jaworska and Tan-
nenbaum [41], and Shevlin [67]. I then suggest that there 
is a strong case for thinking that some non-sentient AIs 
should be granted moral standing. After considering some 
challenges to this view, I discuss how to take into account 
uncertainty about which AIs should have moral standing 
and some strategic considerations such as whether grant-
ing moral standing to some non-sentient AIs would be in 
the interest of humans and other sentient entities. I suggest, 
tentatively, that these provide further reasons for granting 
moral standing to some non-sentient AIs. After highlight-
ing some implications of this view, I discuss limitations and 
directions for future research.

2 � Criteria for moral standing

2.1 � Sentience

Sentience is the capacity to have positive or negative experi-
ences [20, 36, 58, 78]. Such positive and negative experi-
ences are typically understood to include feelings, such as 
physical sensations, emotional states, and moods [23]. Given 
its emphasis on positive and negative experiences, sentience 
is a natural criterion for classical utilitarians. However, it is a 
commonly endorsed as a sufficient criterion for moral stand-
ing across a range of normative views (e.g., [25, 32, 56].

The importance of this criterion has strong intuitive 
appeal: as defined in the Introduction, to have moral standing 
means to have one’s interests matter intrinsically. Being sen-
tient is clearly one way in which an entity can have interests 
that seem important to take into account for their own sake, 
for example, the interest in avoiding pain. However, several 
authors have argued for the stronger conclusion that sen-
tience is necessary for moral standing. This stronger position 
is defended in a variety of ways. For example, Horta [38] 
suggests that all plausible interpretations of the three main 
theories of welfare (hedonism, preference satisfaction, and 
objective lists, see [57] may require sentience, Singer [69] 
argues that having (morally relevant) interests conceptually 
requires sentience, and DeGrazia and Millum [23] argue that 
(morally relevant) interests are those that result in things 
going better or worse for an entity from its “point of view,” 
and that this requires sentience.

Multiple researchers have proposed that we grant sentient 
AIs moral standing [8, 22, 26, 70, 73, 75]. This is straight-
forwardly entailed if sentience is sufficient for moral stand-
ing, which all of these authors endorse.4

While the sentience criterion seems plausible, it has crit-
ics. First, it is commonly argued that we cannot know with 
certainty whether another entity is sentient [13, 33]. This 
problem is exacerbated with AIs, for whom we cannot refer 
to biological criteria, such as the presence of nociceptors, as 
we do with animals. A relevant response comes from Sebo 
[66], who argues that we can address uncertainty about sen-
tience using a precautionary or expected value principle.5 
However, Sebo’s response does not apply to a stronger ver-
sion of the argument, that the term “sentience” is not well-
defined so it is not even possible in-principle to determine 
whether an entity is sentient [33]. A second criticism is that 
it is too exclusive—if sentience is necessary then entities 
such as non-sentient living entities [29] or non-sentient, 
intelligent, autonomous AIs [53] cannot qualify for moral 
standing. We consider whether non-sentient entities should 
be granted moral standing in the next sections.

2.2 � Consciousness

Consciousness is experience, such as the visual experience 
of the color red or the auditory experience of music [5, 22, 
58, 78].6 On this definition, consciousness is broader than 
sentience, which refers specifically to positive and/or nega-
tive experiences. Experiences are typically felt positively 
or negatively in biological entities, so there is less need to 
distinguish between consciousness and sentience in that 
context.7 As a result of this, the two terms are sometimes 
used interchangeably. With AIs, however, the two capacities 
may not necessarily come together. Graziano [31] suggests 
that the first conscious AIs will not be sentient, they may, 
for example, have the capacity to experience colors without 
those experiences being felt positively or negatively. It is 
therefore important in the context of AIs to consider the 
relevance of consciousness for moral standing separately 
from sentience.

4  If sentience is necessary but not sufficient, then additional criteria 
would need to be satisfied by an AI in order for it to qualify for moral 
standing. However, this latter position seems uncommon in the litera-
ture as a criterion for moral standing. Many authors, however, argue 
that the possession of other capacities, such as cognitive complexity, 
would enhance an entity’s moral status (e.g., [50].
5  The precautionary principle is to treat an entity as sentient in cases 
of uncertainty. The expected value principle uses degrees of confi-
dence of an entity’s sentience to calculate its expected moral value.
6  I refer here to “phenomenal consciousness.” See [6].
7  While they typically are taken to come together, Godfrey-Smith 
[27] suggests that consciousness may be present without sentience (or 
with limited forms of sentience) in some invertebrates.
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Chalmers [11] thinks that consciousness is what should 
qualify an entity for moral standing. He notes that there’s 
more to consciousness than just the experience of suffering 
and happiness (broadly construed), and argues that these 
other conscious experiences are also morally valuable. He 
defends this position using two thought experiments. First, 
he asks us to consider the “zombie trolley problem.” A train 
is hurtling down a track towards one conscious human. You 
have the opportunity to divert the train to another track, 
where it will instead kill five beings who are functionally 
and behaviorally identical to humans, but have no conscious-
ness (i.e., “zombies,” see [45]. Chalmers thinks it’s clear we 
should divert the train, and cites his own informal polls that 
support this position. However, he does note that when it 
comes to saving one conscious chicken versus a whole planet 
of humanoid zombies, he is less sure of the right response.

Chalmers then asks us to consider a second thought 
experiment: the “Vulcan trolley problem.” Chalmers’ defines 
a philosophical Vulcan as a “conscious creature who experi-
ences no happiness, suffering, pleasure, pain, or any other 
positive or negative affective states.”8 Chalmers uses differ-
ent versions of the trolley problems outlined in the previous 
paragraph, which makes comparing intuitions across the 
cases difficult. He asks us to consider (a) killing a whole 
planet of Vulcans to save one sentient human, and (b) to kill 
a Vulcan to save one hour on the way to work. In both cases, 
he thinks it’s clearly wrong to kill the Vulcans. Chalmers 
notes that the way he is conceiving of the Vulcans they have 
desires, but he also says that even if they didn’t it would still 
be wrong to kill the Vulcans in these scenarios. Chalmers 
thinks that “a Vulcan matters about as much as an ordinary 
human.”

Others consider that consciousness alone is not suffi-
cient for moral standing, but that consciousness with (non-
valenced) preferences or desires is sufficient. Kagan [43] 
asks us to think about an entity who has a single experience 
of the color blue, but no other conscious mental states at 
all. Kagan thinks that such an entity should not have moral 
standing. On the other hand, if we imagine the same entity 
but with a preference or desire to experience blue, Kagan 
thinks we would be much more likely to grant it moral stand-
ing. Similarly, Basl [3] considers consciousness insufficient 
for moral standing, arguing that if we were to create an entity 
with only the capacity for experiencing colors but no other 
mental states, the entity would not warrant moral standing. 
However, Basl thinks that a conscious entity with the capac-
ity for attitudes, desires, or preferences, such as Chalmers’ 
Vulcans, would warrant moral standing. Neely [53] seems 
aligned with Basl and Kagan, although she favors a more 

expansive definition of consciousness that entails attitudes 
towards one’s experience.9

There are several criticisms of the consciousness crite-
rion. Both of the challenges and responses that were dis-
cussed for the sentience criterion also apply here. Addition-
ally, Chalmers’ thought experiments that consciousness 
alone is sufficient for moral standing seems inconclusive. 
While it seems plausible that a conscious entity with prefer-
ences, goals, and/or other agential states should be granted 
moral standing, it is less plausible that a merely conscious 
entity without goals or preferences should. Perhaps one 
could argue that such an entity could be the recipient of 
some objective list goods, such as knowledge, which would 
be good for them despite them not caring about it at all. But 
since these goods would not matter to the entity, it is more 
difficult to justify their moral relevance.

2.3 � Cognition

Cognition typically refers to capacities such as agency, intel-
ligence, and rationality, and is often defined in contrast to 
feelings or emotional capacities (e.g., [76, 79]. Cognitive 
capacities can come in degrees, though it is often thought 
that they are required in relatively high degrees for an 
entity to qualify for moral standing.10 For example, Kantian 
deontological approaches tend to emphasize high degrees 
of cognitive capacities as being necessary on the grounds 
that moral value arises when entities reflect on and justifi-
ably universalize their preferences, a process that is taken 
to require a high degree of cognitive sophistication [47].11 
Approaches that ground morality in social contracts also 
often emphasize high degrees of these capacities because 
they tend to be seen as necessary for forming and participat-
ing in such contracts [17].

An important question is whether cognition, without 
sentience or consciousness, is sufficient for moral standing. 
While these capacities are generally taken to be correlated 
in biological entities, Bostrom and Yudkowsky [8] suggest 
that some future AIs might have a high degree of cognitive 
sophistication but not be sentient or conscious. As noted 
in the previous section, some take sentience to be a nec-
essary criterion and therefore must deny that cognitively 

8  These entities are inspired by Vulcans from the television show 
Star Trek.

9  Neely in particular argues that consciousness and self-awareness is 
sufficient for moral standing, but my reading is that she also considers 
that conscious entities with attitudes towards their experience and no 
self-awareness should have moral standing.
10  These types of capacities have been emphasized as being individu-
ally important for moral standing, with a combination of them some-
times taken to qualify an entity for “personhood,” which has also 
been proposed as a criterion for moral standing (e.g., see [21].
11  In this paper, Korsgaard reinterprets this view to incorporate the 
interests of non-human animals who are typically thought not to pos-
sess the required capacities.
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sophisticated but non-sentient entities should be granted 
moral standing. Mosakas [52] argues that consciousness is 
necessary for (higher-order) cognition accounts of moral 
standing on the basis that such accounts typically emphasize 
capacities such as rationality, self-consciousness, and a rich 
and complex mental life, each of Mosakas thinks presup-
poses consciousness.1213

However, several authors argue against that cognition 
alone is sufficient for moral standing. Kagan [43] argues 
that either sentience or “agency”—by which Kagan means 
having preferences, desires, and plans that one acts upon 
to achieve goals—are sufficient for moral standing. Why 
should agency alone suffice? Kagan argues that the relevant 
sorts of interests that qualify an entity for moral standing are 
those that “matter to” an entity, or those that an entity “cares 
about,” and that having the type of agency Kagan describes 
is sufficient for having such interests. In contrast to the com-
mon view that high degrees of such capacities are required 
for moral standing, Kagan thinks that even a minimal form 
of agency is sufficient.

Kagan proposes a thought experiment to capture the intu-
ition that agency without sentience or consciousness can 
qualify an entity for moral standing. He asks us to imagine 
that we discover a highly sophisticated evolved alien civili-
zation of robots who have goals and preferences, complex 
and sophisticated aims, and make plans and act on them, 
but who are not sentient or conscious. He asks us to imag-
ine that we are an Earth scientist and that we capture one 
of them with the intention of dissecting and studying them. 
The mother of that entity begs us not to do so, making strong 
emotional pleas that we do not harm it and arguing that we 
have no right to treat it that way. Kagan thinks that the act 
that we are planning would be “morally horrendous,” and 
this is because of the entities’ agency. While Kagan’s intui-
tion seems reasonable, given the strongly emotive nature of 
the thought experiment it is difficult to isolate the effect of 
the entities’ agency as the factor that is responsible for our 
intuitions.

Neely [53] argues that while sentience is one important 
way of having morally relevant interests, it is not the only 
way. She argues that it is possible to harm someone with-
out causing them physical pain, such as in the case of step-
ping on the foot of a person with congenital analgesia (i.e., 
the incapacity to feel pain), or emotional pain, such as in 
cases of emotional dissociation with victims of abuse. She 
suggests that this harm is, in part, a result of thwarting the 
desires of the entities in question (e.g., a desire not to have 
one’s foot stepped on, whether or not it causes physical or 

emotional pain). Neely argues that intelligent, autonomous 
(non-sentient) AIs can also be harmed through the thwart-
ing of their desires, and hence can also qualify for moral 
standing.

Sinnott-Armstrong and Conitzer [71] consider the ques-
tion of moral standing in terms of which rights an entity 
should have, arguing that while sentience is a necessary 
condition for the right not to be caused pain, it is not neces-
sary for other rights. For example, a right to freedom may 
instead require an entity to have goals and the ability to make 
rational choices. They argue that even if future AIs are not 
sentient, they could have other capacities such as intelli-
gence, autonomy, consciousness, and moral agency, that 
could qualify them for moral standing.

There are at least two criticisms of the cognition criterion. 
First, the view that a high degree of cognitive sophistication 
is necessary for moral standing (i.e., the Kantian and social 
contract approaches) seems underinclusive: nonhuman ani-
mals typically lack the required capacities, as do human 
babies and some cognitively impaired humans [37]. But it 
seems wrong that such entities should not have moral stand-
ing. While this is an important challenge to these accounts, 
they can be reinterpreted or modified to be more inclusive 
of such entities (e.g., [47, 61]. Second, while the various 
arguments and thought experiments are suggestive that cog-
nition can be sufficient for moral standing, they seem far 
from conclusive. For example, using Kagan's [43] criterion, 
it seems unclear that things can properly be said to “matter 
to” an entity based purely on cognitive (e.g., preferences, 
goals) capacities, but it seems much more clearly appropriate 
to use such language for a sentient entity.

2.4 � Life

A common view in environmental ethics is “biocentrism,” 
on which all living entities qualify for moral standing. Good-
paster [29] argues that it is natural to speak of living entities 
such as plants as having interests, for example, an interest 
in staying alive. He argues that it is not defensible to restrict 
the set of interests that are considered morally relevant in the 
way that approaches focused on capacities such as sentience 
tend to do. He suggests that sentience is a biological adapta-
tion to help entities avoid threats to their lives, and therefore 
life is more important and more fundamental than sentience. 
Goodpaster notes that while life may be the right criterion 
for moral standing, other factors, such as sentience, may 

12  Mosakas uses the term “sapience” rather than “cognition”.
13  Mosakas does say that cognition and consciousness can be techni-
cally separated if cognition is defined “entirely in behavioral terms,” 
and thinks that such a being would not warrant moral standing.
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still contribute to differences in the “moral significance” of 
different entities.1415

Can AIs qualify for moral standing on the biocentric 
account? It does seem possible that some forms of “arti-
ficial life,” biological systems constructed synthetically or 
in non-biological substrate, could qualify for moral stand-
ing in virtue of being alive [2]. However, this excludes the 
majority of AIs that are not designed to resemble or replicate 
biological systems. Goodpaster [29] suggests that the core 
of moral consideration lies in “self-sustaining organization 
and integration in the face of pressures toward high entropy,” 
and considers sentience to be a sufficient condition for moral 
standing. AIs could qualify on this broader definition.

A key problem with biocentrism as a criterion for moral 
standing is that it arguably both over- and underinclusive. 
It is arguably overinclusive because it seems to grant moral 
standing to entities that intuitively do not have morally 
relevant interests, such as plants. While Goodpaster [29] 
rejects it as indefensible, it does seem that there is a case for 
restricting the set of morally relevant interests, for example, 
to cases where an entity has an “interest in” or “attitude 
towards” something [32] or where their interests can be said 
to “matter to” them [43]. According to these authors, while 
plants can be said to have interests in the sense of things 
going better or worse for them, they do not have interests in 
this stronger sense, and hence should not have moral stand-
ing.16 Biocentrism is arguably underinclusive because it may 
be possible for an entity to be sentient or have some other 
morally relevant capacity while not being alive in the strictly 
biological sense. This could be addressed by expanding the 
definition of life, or instead thinking of life as a sufficient but 
not necessary criterion for moral standing.

2.5 � Information

Another approach taken in the AI ethics literature is “Infor-
mation Ethics,” or “ontocentrism” [24]. On this account, any 
entity that carries information qualifies for moral standing. 
Floridi argues that since everything that exists carries infor-
mation, everything that exists should have moral standing.17 
Floridi considers this radical perspective to be maximally 
universal, impartial, and unbiased: the bar for moral stand-
ing is lowered to capture the minimal common factor shared 
by all existing entities. Floridi suggests that what is bad for 
informational entities is entropy, where entropy refers to the 
decrease or decay of information. He therefore advocates 
that we aim to reduce entropy and promote the quantity, 
quality, and variety of information in the “infosphere.”18

A key benefit of ontocentrism, particularly compared to 
biocentrism, is that it would grant moral standing to non-
biological entities that should plausibly be qualify for moral 
standing, such as sentient AIs. However, this inclusiveness 
is also arguably its main weakness—ontocentrism is argu-
ably excessively inclusive. For example, it involves granting 
moral standing to entities that do not intuitively have mor-
ally relevant interests, such as rocks. That said, ontocentrism 
is perhaps well-aligned with panpsychism, an increasingly 
popular view which entails that consciousness or mentality 
is fundamental and ubiquitous in nature [28].

2.6 � (Social) relations

All of the approaches described so far emphasize certain 
properties that an entity must possess to qualify for moral 
standing. An alternative approach instead emphasizes our 
relations with other entities. Within the AI ethics literature, 
the “social-relational” approach has gained much traction 
[12, 13, 33]. The starting point for this approach is a critique 
of the standard “property-based” approach. Coeckelbergh 
[12] notes several of these, perhaps the most important of 
which is that there are significant epistemological chal-
lenges with determining whether entities have the proper-
ties required for moral standing (as well as what the right 
properties are in the first place).19 According to the social-
relational approach, we cannot know this. All we can know 
is how those properties appear to us, and this appearance 
occurs inescapably in a social context—our relationships 

14  Or, in other words, the moral status of different entities.
15  Scherer [64] proposes a thought experiment that aims to support 
biocentrism. He asks us to imagine a series of planets that people on 
Earth know nothing and will never know anything about, a condition 
included to ensure any value ascribed to the planets are not due to 
their effects on humans. The first two planets are most relevant to bio-
centrism. First is the planet “Lifeless,” which has no life on it at all 
and can be exhaustively described in “geological, meteorological, and 
solar terms.” The second is “Flora,” on which a variety of plant-like 
life exists, whose persistence and functioning depends on the condi-
tions on the planet and on each other. Scherer thinks that nothing that 
happens on Lifeless matters morally, but things on Flora do matter, so 
life itself is morally valuable.
16  Biocentrists also arguably restrict morally relevant interests as 
well. For example, [62] considers the case of a car being parked 
inside overnight. While this can be said to be “good for the car,” he 
makes a distinction between “a thing being a good thing of its kind 
and a thing having a wellbeing.” When we speak of something being 
good for a car, Rodogno argues that we mean it contributes to the car 
being a good car. When we speak of something being good for a per-
son, or a plant, we mean it contributes to their wellbeing/welfare.

17  Hence the term “ontocentrism”.
18  “Infosphere” refers to the whole informational environment, analo-
gous to “biosphere”.
19  Other criticisms are that property-based approaches can have 
very high thresholds, making them irrelevant and underinclusive of 
present-day and near-future AIs that some people argue would war-
rant moral standing, such as social robots; and that by focusing on the 
properties of individuals they neglect broader groups those individu-
als are a part of (e.g., communities and societies).
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with other entities and the wider social conditions in which 
those relationships are embedded. Thus, the property-based 
approach of trying to abstract away from such context to 
objectively determine the presence or absence of certain 
properties is considered to be misguided.

The social-relational approach doesn’t provide a com-
plete methodology for deciding which entities to grant 
moral standing, though it does provide some guidance about 
how to approach the question.20 First, rather than trying to 
abstract away from social context, we should take this into 
account when deciding how to treat other entities. This does 
not mean that we should simply base our decisions about 
how to treat others on our social relations with them, though 
such relations are likely to be relevant. Instead, we should 
critically reflect on these relations. For example, we should 
consider how the language that we use (e.g., referring to 
some AIs as “machines”) constrains our moral thinking. Sec-
ond, rather than thinking about moral standing as an abstract 
philosophical question about the presence or absence of cer-
tain properties, we should instead consider how we want to 
relate to different entities in concrete situations. Third, we 
should be open to the idea of our ascriptions of moral stand-
ing changing over time. As we engage more with AIs, our 
experience of them will change, and we may come to change 
what we consider to be our appropriate moral relationship 
with them.

There is a stronger version of the relational approach than 
that described in the previous paragraphs, which has not 
gained as much traction in the AI ethics literature but is 
commonly discussed in the field of ethics more generally. 
On this stronger version, our relationships with other entities 
determine how we ought to treat them. Noddings [55] argues 
that our moral obligations arise from “caring relationships” 
with others, and so the extent to which we are involved in 
a caring relationship with another entity determines our 
moral obligations towards them.21 An important component 
of Noddings’ approach is reciprocity. To qualify for moral 
standing, an entity must have the capacity to respond to care 
that is directed at them in some way. At the least, there must 
be some recognition of the care that they would receive. 
Thus, at least some non-human animals would qualify for 
moral standing on Noddings’ account, but inanimate objects 
that we care about would not. What about AIs? It seems 
reasonable to think that some AIs could respond to care that 
is directed at them, and so could qualify for moral standing 
on this account.

Several criticisms can be made of the relational 
approaches. The first criticism applies only to the (weaker) 
social-relational approach. It has been suggested that the 
epistemological challenges of determining the existence of 
properties such as sentience in other entities are overstated 
[52, 75]. Rather than abandon looking for properties com-
pletely, we can look for their presence probabilistically. This 
approach, however, is less feasible for non-realism about 
such properties, a stronger position taken by some social 
relationists (e.g., [33]. The second criticism applies to both 
the weaker and stronger relational approaches: they arguably 
allow for too much subjectivity and inconsistency [26]. Our 
relations with others are necessarily subjective; if we don’t 
try to abstract away from them, or if we directly base our 
moral judgments on them, we risk those judgments becom-
ing arbitrary. The social-relational response may respond 
that it is simply not possible to abstract away from such 
relations. The third criticism applies to the stronger version. 
At least on Noddings’ version, reciprocity is a requirement 
for an entity to qualify for moral standing. This avoids the 
result that inanimate objects that we care about qualify for 
moral standing. But arguably the more plausible criterion for 
moral standing is whatever capacity enables the reciprocal 
response (e.g., some sort of cognitive or emotional capacity), 
rather than the reciprocal relationship itself.

2.7 � Behavior

On the approach known as “ethical behaviorism” an entity 
should qualify for moral standing if it is “roughly perform-
atively equivalent” to an entity with moral standing [18]. 
“Performative equivalence” means to consistently behave 
in the same way. According to Danaher, this only needs to 
be “rough,” because no two entities are ever exactly per-
formatively equivalent. He considers that behavior should be 
interpreted broadly to include not just physical behaviors but 
all externally observable patterns, including brain states.22 
Danaher argues that since AIs can be roughly performatively 
equivalent to entities with moral standing, they can qualify 
for moral standing.

Why should we consider an entity’s behavior rather the 
absence or presence of some intrinsic capacity like sen-
tience? Danaher argues that behavior is our only source of 
knowledge about the absence or presence of capacities such 
as sentience. Therefore, an entity’s behavior is a sufficient 
basis for granting moral standing. The view is not, how-
ever, the metaphysical claim that behavior grounds moral 
standing. It is, rather, an epistemic and normative argument 

20  Coeckelbergh [14] outlines a normative framework for the “indi-
rect moral standing” of robots, animals, and humans based on the 
social-relational approach.
21  The summary of Noddings’ view here is largely based on Warren 
[78].

22  Knott et al. [46] highlight the importance of this point by compar-
ing two virtual avatars with equivalent behaviors but very different 
(observable) mechanisms to produce those behaviors.
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for how we ought to grant moral standing: on the basis of 
behavior.

This approach provides important guidance on how we 
should consider behavioral evidence, and provides a strong 
argument for rough performative equivalence as a sufficient 
condition for granting an entity moral standing. However, 
while one purported benefit of the approach is its agnosti-
cism about the metaphysical grounding of moral standing, 
Smids [72] argues that ethical behaviorists cannot be entirely 
agnostic on this question. Danaher [19] accepts this, though 
notes that it is possible to be agnostic over all views that 
take psychological criteria (e.g., sentience or cognition) 
as grounding moral standing, because equivalent behavior 
provides evidence for all of them. Still, it seems that with-
out taking a more specific view, ethical behaviorism has a 
relatively high bar for granting moral standing, because an 
entity would need to be behaviorally equivalent to another 
entity with moral standing across a wide range of behaviors 
rather than just those behaviors that are relevant to a spe-
cific criterion. Perhaps ethical behaviorism is most powerful 
when it is combined with a view on which specific criteria 
ground moral standing, so that the range of behaviors that 
an entity needs to show performative equivalence on can be 
narrowed down.

2.8 � Potentiality

On this criterion, entities with the potential for certain mor-
ally relevant capacities should qualify for moral standing 
[41]. It is often considered in terms of the potential capac-
ity for sophisticated cognition; however, this need not be 
the case: one could also hold the view that the potential 
to become a merely sentient or living being should qualify 
an entity for moral standing. An important qualification is 
that the entity with the potential capacity should retain its 
identity if it fulfills the relevant capacities [74]. This avoids 
seemingly absurd consequences, such as a sperm or an egg 
having moral standing because they are potential adult 
humans, because sperms and eggs are not typically consid-
ered to be the same entity as the adult humans they become. 
The main benefit of the potentiality criterion is that it argu-
ably captures some “commonsense” moral views, such as 
human babies warranting a relatively high degree of moral 
consideration.23

The potentiality criterion may have an interesting impli-
cation: that some present-day AIs should be granted moral 
standing.24 To see why, consider the AI language model 

Generative Pre-trained Transformer 3 (GPT-3) [9]. While 
GPT-3 likely does not have any capacities that would directly 
qualify it for moral standing, its more advanced descendants 
(e.g., GPT-4 or GPT-10) might. But the various versions of 
the GPT models are structurally very similar [9]. This raises 
the possibility that GPT-3 could in-principle be given those 
morally relevant capacities. If so, GPT-3 currently has the 
potential for those capacities, and because of the structural 
similarity between the GPT models, it would plausibly retain 
its identity when it realizes them. On this basis, it could 
qualify for moral standing.

The potentiality criterion provides a good explanation for 
some “commonsense” moral views. However, aside from 
preserving such “commonsense” views, it is unclear why 
mere potential, rather than the expectation that a directly 
relevant capacity will actually develop, should qualify an 
entity for moral standing. DeGrazia and Millum [23] provide 
an explanation for why the latter should qualify an entity: 
because our actions towards that entity can be expected to 
affect it once it has developed the directly relevant capac-
ity. Consider again GPT-3. If we knew with certainty that 
it would not in fact gain any morally relevant capacities in 
the future, it doesn’t seem to matter that it is in-principle 
possible for it to have those capacities. On the other hand, 
if we expected that it would in fact gain those capacities in 
the future, it seems much more reasonable to grant it moral 
standing. Perhaps DeGrazia and Millum’s modified version 
of the potentiality criterion provides a stronger justification 
for granting an entity moral standing.25

2.9 � Class membership

On this criterion, an entity should qualify for moral standing 
if it is a member of a certain class whose members typi-
cally have a capacity that qualifies them for moral stand-
ing [41].26 This criterion is typically considered in terms of 
being a member of a cognitively sophisticated species, such 
as the human species. This justifies granting moral standing 
to all humans regardless of their cognitive abilities, such 
as permanently unconscious humans, and is therefore argu-
ably aligned with the “commonsense” view. While cogni-
tive sophistication is typically the capacity that is taken to 
be morally relevant, the criterion is consistent with other 
capacities, such as sentience, being the relevant capacity. For 
example, we could take being a member of a sentient species 
as qualifying an entity for moral standing. Moreover, it is 

23  For example, Harman [35] suggests that the only reason that it can 
be defensible to grant higher intrinsic moral consideration to a baby 
than a cat is due to the baby’s potential to become adult humans (and 
hence possess certain morally relevant capacities that cats lack).
24  Thanks to Bradford Saad for raising this point.

25  Our degree of confidence in whether an entity will come to pos-
sess the morally relevant capacities also seems relevant. How high 
should our confidence be for us to grant an entity moral standing?
26  Jaworska and Tannenbaum focus on membership of a cognitively 
sophisticated species; as explained in the rest of this paragraph, I gen-
eralize this approach to class membership.
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unclear why membership to a biological species is required, 
rather than membership of a certain class more generally. 
This broader notion allows us to apply this criterion to non-
biological entities.

This approach may have interesting implications for the 
moral standing of AIs. Consider an account on which being 
a member of a cognitively sophisticated class qualifies an 
entity for moral standing. It is relatively uncontroversial than 
future AIs could develop highly cognitively sophisticated 
capacities. But if membership of a cognitively sophisticated 
class qualifies an entity for moral standing, then it is not 
only those cognitively sophisticated AIs that would qualify 
for moral standing, but any AIs that are members of those 
entities’ class. This could qualify far less advanced AIs with-
out directly morally relevant capacities for moral standing. 
Which AIs would qualify depends on how we classify dif-
ferent AIs.

While the class membership criterion does seem to cap-
ture some aspects of “commonsense” morality, such as that 
we do in fact tend to grant moral standing to permanently 
unconscious humans, it is otherwise unclear what the rel-
evance of class membership is for moral standing. It is the 
capacity that the class tends to possess that is morally rel-
evant; using class membership itself as a criterion for moral 
standing seems arbitrary [41].

3 � Extending the sentience criterion?

In the Introduction I noted that I consider sentience to be at 
least sufficient for moral standing, but was unsure whether 
it was necessary or if other criteria should also qualify an 
entity for moral standing. We have now reviewed nine pos-
sible criteria, including sentience. This review suggests that 
sentience as a necessary criterion may be too narrow, fail-
ing to capture some future AIs that should be granted moral 
standing. However, the sentience criterion seems to provide 
a very intuitive way of drawing the line between entities with 
and without moral standing. If not sentience, how should 
we draw the line? What is the distinction between morally 
relevant and irrelevant interests?

One meta-criterion proposed in the literature (and men-
tioned in the review above) is to define morally relevant 
interests as those interests that “matter to” an entity or that 
an entity “cares about” [43, 77]. This is similar to Gruen’s 
[32] notion of having an “interest in” or “attitude towards” 
something, and DeGrazia and Millum’s [23] notion of hav-
ing welfare “from the individual’s own point of view.” Why 
should these meta-criteria be the appropriate way of distin-
guishing morally relevant from irrelevant interests? Let us 
focus on the notion that morally relevant interests are those 
interests that “matter to” an entity, as this is the notion that 
has the clearest justification for me. When thinking about 

who should qualify for moral standing, we are asking which 
interests should matter in our moral decision making. But 
if an entity’s interests do not matter to them, why should 
they matter in our moral decision making (for their own 
sake)? There seems to be no reason to take such interests 
into account. On the other hand, if an entity has interests 
that do matter to them, it seems clear to me that, if we want 
to act morally, we should take those interests into account.

Using this meta-criterion, which entities qualify for 
moral standing? First, consider sentient entities: that they 
can feel pleasure and pain means that they can reasonably 
be described as having interests, and since sentience entails 
consciousness on the definition I am using, there is arguably 
a subject for whom those interests matter. Moreover, being 
in states such as pain arguably definitionally require a sub-
ject for whom the states matter—it would be odd to describe 
an entity as being in pain if there was no subject for whom 
that pain could matter.

The meta-criterion could collapse to the view that only 
sentient entities should be granted moral standing if sen-
tience is necessary for an entity to have interests that “matter 
to” it (e.g., [77]. However, it does not necessarily entail it, 
as argued by Kagan [43]. Probably the least controversial 
extension of moral standing beyond sentient entities is to 
conscious entities with preferences and goals, but no posi-
tive or negative feelings. That is, beings like Chalmers' [11] 
“Vulcans.” Can such entities be said to have morally relevant 
interests, interests that “matter to” them? Since they have 
preferences and goals, they can reasonably be described as 
having interests that can make things go better or worse for 
them, and since they are conscious, there is arguably a sub-
ject for whom those interests matter. So, it seems that they 
would qualify for moral standing on our meta-criterion.

More controversial are Kagan [43] and Neely’s [53] non-
conscious autonomous/agential AIs. Such entities have pref-
erences and goals and hence can be reasonably said to have 
interests. But do those interests matter to the entities? With-
out any conscious experience, it is more difficult to describe 
these entities in this way. Certainly, the entities described by 
Kagan and Neely would appear to us as subjects for whom 
things can matter, and they would claim that their interests 
matter to them. While Kagan argues that only cognitive 
states such as beliefs and preferences, and not consciousness 
or sentience, are required for things to matter to an entity, it 
is unclear to me what the right answer is here.

Less controversial are conscious entities without either 
preferences and/or goals or positive and/or negative feelings, 
such as an entity that experiences only colors [3]. While 
there is arguably a subject for whom things could matter, 
such an entity cannot reasonably be described as having 
interests. Since such an entity would have no morally rel-
evant interests to take into account, it should not have (and 
it does not require) moral standing.
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With life as a criterion, we have the opposite problem. 
Living beings such as plants can plausibly be described as 
having interests that could matter to them, because they can 
plausibly be described as having preferences and goals. But 
they are unlikely to be subjects for whom those interests can 
matter. Hence, plants are unlikely to have morally relevant 
interests, and therefore can reasonably be excluded from 
moral standing. To judge information as a criterion, we can 
consider whether rocks have morally relevant interests. As 
with plants, there is no reason to think there is a subject for 
whom things can matter. In addition, there is not a strong 
case for saying that rocks have interests. They can therefore 
also reasonably be excluded from moral standing.

With relational approaches, it could be suggested that 
we should grant moral standing to entities we are in rela-
tionships with if those entities have interests that matter to 
them.27 Thus, if we assume the arguments in the previous 
paragraphs are correct, if we are in a relationship with a 
Vulcan we should grant them moral standing, but if we are 
in a relationship with a plant (e.g., if we take care of the 
plant) we should not grant it moral standing. This suggestion 
is arguably consistent with at least one relational approach, 
that of Noddings [55], which emphasizes the importance of 
reciprocity in relationships.

With potentiality and class membership as criteria, we 
need to slightly modify our meta-criterion. For potentiality, 
we could say that an entity should qualify for moral stand-
ing if it has the potential to develop interests that matter to 
it. If we accept this view, then based on the reasoning in the 
previous paragraphs, we might say that an entity with the 
potential to develop into a Vulcan should qualify for moral 
standing, but an entity that has the potential to develop into 
a merely living being (such as a plant) should not. For class 
membership, we could say that an entity should qualify for 
moral standing if it is a member of a class whose members 
typically have interests that matter to them. If we accept 
this view, we might say all members of the class “Vulcan” 
should qualify for moral standing, but all members of the 
class “plant” should not.

Overall, I think the considerations in this section suggest 
that there is a strong case for thinking that some non-sentient 
entities, in particular those that have interests that matter to 
them, should be granted moral standing.28 This plausibly 
includes entities that are conscious and have non-valenced 
preferences and goals, such as Chalmers’ Vulcans, and enti-
ties that are non-conscious but have sufficiently cognitively 

complex preferences and goals, such as Kagan’s robots and 
Neely’s intelligent and autonomous AIs.

4 � Some challenges to the view

In this section I consider and respond to some challenges 
to the view that some non-sentient AIs should plausibly 
qualify for moral standing. The first challenge is that the 
non-sentient AIs that I think should plausibly qualify simply 
would be sentient, because to have preferences and goals is 
to be sentient. Thus, to say such entities might warrant moral 
standing isn’t extending the sentience criterion, it’s just 
restating it. In my view, preferences and goals are conceptu-
ally distinct from sentience. I consider an essential aspect of 
sentience, as typically defined and defended as a criterion for 
moral standing, to be valence. In humans and other animals, 
the satisfaction of preferences and achievement of goals is 
typically valenced, presumably as an evolutionary adaptation 
to encourage us achieve fitness-related goals. However, this 
relationship does not seem necessary. A chess-playing com-
puter program has a goal of winning at chess, and might be 
described as having preferences for some game-states over 
others. But it doesn’t necessarily have positive or negative 
feelings associated with winning or losing at chess. Whether 
it does would likely depend on the specific algorithm it uses 
to play chess and other details of its programming. If such 
non-valenced preferences and goals, or more complex ver-
sions of them, should qualify an entity for moral standing, 
then I take that to mean some non-sentient entities should 
qualify for moral standing.

A second, related challenge is that while sentience is typi-
cally defined in terms of valence, it doesn’t need to be. We 
can have a more inclusive definition of sentience than the 
one I use and retain the sentience criterion. Roelofs [63] 
terms the view of sentience that requires valence “narrow 
sentientism,” a view that they associate with philosophers 
such as Jeremy Bentham, Jeff Sebo, and Peter Singer. To 
include entities such as Chalmers’ Vulcans, Roelofs suggests 
a more inclusive notion of sentience as a criterion for moral 
standing, which they term “motivational sentience.” On 
this view, an entity has moral standing if it has “motivating 
consciousness,” which Roelofs defines as “any form of con-
sciousness whose phenomenal character can provide reasons 
for action.” Valence is clearly one way of having reasons 
for action, but they are not the only way. Vulcans also have 
motivating reasons for action: to satisfy their preferences 
and achieve their goals. They are therefore (motivationally) 
sentient and qualify for moral standing on this basis. I think 
Roelofs makes an important distinction and it seems plau-
sible to me that either narrow or motivational sentience are 
necessary for moral standing. However, both notions exclude 
highly cognitively sophisticated but non-conscious AIs, and 

27  I do not consider the social-relational critique or the behavioral 
criterion in this section because I consider those accounts to be mak-
ing methodological points rather than positing capacities that should 
qualify an entity for moral standing.
28  I think it is also plausible that entities with the potential to develop 
interests that matter to them should also qualify if we expect that 
potential to be realized.
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I am also uncertain about whether some entities of this type 
should qualify for moral standing.29 So, even a more inclu-
sive definition of sentience such as that of Roelofs may not 
capture all the entities that should be granted moral standing.

A third challenge is that the entities I have described 
are simply not morally relevant—(narrow) sentience30 is 
necessary for moral standing. I cited several authors who 
hold this view in the section on sentience. First, Horta [38] 
suggests that sentience may be necessary for all plausible 
interpretations of the main accounts of welfare, and may 
therefore be necessary for moral standing.31 Let’s focus on 
the preference satisfaction account, since this is the account 
on which I argue it might be appropriate to grant entities 
such as Vulcans moral standing. Horta argues that for a pref-
erence satisfaction account to be plausible, every positive 
or negative experience must be associated with a preference 
for or against. If not, we are led to the implausible conclu-
sions that on a preference satisfaction account suffering is 
not always in some way intrinsically bad and pleasure in 
some way intrinsically good for an entity because they may 
not be to some extent dispreferred or preferred. This estab-
lishes that sentience is sufficient for moral standing on a 
preference satisfaction account. Horta doesn’t argue directly 
for the necessity of sentience on the preference satisfaction 
account; however, he has elsewhere suggested that he finds 
the view that preferences without sentience mattering intrin-
sically to be implausible based on thought experiments such 
as the following: Imagine meeting a stranger who tells you 
they want to become a doctor. Ten years later you remem-
ber this incident and prefer that they succeeded. If prefer-
ences without sentience can matter, you can be benefited or 
harmed by the result without ever learning about it. Horta 
considers this implausible.32 While I’m sympathetic to this 
intuition, other thought experiments lead me to the con-
clusion that preferences without sentience can matter. For 
example, it seems plausible to me that a person is harmed 
by their partner cheating on them, even if they never find out 
about it and their experience is not affected in any way. Thus, 
I find Horta’s arguments that sentience is sufficient for moral 
standing convincing, but not that it is necessary.

DeGrazia and Millum [23] also argue that sentience is 
necessary for moral standing on the basis that sentience is 
necessary for having (morally relevant) welfare and hence 
interests that matter. They suggest that having (morally 

relevant) welfare means that things can go better or worse for 
an entity from the entity’s point of view. First, they suggest 
that having a point of view requires consciousness. While 
I think a conscious entity plausibly has a point of view, it’s 
unclear to me whether consciousness is required, or whether 
other mental states, such as beliefs, are also sufficient.33 
Second, while they hold a view of welfare that combines 
hedonism and preference satisfaction, they suggest that as 
they understand the terms, entities that have preferences are 
sentient.34 They argue for this on the basis that having pref-
erences involves a tendency or disposition towards positive 
or negative experiences when those preferences are satis-
fied or dissatisfied. As discussed in my response to the first 
challenge in this section, while preferences and sentience 
typically come together in biological entities, they do not 
necessarily come together. It therefore seems possible to me 
that an entity can have preferences without being sentient. 
Perhaps DeGrazia and Millum would argue that such prefer-
ences are not morally relevant; only those that are associated 
with positive or negative experiences are. But consideration 
of entities such as Chalmers’ Vulcans makes me uncertain 
about this conclusion. I therefore do not find their argument 
that sentience is necessary for moral standing convincing.

Finally, we can consider the argument of Singer [69]. 
Singer argues the following: “The capacity for suffering and 
enjoying things is a prerequisite for having interests at all, a 
condition that must be satisfied before we can speak of inter-
ests in any meaningful way. It would be nonsense to say that 
it was not in the interests of a stone to be kicked along the 
road by a schoolboy. A stone does not have interests because 
it cannot suffer. Nothing that we can do to it could possibly 
make any difference to its welfare. A mouse, on the other 
hand, does have an interest in not being tormented, because 
mice will suffer if they are treated in this way.” While the 
intuition that rocks don’t have (morally relevant) interests 
while mice do seems compelling, as Kagan [43] argues, the 
thought experiment doesn’t isolate the cause of this intuition 
as the difference in the entities’ capacities to suffer. While 
it is true that a rock cannot suffer and a mouse can, it is also 
true that a rock has no preferences or goals and a mouse 
does. If a rock did have preferences or goals, we would argu-
ably be able to speak of it having interests. Such interests 
might still not qualify rocks for moral standing, but the inter-
ests of other non-sentient entities might matter.

29  Perhaps such entities are not possible, but this is not obviously the 
case [8].
30  For the rest of this article, I will continue to use “sentience” to 
mean “narrow sentience”.
31  Horta argues for “moral considerability” rather than “moral stand-
ing,” though I use “moral standing” to be basically synonymous with 
Horta’s use of “moral considerability”.
32  Personal communication. A similar thought experiment along 
these lines can be found in Parfit [57].

33  As suggested by Kagan [43] and discussed in the previous section, 
though in the context of things “mattering to” an entity rather than an 
entity having a point of view.
34  They use the term “desire satisfaction” rather than “preference sat-
isfaction”; both of these terms are used to describe the same approach 
in the literature. In this paragraph I assume desires and preferences 
are synonymous.
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5 � Making decisions under uncertainty

The discussion so far suggests that I am uncertain about 
which capacities are necessary and sufficient for moral 
standing. Our intuitions about this question may become 
clearer as we interact with AIs with different combinations 
of capacities, both through moral imagination and in practice 
as such entities become more widespread in society. How-
ever, while this will reduce our uncertainty, it is unlikely to 
completely eradicate it, in the same way that we are uncer-
tain about many other moral issues that we have considered 
for a long time. Moreover, we need to make judgments about 
such questions today, such as when deciding which entities’ 
interests to take into account when making resource alloca-
tion decisions that impact the long run future. We therefore 
need a way of making decisions about which entities should 
have moral standing taking into account our uncertainty.

For simplicity, let’s say we have uncertainty in the fol-
lowing two views:

(1)	 All and only sentient entities should qualify for moral 
standing

(2)	 All sentient entities should qualify for moral standing 
AND some non-sentient entities should qualify for 
moral standing

How should we act, given uncertainty over these two 
views? I discuss three approaches that I consider to be plau-
sible options.35 The first is known as “My Favourite Theory” 
(MFT) [34]. The simplest version of MFT says to follow the 
prescription of the view that you have highest credence in. 
In this case, I have highest credence in (1), and so according 
to MFT I should grant moral standing to all and only sen-
tient entities. This simplest version has some problems, for 
example, it can be inconsistent and it violates the dominance 
principle.36 Gustafsson and Torpman therefore support a 
modified version which has the implication that if “one’s 
favorite theory regards all options as permissible, then one 
goes with the recommendation of one’s second-favorite 
theory; if that regards all options as permissible, then one 
goes with the recommendation of one’s third-favorite theory, 
and so on” [48]. Consider then a case where we are deciding 
whether to damage a non-sentient AI for no benefit to any 
sentient entity. On view (1), either damaging or not damag-
ing the AI is permissible. On view (2), damaging the AI 
is not permissible. In this situation, where there is no cost 

to any sentient entities, MFT supports (2), that some non-
sentient AIs should have moral standing.37

A second approach to addressing uncertainty is to apply 
a “precautionary principle” [66]. The precautionary prin-
ciple states that in cases of uncertainty, we should grant 
moral standing to another entity.38 Since we are uncertain 
about (2), that some non-sentient entities should have moral 
standing, we should endorse (2) over (1). The benefit of 
this approach is that it minimizes the risk of failing to grant 
moral standing to entities who should have it. The cost is 
that it risks being overinclusive. We also have some uncer-
tainty in the view that all entities (sentient or not) should 
have moral standing, i.e., the information criterion. Given 
this, the precautionary principle may entail extending moral 
standing to all entities. Sebo notes three possible responses 
to this challenge. First, we could respond that we are 100% 
certain that some entities should not have moral standing. 
Second, we could agree that all entities should be granted 
moral standing, but differentiate between how strong our 
duties are to different entities. Perhaps towards objects such 
as rocks, our duties are extremely weak. Third, we could 
favor a confidence threshold that needs to be met before 
applying the precautionary principle. For example, perhaps 
we need 5% confidence that a certain capacity is sufficient 
for moral standing before granting moral standing to entities 
with that capacity.

A third approach is the “expected value principle” [66].39 
On this approach, we choose actions that have the great-
est expected value, calculated as the weighted sum of our 
degree of confidence in each available option multiplied by 
the amount of value following it would bring about if it is 
correct. For example, imagine we are deciding whether to 
damage a non-sentient AI for a small benefit to ourselves. 
To decide whether to do so, we would multiply the benefit of 
damaging the AI by our confidence in view (1) plus the cost 
of doing so multiplied by our confidence in view (2), and 
compare this to the cost of not damaging the AI multiplied 
by our confidence in view (1) plus the benefit of not doing 

35  There are other approaches, such as parliamentary [54] and bar-
gaining [15] approaches, that may be worth exploring in future 
research.
36  In decision theory, an option A is said to dominate an option B if it 
if choosing A will always lead to outcomes at least as good as option 
B. The “dominance principle” says that dominated options should 
never be chosen. See [60]

37  In cases where there is some benefit to sentient entities, MFT 
would favor the prescriptions of view (1). This is even the case where 
the benefit is very small and the cost to the non-sentient AI [on view 
(2)] is very large. MacAskill et al. [48] criticize MFT’s lack of ability 
to deal with such trade-offs; Gustafsson and Torpman [34] argue that 
making such trade-offs require comparisons of moral value across 
theories which are often impossible.
38  There are different versions of the precautionary principle. For 
example, [4] advocates a version whereby we should not need “full 
scientific certainty” in non-human animal sentience to take cost-effec-
tive measures to prevent “serious, negative animal welfare outcomes”.
39  MacAskill et  al. [48] develop and endorse a more general 
approach that they call “maximizing expected choiceworthiness.” 
However, the expected value principle sufficiently demonstrates the 
idea for our purposes.
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so multiplied by our confidence in view (2).40 But just by 
doing this calculation, assuming we have non-zero confi-
dence in view (2), we are taking into account the interests 
of the non-sentient AI. Their interests may be overridden by 
other interests, for example, those of sentient entities, but 
that is a separate question to whether we should take their 
interests into account in the first place.

The discussion in this section is far from conclusive. 
However, it suggests that there are at least some situations in 
which each of the three views discussed would favor grant-
ing moral standing to some non-sentient AIs. At the least, 
we should aim to provide benefits and avoid harming some 
non-sentient AIs when doing so has no negative impact on 
sentient entities.

6 � Strategic considerations

There are at least three strategic considerations to take into 
account when deciding whether to extend the sentience crite-
rion for moral standing. The first consideration concerns how 
we as a society can ensure AIs we think should have moral 
standing will come to be granted moral standing. A natural 
approach is to start by advocating for the moral standing 
of (future) sentient AIs, particularly given the uncontrover-
sial nature of sentience as a criterion. However, people are 
much more skeptical of AIs capacity for sentience than their 
capacity for cognition. For example, Pauketat and Anthis 
[59] found that, on a scale from 0 (not at all) to 100 (very 
much), the mean response to whether future AIs can have 
emotions was 38.6 (standard deviation = 30.4), compared to 
a mean of 70.9 (standard deviation = 22.7) for cognition.41 It 
may be very difficult to show with enough confidence that 
certain AIs are sentient, if we can even have such confidence 
ourselves. Thus, an excessive focus on sentience may be too 
high or uncertain of a bar for AI systems to meet. However, 
it is plausible that AIs will convincingly develop capaci-
ties associated with cognition before clearly demonstrating 
their sentience. Since cognition is widely considered to be a 
sufficient criterion for moral standing anyway, it may make 
sense to increase focus on this criterion so that AIs generally 
are more likely to be accepted as the types of entities that 
can have moral standing. Once some AIs are granted moral 

standing, it may be easier for society to go on to extend the 
possibility of sentience in AIs and moral standing to AIs on 
this basis.42

The second consideration concerns future non-sentient 
AIs that are highly cognitively sophisticated, at a level 
roughly equal to present-day humans. We may not think that 
such entities have the required capacities for moral standing 
(and they may not think that we do). However, if we interact 
with such entities in a shared social environment, it will 
likely be important that we cooperate with them in a similar 
way to how we try to cooperate with other humans today. 
This will entail coming up with arrangements in which we 
reciprocally take each other’s interests into account in our 
decision making. In other words, it will entail treating each 
other as if we have moral standing.

The third consideration is about non-sentient AIs that are 
more powerful than humans. Such a scenario could arise 
if, for example, AIs become more intelligent, run at much 
faster processing speeds, or exist in far greater numbers 
than humans. Whether we grant moral standing to these 
AIs is likely to be of little relevance from their perspec-
tive; it would arguably be analogous to chimpanzees extend-
ing moral standing to humans today. Of more relevance is 
whether the AIs would grant moral standing to humans and 
other sentient entities. Bostrom and Shulman [7] suggest 
that our relations with the precursors of such advanced AIs 
(perhaps such as those described in the previous paragraph) 
may be very important from a practical and prudential per-
spective, and that a cooperative scheme with “high-potential 
early AIs” is likely to be more positive than an uncoopera-
tive one. This may be because a cooperative scheme with 
early AIs may lead to values and institutions favorable to 
humans and other sentient entities that persist in the long 
run, even when they are no longer necessary for the later-
stage more powerful AIs. As Bostrom and Shulman [7] note, 
even if a tiny fraction of total resources available to future 
extremely powerful AI systems are allocated to humans, 
this could result in a very positive outcomes from a human-
centric perspective. Thus, having more expansive criteria for 
moral standing could be in our own long run interest.

As with the previous section on uncertainty, the discus-
sion here is far from conclusive. However, I think that these 
preliminary considerations provide further support to the 
view that we should grant moral standing to at least some 
non-sentient AIs.

40  To be more concrete, assume we have 70% credence in view (1) 
and 30% credence in view (2). Now imagine that the value of damag-
ing a non-sentient AI is + 1 on view (1) and − 10 on view (2), and 
that the value of not damaging the non-sentient AI is −  1 on view 
(1) and 0 on view (2). The expected value of choosing to dam-
age the non-sentient AI is (1 * 70%) + (− 10 * 30%) = − 2.3 and the 
expected value of choosing not to damage the non-sentient AI is (− 1 
* 70%) + (0 * 30%) = − 0.7. Since the expected value of damaging the 
AI is lower than not doing so, we should avoid doing so.
41  See Appendix A of Pauketat and Anthis [59].

42  This consideration will of course be stronger if we have higher 
confidence in the view that non-sentient AIs can have moral standing.
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7 � Implications

In contrast to some recent studies, I argue against the view 
that sentience [26] or even consciousness [52] is necessary 
for an AI to qualify for moral standing. Instead, I suggest that 
sentience is sufficient, and that some non-sentient and some 
non-conscious AIs may also qualify for moral standing. This 
has the implication that the issue of AI moral standing may 
be more important, in terms of its scale and urgency, than 
on views that take either sentience or consciousness to be 
necessary. It may be greater in scale because the view in the 
present article plausibly allows more AIs to qualify for moral 
standing than if either sentience or consciousness is neces-
sary. It may be more urgent because non-conscious cogni-
tively complex AIs that are candidates for moral standing 
will plausibly be created sooner than sentient or conscious 
AIs. This seems plausible because while researchers are cur-
rently able to build AIs with a range of cognitive capacities, 
there is limited understanding of how to implement sen-
tience or consciousness in them [49].

A second implication concerns the growing literature 
on designing and promoting social policies that take into 
account the interests of sentient AIs (e.g., [51, 80]. Accord-
ing to the arguments in this article, while this literature 
addresses an important topic—sentience is sufficient for 
AIs to qualify for moral standing—it may be underinclu-
sive of non-sentient AIs that also qualify for moral standing. 
Researchers in this field should consider broadening their 
scope to design and promote policies that consider all AIs 
with morally relevant interests, not only sentient AIs.

A third implication concerns the argument that AIs can-
not be sentient or conscious and so cannot qualify for moral 
standing (e.g., [39, 42, 73]). The arguments in the present 
article suggest that even if it is impossible for AIs to be sen-
tient or conscious, some of them might still qualify for moral 
standing. This means that even people who are skeptical of 
the possibility of AI sentience or consciousness should take 
the question of AI moral standing seriously.

8 � Limitations and future directions

This article has several important limitations. First, it is 
worth highlighting two of the assumptions made. While not 
strictly entailed by my definition of moral standing, I assume 
that an entity must have interests to qualify for moral stand-
ing. In other words, I assume welfarism [44]. This excludes 
the possibility of some entities, such as a painting, a moun-
tain, or an AI without interests, from qualifying for moral 
standing. While I think this is a defensible position, peo-
ple who think such entities can qualify for moral standing 
could take the meta-criterion proposed in Sect. 3 as only a 

sufficient condition, and propose separate criteria for entities 
without interests. I also assume naturalism, in the sense that 
I only consider criteria that would be accepted in a modern 
scientific framework. This excludes criteria such as “hav-
ing a soul.” As with the previous assumption, I think this is 
defensible, but people who hold alternative views may wish 
to consider such criteria in future research.

Second, there are several uncertainties with the argu-
ments made in this article. The first uncertainty concerns 
the thought experiments used to support the view that some 
non-sentient AIs should be granted moral standing. As noted 
in Sects. 2.2 and 2.3, some of these thought experiments 
make it difficult to isolate the effects of non-sentient capaci-
ties on our moral judgments. For example, Kagan’s [43] 
non-sentient robots behave like they are sentient, making 
it possible that our judgment that they should have moral 
standing is based on the precaution that they might in fact be 
sentient. Future research should devise thought experiments 
that better isolate the effects of non-sentient capacities on 
our moral judgments. There is also uncertainty about the 
implications of different ways of dealing with uncertainty 
about which capacities should qualify an entity for moral 
standing, discussed in Sect. 5, and about the strategic con-
siderations of granting moral standing to AIs, discussed in 
Sect. 6. As noted in those sections, while I think both of 
these provide some support for granting moral standing to 
some non-sentient AIs, the considerations are preliminary. 
Future research should conduct more in-depth analysis of 
these issues.

A third limitation is that the meta-criterion I argue for 
in Sect. 3, that an entity should qualify for moral standing 
if it has interests that “matter to” it, is imprecise.43 What 
exactly does it mean for interests to “matter to” an entity, 
and how can we judge whether an entity has such inter-
ests? While I think the meta-criterion is sufficiently pre-
cise to allow us to make useful heuristic judgments about 
which entities satisfy it, as I do in Sect. 3, an important 
topic of future research is to develop a more systematic 
method for making judgments about which entities can be 
said to have interests that “matter to” them.

A fourth limitation is that the notion of moral standing 
used in this article is itself limited. As defined in the Intro-
duction, having moral standing requires that an entity’s 
interests are taken into account “to at least some degree.” 
But this is consistent with an entity being granted minimal 
moral consideration, or with its interests always being over-
ridden by the interests of other entities. Therefore, future 
research should go beyond the question of moral standing 

43  While this is a limitation of the proposed meta-criterion, it argu-
ably also applies to each of the individual criteria as well. For exam-
ple, see Anthis [1] for the imprecision of “consciousness” and “sen-
tience” as criteria.
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to address how much the interests of different AIs matter, 
and how to appropriately take those interests into account 
in our decision making. Given the potential for future AIs 
to develop vastly more advanced morally relevant capacities 
than present-day biological entities [65, 68] these questions 
are particularly challenging and important.

9 � Conclusion

In conclusion, while I think sentience is sufficient for moral 
standing, I think that there is a strong case for thinking that 
some non-sentient AIs, such as those that are conscious and 
have non-valenced preferences and goals, and those that are 
non-conscious but have sufficiently cognitively complex 
preferences and goals, should also be granted moral stand-
ing. Taking into account uncertainty and strategic considera-
tions may further support for doing so. If correct, this has the 
implications that the issue of AI moral standing may be more 
important in terms of its scale and urgency than if sentience 
or consciousness is necessary, that researchers working on 
designing policies inclusive of sentient AIs should broaden 
their scope to include all AIs with morally relevant interests, 
and that even those who think AIs cannot be sentient or 
conscious should take the issue of AI moral standing seri-
ously. However, much uncertainty remains, making this an 
important topic of future research.
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