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Abstract
Artificial intelligence (AI) offers much promise for improving healthcare. However, it runs the looming risk of causing 
individual and societal harms; for instance, exacerbating inequalities amongst minority groups, or enabling compromises in 
the confidentiality of patients’ sensitive data. As such, there is an expanding, unmet need for ensuring AI for healthcare is 
developed in concordance with human values and ethics. Augmenting “principle-based” guidance that highlight adherence 
to ethical ideals (without necessarily offering translation into actionable practices), we offer a solution-based framework for 
operationalising ethics in AI for healthcare. Our framework is built from a scoping review of existing solutions of ethical AI 
guidelines, frameworks and technical solutions to address human values such as self-direction in healthcare. Our view spans 
the entire length of the AI lifecycle: data management, model development, deployment and monitoring. Our focus in this 
paper is to collate actionable solutions (whether technical or non-technical in nature), which can be steps that enable and 
empower developers in their daily practice to ensuring ethical practices in the broader picture. Our framework is intended 
to be adopted by AI developers, with recommendations that are accessible and driven by the existing literature. We endorse 
the recognised need for ‘ethical AI checklists’ co-designed with health AI practitioners, which could further operationalise 
the technical solutions we have collated. Since the risks to health and wellbeing are so large, we believe a proactive approach 
is necessary for ensuring human values and ethics are appropriately respected in AI for healthcare.
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1 Introduction

Although the exponential growth of Artificial Intelligence 
(AI) for healthcare is promising, its benefits are being 
increasingly overshadowed by its propensity to cause indi-
vidual or societal harm quickly at a large scale [1, 2]. AI 
for healthcare encompasses numerous approaches, includ-
ing machine learning (ML) algorithms on structured text- or 
image-based data, and natural language processing (NLP) on 
unstructured data such as clinical notes or medical journals 
[3]. These approaches are being applied to the prediction 
(e.g. predicting the presence of type 2 diabetes from clinical 
risk factors, [4] or the risk of suicide from social media posts 

[5]), detection (e.g. detecting breast cancer tumours from 
mammography scans [6]), and management of diseases (e.g. 
using NLP-driven chatbots to deliver cognitive behavioural 
therapy [7]).

This progress has endowed AI with significant hype 
[8], despite many ethical challenges threatening health 
and human rights remaining unaddressed [9]. A prominent 
example of this is how melanoma-detecting AI algorithms 
are presently trained largely on images of white skin, making 
them inaccurate at detecting melanoma in darker-skinned 
people (despite the fact that melanoma is more lethal in 
African populations) [10]. If ethical issues such as these 
are not promptly addressed, we risk an ‘AI winter’ taking 
place, whereby public trust and the potential benefits of AI 
for healthcare could be swiftly lost [6]. Regulatory policy 
to address these issues at the legal level [11] and govern-
ance frameworks to address these issues at the organisa-
tional level [12] are slowly emerging, but there remain few 
practical recommendations that developers and users of AI 
for healthcare can utilise throughout the AI lifecycle [13]. 
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Existing ethical AI guidelines have two issues: firstly, very 
few are specific to healthcare [14], despite the fact that AI 
for healthcare involves unique ethical issues [2]; and sec-
ondly, they emphasise adherence to ‘ethical principles’ [15] 
without complementary translations into actionable prac-
tices [16, 17]. As such, there remains a pressing need to 
operationalise ethics throughout the development pipeline 
of AI for healthcare [18].

To address this gap, we first provide an overview of the 
unique ethical issues that arise when human values are com-
promised in AI for healthcare. We then propose a framework 
for operationalising ethics, grounded in existing guidelines 
that provide actionable solutions. To ensure our framework 
is accessible and utilisable, we organise it in accordance to 
the AI lifecycle. In going through each stage of the devel-
opment pipeline, we outline implementable recommenda-
tions that adopt, but also go beyond an abstract considera-
tion of ‘ethical principles’ [19]. Our framework is of direct 
relevance to those developing AI for healthcare (including 
software developers and data scientists, who we collectively 
refer to as ‘developers’), and those utilising AI for healthcare 
(including clinicians and health informaticians, who we col-
lectively refer to as ‘users’). Although we focus on health-
care, our framework may also be useful to those developing 
and utilising AI in other domains. Important facilitators of 
our framework include adherence to governance models [20] 
and the creation of best-practice ethics checklists [2, 21], 
both of which are emerging as AI for healthcare continues 
to develop.

2  Methodology

To contextualise and assemble our framework, we per-
formed two literature reviews. Firstly, we performed a scop-
ing review on the range of ethical issues that may arise in 
AI for healthcare. This involved searching PubMed and Web 
of Science on literature at the intersection of AI, healthcare, 
and ethics. Titles and abstracts of the first 200 articles from 
each repository were assessed, and relevant articles were 
reviewed in full.

We then used two conceptual frameworks to organise the 
ethical issues identified. First, we use Schwartz’ theory of 
basic human values, an empirically-validated framework 
comprised of human values that are assumed to be univer-
sal across all cultures [22]. Of the ten total human values 
in this theory, we reference only the four found to be most 
cited in software engineering literature [23]. Acknowledg-
ing the broad nature of these human values, we further sub-
categorise them into specific, granular ethical principles, as 
outlined in a recent scoping review of AI ethics publications 
[14]. The one-to-many mapping of human values to ethical 
principles is arbitrary, and is used only as a foundation to 

present an organised overview of ethical issues identified in 
the AI literature.

Second, we performed a scoping review of existing 
frameworks, guidelines and recommendations pertaining 
to ethical AI for healthcare. We chose Scopus and Google 
Scholar to identify relevant articles, searching for literature 
at the intersection of AI, healthcare, and existing guidelines 
for ethical AI. Noting that the publication of generic ethical 
AI guidelines has increased exponentially over recent years 
[14], we focussed on scholarship at the intersection of ethical 
AI and healthcare wherever possible. We assessed the first 
200 articles identified by Scopus and Google Scholar, then 
adopted a forward and backward snowballing approach to 
identify papers offering actionable solutions for operational-
ising ethics throughout the AI lifecycle. Drawing upon exist-
ing literature to separate the AI lifecycle into distinct stages 
[2, 24, 25], we then present the actionable recommendations 
that can be operationalised at each stage of the pipeline by 
developers and/or users to ensure ethical AI for healthcare.

3  Key human values and ethical issues in AI 
for healthcare

A consideration of human values is largely lacking in soft-
ware engineering [23], which is used for the majority of AI 
applications [26]. This is despite the fact that purposefully 
aligning AI with human values can produce many benefits, 
such as improving cancer care and patient engagement [27]. 
Conversely, if human values are compromised, a multitude 
of ethical issues can arise [8], which we outline extensively 
in the following subsections. Here we provide a taxonomy 
of human values from the social sciences and review the 
ethical issues corresponding to these values that arise in AI 
for healthcare.

Schwartz’ Theory of Basic Human Values describes ten 
human values validated by empirical research conducted 
across over 70 countries [22]. A literature review found four 
values to be the most frequently cited in 1,350 recently pub-
lished software engineering publications: security, benevo-
lence, universalism, and self-direction [23]. Independently, a 
scoping review conducted a thematic analysis of 84 AI ethics 
guidelines [14], identifying 11 key ethical principles refer-
enced across guidelines. Table 1 presents these human val-
ues [22], together with the corresponding ethical principles 
associated with them [14]. The mapping between human 
values and ethical principles is arbitrary, and is used only to 
outline and conceptualise the many ethical issues arising in 
AI for healthcare.
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3.1  Security

Security encapsulates feelings of safety and stability of 
oneself, one’s relations, and society at large, comprising 
the ethical principle of non-maleficence.

3.1.1  Non‑maleficence

Non-maleficence involves minimising foreseeable harm in 
terms of discrimination, violation of privacy, and bodily 
harm, and is cited considerably more than beneficence in 
current AI guidelines, suggesting it is a greater priority 
for AI to avoid harm than to do good [14]. Since AI for 
healthcare is evolving so rapidly, there is a concern that 
harms will only be recognised and addressed after they 
have occurred [28].

Safety is a key priority in AI for healthcare, especially 
since relatively few initiatives are backed by empirical 
evidence [2]. Technical failures, such as AI chatbots that 
cease to function properly [29], or AI initiatives that fail 
during a network failure [30], may result in unintended 
harm. In addition, AI may also lack interpersonal or cul-
tural competency, which could hinder therapeutic relation-
ships and cause unintended psychological distress [29].

3.2  Self‑direction

Self-direction encapsulates a sense of personal independ-
ence, comprising the ethical principles of freedom and 
autonomy; dignity; and privacy.

3.2.1  Freedom and autonomy

Freedom and autonomy refer to the preservation of self-
determination, which includes informed consent and the 
right to withdraw consent [14]. Informed consent involves 
the disclosure of relevant information, the individual being 
competent and fully comprehending this information, and 
the individual voluntarily accepting participation [31]. The 
process of informed consent also involves clarifying con-
cerns or misconceptions, including the possibility of third 
parties accessing confidential data [32].

Obtaining consent may be difficult for black box algo-
rithms that are too opaque to be fully understood by humans 
[33], and may not be practically feasible for social media or 
other large datasets encompassing millions of individuals 
[34]. In terms of AI-based mobile health apps, users may 
assume as high an ethical commitment to confidentiality as 
in professional healthcare, even though this is often not the 
case [35]. Although the terms and conditions of health apps 
may be presented, these are seldom read or comprehended 
by users [31].

3.2.2  Dignity

Dignity refers to the preservation of human decency and 
rights [14]. One consideration is the dignity of develop-
ers, who may have no training in healthcare and could 
find emotional content traumatic [34]. Other considera-
tions relate to how individuals might form therapeutic 
relationships with AI. Possible ethical issues with this 
include mentally ill individuals wrongly believing they 
are interacting with a human or other force; individuals 

Table 1  Human values and corresponding ethical principles

Descriptions of human values and ethical principles adapted from [22] and [14] respectively

Human value [22] Ethical principle [14]

Security (safety, harmony, and stability of society, of relationships, and 
of self)

Non-maleficence (protection from harm, precaution, prevention, non-
subversion)

Self-direction (independence in thought and action; creating, exploring, 
being curious)

Freedom and autonomy (consent, choice, self-determination, liberty, 
empowerment)

Dignity
Privacy (protection of personal or private information)

Benevolence (preserving and enhancing others’ welfare, voluntary 
concern for others’ welfare)

Beneficence (benefits, well-being, peace, social good, common good)
Responsibility (accountability, liability, acting with integrity)
Trust
Transparency (explainability, understandability, interpretability, acts of 

communication and disclosure)
Solidarity (social security and cohesion)

Universalism (understanding, appreciation, tolerance, and protection 
for the welfare of all people and for nature)

Justice and fairness (consistency, inclusion, equality, equity, non-dis-
crimination, respect for diversity, plurality, accessibility, redress)

Sustainability (conserving environment and natural resources)
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feeling upset if a humanoid robot invokes a creepy sense 
of repulsion (termed the “uncanny valley”); and individu-
als not having an easy way to safely end the therapeutic 
relationship [30].

3.2.3  Privacy

Privacy is a human right, involving individuals’ informa-
tion being carefully protected and securely managed [9]. 
Information relating to individuals’ health can be highly 
sensitive [35], and clinicians therefore have an ethical 
obligation to maintain confidentiality. To what degree 
this obligation to maintain confidentiality extends to AI 
in healthcare—which often require access to large amounts 
of sensitive health data to be effective—remains a matter 
of debate [36]. The right to privacy is recognised to be 
in ongoing tension with the open advancement of AI for 
healthcare [31], with key issues relating to data collection, 
data management, and working with individuals’ social 
media data.

Data collection can entail numerous ethical issues. Data 
may be collected by multiple sources (e.g. smartphone 
geolocation and online forum activity) [31], by AI robots 
[29], or by passive means (e.g. screen taps or voice inflec-
tion) [35]. A key issue is whether individuals feel comfort-
able about their data being collected in each of these cases, 
including when they are unaware that it is taking place [31].

Data management involves additional considerations. Pri-
vacy can be threatened through poor security practices, such 
as leaving a laptop with sensitive data unattended in public. 
Privacy can also be threatened through hacking by non-
authorised parties [30]. Regarding social media and mental 
health, users generally expect their privacy to be respected 
online [37], with most feeling their data should not be used 
for mental health research without their explicit consent 
[34]. Social media data may be problematic on numerous 
counts: it may be an inaccurate representation of an indi-
viduals’ mental state (given one’s self-portrayal on social 
media can differ markedly from offline behaviours); it may 
include other users who have been ‘tagged’ (who themselves 
have a right to privacy); and it may be difficult to anonymise 
[32, 34]. Finally, if a user decides to ‘drop out’ from social 
media after their data has been collected, their health data 
may still be stored [34].

3.3  Benevolence

Benevolence encapsulates a sense of enhancing and main-
taining ‘good’ for oneself and others, comprising the ethical 
principles of beneficence; responsibility; trust; transparency; 
and solidarity.

3.3.1  Beneficence

Beneficence involves contributing to individual and societal 
wellbeing [14]. Although AI has the potential to do much 
good, key ethical issues relate to the known limitations of 
AI, and the impact of AI on clinicians’ decision-making.

The known limitations of AI should be recognised. Whilst 
a clinician may be able to monitor societal risks as per their 
professional code (e.g. the risk of domestic violence or child 
abuse), AI initiatives built for other purposes could miss 
these signs entirely [30]. Additionally, those who are high-
risk, such as those with severe depression, may need more 
comprehensive treatment than AI initiatives alone [35].

AI-driven decisions could also have unforeseen impacts 
on clinicians’ decision-making. For instance, if a patients’ 
high-risk genetic mutation is known to radiologists, the 
number of missed breast lesions on MRI scans is known 
to decrease considerably [38]. AI-driven predictions could 
therefore sway clinicians’ own assessments of risk. If only 
patients deemed high-risk by the AI are offered further 
screening or treatment (without appropriate input from cli-
nicians), this has the potential to become a self-fulfilling 
prophecy [39].

3.3.2  Responsibility and trust

Responsibility involves attributing accountability and liabil-
ity, as well as acting with transparency and integrity in a 
way that builds trust [14]. For developers, clearly stating 
the limitations of their work is a key consideration [37]; for 
instance, most suicide risk predictions do not predict when 
an individual may attempt suicide, and hence whether invol-
untary restraint is warranted [40].

The lines of responsibility between developers, imple-
menters and AI are not clearly defined, particularly with 
‘black box’ algorithms that cannot be easily understood [34]. 
For instance, if a suicide occurs and was not detected by the 
AI algorithm, is it the fault of the algorithm, the developer, 
the clinician, or the manufacturer? This question remains 
unresolved [40]. Other areas of ambiguity are how conflicts 
between an AI-driven decision and a clinician’s impres-
sion should be resolved, such as if an AI algorithm detects 
an individual to be at high risk, but the clinician disagrees 
[40]. Although clinicians have professional standards (e.g. 
a duty of care) to which they are held accountable, AI have 
no in-built responsibility to maintain these standards [35], 
and have no ability to experience the moral consequences of 
poor decisions (e.g. emotional distress) [30].

Trust is built through a transparent culture amongst devel-
opers, implementers, and patients, ensuring that practices 
fulfil public expectations [14]. Trust may be lost when AI 
have many false positive or negative results [41], are per-
ceived to be incompetent [30], or make use of public data in 
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a disrespectful way [37]. A breakdown of trust is not only 
harmful for AI initiatives, but could also be harmful for cli-
nicians and healthcare as a whole [30].

3.3.3  Transparency

Transparency involves a sense of interpretability or explain-
ability of AI-based decisions [14]. Interpretability can be 
understood as ‘how’ a model arrives at a decision, whereas 
explainability can be understood as ‘why’ a model arrives 
at a decision [41]. Key issues relate to AI having low inter-
pretability and/or explainability, and shortcomings of AI not 
being fully disclosed.

Although some AI algorithms are more interpretable (e.g. 
regression models) compared to others, empirical findings 
suggest that uninterpretable algorithms (e.g. deep learning 
algorithms developed from millions of data points) tend to 
perform better [31]. The issue with ‘black boxes’ algorithms 
is that humans can understand the inputs and outputs, but 
cannot clearly understand the process connecting the two 
[34]. In many cases, such algorithms also lack explainability, 
which poses issues; for instance, an individual may be told 
they are at high risk of developing an illness for reasons 
that remain undeterminable from the AI model. Individuals 
remain divided about whether they would like to be told 
their AI-derived high risk status of an illness if it is unex-
plainable, given this can be distressing [31]. Additionally, 
if implementers cannot understand models in the first place, 
they may be unable to discover sources of bias or challenge 
AI-driven decisions [31].

Other issues of transparency relate to disclosure of an 
AI intervention’s shortcomings. This includes the rate of 
false positive or false negative results (including for specific 
groups) [2], changes to model performance over time [31], 
and the presence of bias [41]. The amount of information 
to be disclosed to implementers or patients about AI algo-
rithms, and how this should best be done, remains contested 
[14].

3.3.4  Solidarity

Solidarity refers to the special consideration of vulnerable 
populations and those of low socioeconomic status, includ-
ing the potential need to redistribute benefits of AI to these 
groups [14]. For instance, NLP algorithms may be devel-
oped only in the English language, such that they cannot be 
applied to cultural groups using other languages [32].

The implementation of AI for healthcare can cause harm 
to vulnerable populations. For instance, some individuals 
could find the notion of AI (and the tracking of their behav-
iour) distressing, such as those with schizophrenia fearing 
mass surveillance [34]. Moreover, AI could be used for ulte-
rior motives, such as health insurance companies using AI 

to identify high-risk individuals whose premiums they wish 
to raise [42]. Finally, although AI can provide some form 
of healthcare in resource-poor areas, this could be used as a 
justification to not further develop physical (as opposed to 
virtual) mental health services in these areas of need [29].

3.4  Universalism

Universalism encapsulates a sense of appreciation towards 
people and the planet, comprising the ethical principles of 
justice and fairness, and sustainability.

3.4.1  Justice and fairness

Justice and fairness refer to representing the full diversity 
of society (rather than the privileged few) while safeguard-
ing against discrimination towards vulnerable groups, and 
upholding individuals’ right to challenge AI-based deci-
sions [14]. If people of different gender, ethnic and other 
sociodemographic backgrounds are not represented in the 
research, design and development of AI, these interventions 
could implicitly ignore the needs of these groups [2]. For 
instance, gaps in training data could stem from the lack of 
non-binary gender identities in electronic health records, 
or from undocumented migrants with low access to health-
care [40]. Moreover, training data may also reflect systemic 
biases based on gender, race, and other sociodemographic 
characteristics—for instance, the disproportionate number 
of African–Americans who suffer from schizophrenia [33]. 
If such data is used for predictions, these algorithms could 
simply exacerbate existing disparities [40, 41]. Economic 
factors (e.g. different billing rates for specific groups) could 
also influence what and how information is collected in 
healthcare [41]. Finally, social media users may be more 
likely to be young and Caucasian compared to the overall 
population, meaning the health of other groups could be 
ignored [34].

Since AI-driven decisions are not absolute truths, another 
potential issue is whether implementers can challenge ques-
tionable outputs. This is particularly important in high-risk 
situations; for instance, suicide prediction algorithms’ 
false positives could result in an individual being wrongly 
detained by a health service [43], whilst false negatives 
could mean an otherwise preventable suicide is missed 
[40]. Due to these possibilities, delegating decision-making 
to “machines alone” has been criticised [44].

3.4.2  Sustainability

Sustainability involves considering the environment and 
minimising the ecological footprint of AI initiatives [14]. 
This is of importance for all AI initiatives, with relevant 
factors specific to healthcare not yet identified.
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4  A framework for operationalising ethics 
in AI for healthcare

Although there has been significant work in mapping the 
ethical principles in AI for healthcare, this understanding 
alone does not translate readily into actionable practices 
[16, 19]. To address this gap, here we present our frame-
work for operationalising ethics in AI for healthcare across 
the development pipeline, as illustrated in Fig. 1. Firstly, 
ethical AI is a product of numerous layers of influence: the 
professional practices of developers and users; the govern-
ance of these individuals at an organisational level; and 
the regulation of individuals and organisations at a legal 
level. Secondly, the AI lifecycle involves three major stages, 
which must progressively be fulfilled before the subsequent 
stage is initiated. These stages are as follows [2, 24, 25]:

1. Data management involves: (A) data being collected; 
(B) data being appropriately protected with best-security 
practices; (C) data being cleaned (including pre-process-
ing and augmentation where appropriate); and (D) data 
being reported.

2. Model development involves: (A) an AI model being 
trained on a dataset; (B) an AI model being verified in 
its performance on test dataset/s; and (C) an AI model 
being reported.

3. Deployment and monitoring involves: (A) a model 
being deployment in a real-life setting with stakeholder 
engagement and user-centered design; (B) updates and 
ongoing validation; and (C) supervision and auditing.

We present our operationalised ethical AI framework 
across these three stages, providing actionable solutions to 
prevent, mitigate and address ethical issues. Throughout our 
work, we identify guidelines that provide actionable recom-
mendations on specific ethical needs (e.g. protecting classifi-
ers from adversarial attacks). All of these guidelines are fur-
ther explained in our framework, and have been summarised 
in Table 2 for the reader’s convenience (see Supplemental 
Material for unabridged version). We end by highlighting 
how these solutions cannot simply be actioned in a vacuum, 
but must be supported by rapidly-evolving governance and 
regulatory frameworks.

4.1  Data management

4.1.1  Data collection

Data can be collected via numerous methods. People are 
more likely to report behavioural symptoms to digital 
agents than humans, but sociocultural sensitivity can only 
be provided by a human agent; hence, care should be taken 
to ensure methods of data collection are appropriate [41], 
and the collected data itself is more diverse and inclusive 
[46–49]. Moreover, the variables and collected data should 
be justified by having demonstrated pertinence to health-
care; unnecessary variables should not be collected [18]. 
This includes avoiding datasets known to be imbalanced 
or biased [50–53] and data types that will not be used, 
such as photographs of people when training text-based 

Fig. 1  Ethical AI framework
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algorithms [32]. Although social media data may be easy 
to collect, the privacy of users should be acknowledged 
and respected [152]. There remains no consensus of the 
threshold of health data that requires individual consent 
for use, but in some cases, deidentification (including of 
name, date of birth, address, and/or health card number) 
may be deemed satisfactory for bypassing this step [153]. 
Since training AI on imbalanced datasets data can fuel 
inequalities, a special effort should be made to gain data 
from understudied, underserved or vulnerable populations 
[2, 154]. Applying data pre-processing techniques [68, 69] 

to improve the quality of data (regarding diversity and 
inclusion) often proves more effective than dealing with 
unfairness resulting from feeding biased data into models 
for decision making and predictions [54, 55].

Technical efforts should be complemented by more 
holistic, humanistic initiatives. This involves raising 
practitioners’ awareness of the contextual nature and 
demands of particular ethical principles such as fairness, 
and actively building ethically-aware and diverse teams to 
address potential systemic biases [45, 56–64].

Table 2  Guidelines addressing specific needs in AI for healthcare and the ethical principles they address
ML/AI main components Solution / Guideline Ethical Principles

Data Collection & 
handling

1. Avoid using common yet biased ‘benchmark’ datasets [45]

2. Use diverse datasets [46-49]

3. Voluntarily increase diversity of imbalanced datasets [50-53]

4. (Synthetically) create diverse datasets for training and accessing models [54, 55]

5. Increase team diversity and AI literacy of AI, ML and data science teams [56-62]

6. Educate teams about AI benefits and issues e.g. biased data usage, thus build AI-literate workforce [50-53, 62, 63]

7. Raise team awareness about ethical AI challenges e.g. using common yet biased datasets for AI systems [45, 63, 64]

8. Improve data label quality to achieve improved unbiasedness and model accuracy [45, 65, 66]

9. Understand fairness and its contextual challenges to make better accuracy vs fairness trade-offs [55, 64, 67]

10. Use data pre-processing techniques to address data induced unfairness rather than over constraining the model [68, 69]

Protection 
(privacy/ 
security) 

1. De-identify personal information within datasets by Anonymizing (removing private data from a record) [51][70-72]

2. De-identify personal information Pseudonymizing (replacing sensitive entries with artificially generated ones) [73-75]

3. Use Differential Privacy to protect unwanted personal information exposure [51][74, 76]

4. Generate (new privacy preserving) synthetic data [50][77, 78]

5. Use tools/frameworks that combine various privacy techniques for data privacy protection [79-81]

6. Ensure data integrity and privacy in health data systems [82]

7. Use privacy protection tools that also allow transparency of the applied privacy process [78]

8. Avoid loss of data (critical to the owner of the information) [72, 83]

9. Apply privacy preserving ‘temper-free’ frameworks and hybrid models that ensure privacy and safety [84, 85]

10. Guard against (adversarial) security attacks using state of the art techniques [86, 87]

Data cleaning 1. Perform data debiasing e.g. improve labelling to reduce subgroup representational imbalance [45, 65]

2. Tackle systematic inequities for under-represented socioeconomic groups to allow classifier debiasing [45, 88, 89]

3. Apply ‘bias transforming’ metrics to achieve substantive/true fairness and tackle inequalities [90]

4. Use fairness evaluation metrics to identify gaps in aspired vs achieved fairness of AI systems [90, 91]

5. Apply fairness evaluation metrics to quantify concepts like Heterogeneity, Diversity and Inclusion [90]

6. Prevent discrimination through data manipulation techniques e.g., Reweighing, re/sampling etc. [92-95]

7. Apply discrimination prevention techniques on data to address direct and indirect discrimination [91, 96, 97]

8. Identify and select data cleaning tools, models or framework suitable to your context, domain or needs [98-100]

9. Use data standardization to improve data understandability and interoperability [62]

10. Improve data quality by removing noise within data and placing data integrity constraints [65, 99-101]

Data reporting 1. Report data characteristics using Datasheets to enhance transparency and highlight societal biases [102, 103]

2. Use data characteristics to encourage transparency and data usage aligned with deployment context [102-104]

3. Treat datasets as infrastructure and develop documents similar to those used in software engineering [105, 106]

4. Apply privacy-preserving algorithms when publicising e-health data [74, 107]

5. Share AI services information using appropriate templates for transparency and public awareness [108, 109]

6. Use dataset statements to report biases in data and enable transparent model development [110-112]
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4.1.2  Data protection

There is always a relatively high risk of adversarial attacks 
on health data systems [155], and hence, data should be 
stored, handled and used with best security practices e.g. 
the use of de-identification, anonymization [51, 70–72] and 
other approaches such as Differential Privacy to to procted 
data from malicious attacks and maintain and data integrity 
[50, 73–75, 77, 78, 82].

A number of practical tools, techniques and frameworks 
have been developed to used for procting data used in ML 
[79–81, 84, 85] some of which allow a degree of trans-
parency to the applied privacy processes [78]. One such 
framework is detailed in [84] for building data security 
into health information systems. While there is an inher-
ent trade-off between the integrity of data and mainte-
nance of privacy, a verification system for ensuring that 
both integrity and privacy are preserved in health data 
systems is detailed in [156]. As evidenced by the numer-
ous attacks and security breaches commonly reported in 
the media, many malicious actors continue to develop a 
variety of adversarial attacks on sensitive data, posing 
ongoing threats to data security and privacy measures [51, 
74, 76]. This requires practitioners to ensure data privacy 

and security measures are up to date, using state-of-the-art 
defence techniques such as DP [86, 87] to prevent unnec-
essary data exposure and preserve data integrity [82].

Datasets should also be scrutinised for the possibility 
of ‘poisoning attacks’ that falsely skew the data. Practical 
methods for assessing this are detailed in [85] for quantita-
tive datasets and in [87] for image-based datasets. If a deep 
neural network is planned, steps to protect classifiers from 
poisoning attacks are as detailed in [132].

‘Sanitising’ datasets (i.e. creating an identical data-
set with identifying details purposely altered) has been 
shown not to guarantee individual privacy [157]. How-
ever, a novel ‘DataSynthesizer’ tool for creating synthetic 
databases ensures strong privacy features, and is further 
outlined in [78]. There are innovative hybrid models spe-
cifically designed to support healthcare big data protection 
(e.g. [84]), that support data security with techniques like 
masking encryption, activity monitoring, granular access 
control, and end point validation. Other methods involv-
ing k-anonymity and l-diversity have been shown to have 
numerous limitations in protecting the privacy of indi-
viduals; hence, a novel t-closeness requirement, further 
detailed in [72], is recommended instead.

Table 2  (continued)
Model Model training 1. Train models using ethical storytelling and reward outcomes that align with ‘trained’ cultural values [113, 114]

2. Train models using ethics-aware scenarios concerning fairness, bias/discrimination and social justice [115]

3. Decompose model bias into ‘bias-variance-noise’ to identify and separate sources of discrimination [64, 68]

4. Add ethics-inspired regularization to penalize unfair decisions made by models under training [116, 117]

11. Apply human-centered approaches and keep Explainability to (potentially impacted) humans in mind [118, 119]

12. Keep humans in the loop to achieve ethical model training and desired ethical outcomes [120, 121]

13. Adhere to interpretability based on regulatory and efficiency demands and users’ needs [118, 119, 122-125]

14. Apply hybrid approaches to enhance interpretability [126, 127]

15. Apply causal reasoning to identify and understand and discrimination based on protected attributes [128]

16. Implement both mathematical and ethically grounded fairness definitions [67, 129]

17. Make models and classifier safe from adversarial attacks using game theory and GANs [130-133]

18. Secure models through the use of adversary-aware learning algorithms [134-136]

19. Apply a combination of classifiers or multiple classifiers to guard against attacks on models [137, 138]

Model 
verification

1. Avoid unethical corrections to models that sacrifice fairness for accuracy [68, 139]

2. Use post-hoc techniques and auditing to identify under-preforming groups and address racial bias [140-143]

Model 
reporting

20. Encourage and ensure transparency by reporting model performance, intended use cases etc.[123, 144]

21. Use model reporting frameworks tools to respond to transparency needs of user and other stakeholders [123, 144]

Deployment and 

monitoring

Stakeholder 
engagement 

and UCD

22. Ensure appropriate human-AI interaction [51]

23. Follow Human – AI guidelines to guide users understanding of the system and invoke the desired response [145]

24. Keep users’ needs of freedom of choice, transparency and explainability in mind [146, 147]

Supervision 
and auditing

25. Ensure ethical governance through ongoing internal audits to avoid potential negative societal impact [148, 149]

26. Perform ethics-based auditing to compare aspired vs practiced ethics and take corrective measures [150, 151]

Key for Ethical principles: Justice & Fairness Privacy (including Freedom & Autonomy) Security & Non-maleficence 

Inclusion , Human Centricity and Responsibility , Transparency , Trust & Standardization .
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Data protection (and the protection process transparency) 
also entails clearly defining those allowed to access the data, 
with access levels layered for different agents (users, admin-
istrators, etc.) [93], and a log populated that shows who has 
accessed the data, when they accessed the data, and what 
actions they have taken [93]. In addition, data sharing prac-
tices should be transparently disclosed [18]; data should 
never be shared with private companies without explicit 
consent [153]. If data is to be shared between parties, one 
method to do so securely is detailed in [158]. An alternative 
approach is to share synthetic data that mimic original data 
with differential privacy; an open-source tool that be utilised 
to achieve this is further detailed in [73].

4.1.3  Data cleaning

When assessing a dataset, vulnerable groups should be 
explicitly identified and should each have sufficient com-
pleteness of data [159]. In some cases, simply avoiding 
the use of biased or imbalanced datasets (e.g. those used 
in Fitzpatrick Skin Type Classification System [45]) can 
help address potential social injustice resulting from the 
AI system developed. Methods to automatically identify 
the appropriate data cleaning activities for an incomplete 
or biased dataset are still emerging, but could be achieved 
with the use of frameworks such as MLClean (that removes 
data poisoning to help training accurate and fair models 
[100]) and tools such as like HoloClean, Activeclean [98, 
99] and Universal Cleanser [160]. A number of techniques 
that can be employed to prevent discrimination during data 
cleaning are outlined in [161]. If a classification algorithm is 
planned, specific pre-processing methods can be applied to 
prevent discrimination, including minimally intrusive data 
modifications that lead to an unbiased dataset [92, 96] with 
additional techniques involving selective instances relabel-
ling (‘massaging’), suppression and reweighing [96, 162]. 
If data from vulnerable groups remains inadequate despite 
a concerted effort, numerous techniques may be employed 
such as synthetically creating diverse datasets [54, 55] using 
techniques such as convex optimization [95] to address the 
inadequacy of available data. missing data and training the 
models. Other techniques, including resampling (oversam-
pling and under sampling [163]) and removing poisoned 
samples [101], can also be applied to tackle data imbalance 
[93–95].

4.1.4  Data reporting

All datasets should have accompanying documentation 
to enhance transparency and help ML engineers identify 
and understand issues in training data [104, 154, 164]. For 
ML, documentation should encompass the following areas: 
motivation, composition, collection process, pre-processing, 

uses, distribution, maintenance, impact and challenges [102]. 
For NLP, documentation should encompass the following 
areas: curation rationale, language variety, speaker demo-
graphic, annotator demographic, speech situation, text char-
acteristics, and recording quality [110]. The full documenta-
tion processes are outlined in [45, 164] for ML datasets, and 
in [110, 111] for NLP data. Similarly, to engender trust in 
AI, systems can be accompanied by AI service FactSheets 
shared by service providers that declare the purpose, perfor-
mance, safety, security of the AI service, i.e. something that 
can be examined and audited by AI service consumers and 
regulators [108]. One such FactSheet template is provided by 
[109], describing the diversity of contexts and circumstances 
in which AI systems are developed and deployed.

4.2  Model development

4.2.1  Model training

Before a model is trained, a pre-analysis plan should be 
written, clearly stipulating the goals of the model, technical 
approaches to be taken (e.g. the type of loss function), and 
the research question/s and outcome/s of interest [2]. Train-
ing and test datasets should be clearly separated, such that 
entries do not occur in both groups simultaneously [28].

Where feasible, ethical or value-based constraints should 
be set up as guiding criteria beyond the usual cost and effi-
ciency optimisation focussed on during model develop-
ment to ensure models are developed in a responsible man-
ner [165]. Models can then be ‘rewarded’ and reinforced 
when outputs aligned with predefined ethical or regulatory 
constraints. A practical example of this process is outlined 
in [165]. This can also be achieved by ‘raising’ intelligent 
systems using storytelling that communicates tacit knowl-
edge and cultural values, e.g. using (deep and inverse) rein-
forcement learning to ‘punish’ agents when their actions 
are misaligned with our values or otherwise undesirable 
to humans [113–116]. Model training can also be nudged 
towards ethics using training them on ethical datasets such 
as ETHICS and presenting the model with contrasting ethi-
cal and unethical scenarios to enhance its ability to analyse 
ethical expectations and behaviours [115]. Where feasible, 
predictor variables that are actionable should be preferen-
tially selected over those that are not [41]. Chosen outcome 
variables should be clinically relevant [28], unbiased for 
marginalised groups [2], and could include ‘soft’ endpoints 
such as patient satisfaction [147]. Specific criteria that can 
be used to ensure the model is unbiased are specified in 
[123]. For classification algorithms that use stream-based 
data, a method to ensure algorithmic fairness is outlined in 
[166]. Although models that are less interpretable tend to 
have higher accuracy [123], interpretable models are gener-
ally preferred, as this aids transparency and trust [9, 167].



232 AI and Ethics (2023) 3:223–240

1 3

Model training could be made more ethical by moving 
away from predominantly algorithm-centred approaches and 
towards human-centred approaches, e.g. keeping ‘humans 
in the loop’ and also by selecting models with the most 
probability of satisfying users’ explainability goals [119]. 
The principle of explainability can be made more achiev-
able by preferring inherently interpretable models to train 
for applications that make high-stakes decisions impacting 
humans instead of using black box models known to cause 
problems e.g. in healthcare, criminal justice systems and 
other domains [122]. Creating awareness about the level 
of explainability in ML models among engineers can go a 
long way to increase the chances of building explainable 
AI systems. ML engineers working on potentially explain-
able health care AI systems can benefit from a comprehen-
sive classification of ML models, regarding their degree of 
explainability and other related techniques, as presented 
in [123]. These principles can be further operationalized 
to target explainable medicine by developing explainable 
interfaces that allowing experts to understand machine diag-
nosis/outcome and its influencing factors or causality [124, 
125]. For a particular project context or specific parameter, 
It may be possible to convert black box models to ‘glass 
box’ explainable models, as argued in [122]. The notion of 
fairness can be highly contextual, and therefore challeng-
ing to satisfy from both a group and individual perspective. 
For quantitative simplicity, it is the mathematical defini-
tions of fairness that are predominantly implemented, e.g. 
similar percentages of false positives and/or false negatives 
for the different socioeconomic groups under consideration 
[67]. However, depending on the context, these mathemati-
cal implementations of fairness could be complemented by 
more ethically grounded ones [67, 129]

Models should also be trained to minimise the effect of 
adversarial attacks or of poisoned data samples. Evasion 
attacks can be protected against by devising systems com-
posed of multiple classifiers, as outlined in [137], or other 
adversary-aware learning algorithms (e.g. one-and-a-half-
class multiple classifiers) as outlined in [135]. A ‘hardness 
of evasion’ score for measuring a model’s sturdiness against 
adversarial attacks is detailed in [138]. Another aspect that 
protects against adversarial attacks is the ‘resilience’ of a 
model (i.e. perturbations in input causing minimal changes 
to output), which can be increased by smoothing ML deci-
sion boundaries [168]. Models may be trained only consid-
ering the subset of features that cannot be manipulated by 
an attacker, an approach further outlined in [136]. For train-
ing sturdy models using a Generative Adversarial Network 
approach, two models may be trained on similar datasets as 
outlined in [131]; alternatively, a ‘MinMax game’ technique 
for adversarial regularization may be taken, as outlined in 
[130]. After a model has been trained, poisoned samples in 
training data may be removed via data sanitization processes 

outlined in [101], or via ‘machine unlearning’ to remove 
the effects of poisoned data as outlined in [142]. To plan 
against an attack, the equilibrium between an attacker and 
the system can be identified using zero-sum game theory, 
as detailed in [134].

4.2.2  Model verification

The performance metrics of an AI algorithm should be care-
fully chosen depending on its purpose, including whether it 
is more important to have few false positives or few false 
negatives [28]. Importantly, the performance of an AI algo-
rithm must not only be considered on an overall scale; the 
performance on marginalised groups should be specifically 
evaluated [2, 41]. Methods to slice data and identify sub-
sets of the data where the model has poor performance are 
detailed in [141].

Post-hoc classifier auditing can also be performed peri-
odically to discover under-performing subgroups, thus 
iteratively improving model performance for subgroups of 
concern and improving fairness [143]. Practices to address 
fairness need to be accompanied by the team’s realistic 
acknowledgment of the inherent challenges of fairness, 
including contextual trade-offs to balance fairness with 
accuracy. Some biases may even be correctible with post-
hoc techniques involving re-labelling, such as for racial bias 
[140]. Biases may be balanced with variance of performance 
estimates using out-of-sample bootstrap techniques [139]. 
Importantly, post-hoc model correction methods (e.g. sever-
ity scoring in clinical tasks based on randomizing predic-
tions) must be carefully considered and should be justifiable 
from an ethical perspective [68]. While retraining models is 
possible and often necessary, other ‘machine unlearning’ 
techniques can also be applied to remove the effects of poi-
soned data without having to retrain the model [142].

Where possible, the AI algorithm should be tested across 
multiple healthcare systems, socioeconomic groups, or age 
ranges [28, 169]; if the proposed scale of application is par-
ticularly large, proportionally greater scrutiny is warranted 
[140, 170].

4.2.3  Model reporting

When reporting the final, verified model, the data source, 
participants, predictors and outcome variables should be 
clearly reported, as should the features of the model (e.g. 
regression coefficients) and the specific environment/s in 
which it has been verified [28]. Such comprehensive dis-
closure of model-related information significantly improves 
the transparency of the model and thus trust in the built 
technology. Clear documentation with ‘model cards’ is rec-
ommended for summarising a model’s attributes and perfor-
mance; this is further detailed in [144]. These cards clarify 
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model’s intended use cases, and disclose conditions, context 
and intended application domains as well as the scenarios 
that are suitable or unsuitable for trained ML models [144]. 
The stakeholders are likely to appreciate model-related 
documentation when it is aligned with their explainabil-
ity needs. Identifying the target audience and the reasons 
why they need these explanations can boost their trust in 
AI-based systems, significantly more than handling black 
box models to them without any explanations of how these 
models come up with the decisions [123]. Besides enhancing 
transparency, documentation detailing benchmarked evalu-
ation (e.g. across different cultural, demographic, or pheno-
typic groups) can encourage reuse for practitioners trying to 
implement these models in their context [144]. Transparency 
can also be promoted by ad-hoc and external post-hoc tech-
niques that make models more interpretable, some of which 
are further explained in [123].

4.3  Deployment and monitoring

4.3.1  Stakeholder engagement and user‑centered design

To ensure needs are being met, stakeholders should be 
consulted extensively throughout the AI lifecycle, and par-
ticularly during deployment [171]. Relevant stakeholders 
include knowledge experts (clinicians, ML researchers, 
health informaticians, implementations experts), decision-
makers (hospital administrators, institutional leadership, 
regulatory agencies, and government bodies), and users 
(clinicians, laboratory technicians, patients and their family 
members) [28, 147]. To assist in thoughtful design, efforts 
should be made for the team developing and implement-
ing AI to feature sociocultural diversity [159], including an 
appropriate representation of women [172], ensuring that the 
needs of these groups are not implicitly ignored by the AI 
initiative. Crucially, there should be a clearly identified clini-
cal problem that is to be tackled [28], noting how ML out-
puts are not always actionable and hence may not necessarily 
help solve a problem [169]. A questionnaire for reviewing 
whether development aligns with data ethics principles is 
available at [173].

Moreover, there is currently a paucity of resources for 
clinicians to use AI [41]. Hence, a purposeful effort should 
be undertaken to appropriately train users, encompassing 
numerous dimensions as outlined in [174]: understanding 
how AI works; building patient trust; appraising evidence; 
assessing training data; and mitigating bias. The nature of 
AI in healthcare as one of shared responsibility should also 
be emphasised [175]. To increase understanding, outputs 
should be visualised where possible, making them eas-
ier for users to interpret [169]. To assist in transparency, 
users should be provided with sufficient meta-information 
about the model (including addressing the questions ‘who’, 

‘which’, ‘what’, ‘why’, ‘when’ and ‘where’), an approach 
further detailed in the explainable AI framework provided 
by [146].

When integrating AI into clinical practice, what the sys-
tem can do (and how well it can do so) should be clearly 
specified to the user [51]. Information and alerts should be 
provided to the user in a context-specific manner (i.e. taking 
into account the user’s current tasks and environment) and 
should be easy to dismiss if not relevant [51]. Clinicians 
should be able to disagree with AI-driven recommendations 
[41], and should be able to override them if they believe 
they have sound clinical reasons for doing so [147]. Addi-
tionally, the AI system should be built to accommodate the 
diverse needs of all its different users (e.g. doctors, nurses, 
and patients), and to integrate as smoothly as possible into 
the existing healthcare workflow [159, 176].

The final AI model should be accessible, particularly 
for marginalised populations [18, 147]. If model develop-
ers are charging a licensing fee to healthcare services, one 
method to promote accessibility is to reduce or waive fees 
for organisations working in disadvantaged settings [147]. 
AI should not be used for the purposes of allocating treat-
ment, as most patients are opposed and believe those deci-
sions require their collaborative input [153]. Patients should 
be informed about the use of AI, the risks, and expected 
shortcomings of its predictions [167]. Patients should be 
clear when they are communicating with a human and when 
they are communicating with an AI system [123]. The lan-
guage of the AI system should not reinforce unfair stereo-
types; a validated set of guidelines for human-AI interaction 
is available in [51]. Moreover, where possible, implementers 
and patients should be asked for their preferences, uphold-
ing their freedom of choice; choice architecture is further 
detailed in [147]. If possible, the AI system should alert a 
trained healthcare professional if the patient is exhibiting 
acute high-risk behaviours [30].

4.3.2  Updates and ongoing validation

The AI system should have a manual or automatic method 
to be updated over time [28]. Where possible, the AI should 
learn from users’ behaviour and continually update its oper-
ation as a result of user interactions [51]. The AI system 
should also have a mechanism for users to provide feed-
back [169], and where unforeseen or unjust mistakes have 
occurred, a mechanism for adequate redress or reparations 
to take place [123]. To validate the AI system, performance 
metrics should be systematically and continuously evaluated 
after the AI has been deployed [159]. For formally evaluat-
ing real-life performance, a prospective clinical trial design 
may be considered [159], which should be conducted across 
diverse population groups [167].
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4.3.3  Supervision and auditing

AI systems in healthcare bring new risks and amplifies exist-
ing ones, in large part due to their capacity for operating 
automatically and at scale [177]. Operationalising ethics in 
AI for healthcare necessitates an active governance model, 
one that implements policies, procedures, and standards to 
align practices with some overarching ethical principles 
[178]. Adherence to such governing principles ensures 
desired outcomes are delivered appropriately and with mini-
mum risks [20]. However, on its own, a “principles based” 
approach is insufficient for ensuring the implementation of 
ethical principles [13, 19, 179, 180]. As such, in ethical AI 
literature, an active governance approach is preferred [181]. 
Many AI governance approaches emphasise the necessity of 
regulatory influence to ensure compliance [181, 182], the 
importance of human-centred governance to achieve shared 
goals [177], and even the possibility of going beyond the 
Westernised human rights-based approach to ethics [183].

Once a model of governance—such as that presented in 
[20]—is in place, the governance can be supported through 
mechanisms such as internal and external ethics-based audit-
ing [184]. Internal audits can be facilitated by performing 
algorithmic-use risk analyses that are informed by social 
impact assessment of similar models. Ongoing internal 
audits help to avoid potential negative societal impact from 
the developed AI systems [148]. Organisations that design 
and deploy AI systems can apply ethics-based auditing 
through structured processes to assess adherence of their 
AI systems to ethical principles to take necessary correc-
tive actions to address the identified gaps and enhance user 
satisfaction and trust in AI systems [150, 184].

Of late, due to high-profile failures reported in the media, 
AI systems have not enjoyed positive public repute. To make 
amends and restore trust in these systems, a holistic and 
transparent approach is needed, one that requires necessary 
buy-in from an institutional perspective. The institutional 
approach should ensure clarity about the guiding organiza-
tional values used to develop the system, and may involve 
carrying out red teaming exercises to identify AI risks, con-
ducting third party auditing to identify areas of concern, and 
communicating any known or potential incidents related to 
the system [151].

5  Discussion

5.1  Ethical principles and actionable solutions

The ethical principles identified by [14] are preferentially 
addressed at different stages of the AI development pipeline. 
Since the distribution of ethical issues is not uniform across 
the AI lifecycle, we suggest that rather than considering a 

single ethical principle as done in some guidelines [17], 
developers should focus on the principles most pertinent 
to the specific stage of the AI lifecycle they are working 
on. Trade-offs between ethical principles should be care-
fully reasoned in this context and clearly documented [123], 
making use of frameworks such as that offered in [185] to 
evaluate ethical tensions. In addition to the AI lifecycle 
perspective, institutional and cultural values must also be 
proactive upheld for implemented changes to be meaningful 
and effective.

5.2  Bridging the gap between ethical principles 
and practices

5.2.1  Improving organisational engagement amongst AI 
developers

At present, a key barrier and opportunity is that AI devel-
opers have only limited awareness of existing solutions 
that support ethical AI development, with organisational 
barriers persisting [186]. For example, developers may be 
unaware how to document their datasets [102] or to present 
their models in an explainable manner [146], despite these 
guidelines being available.

As suggested by [186], these issues could be overcome 
by simple organisational mechanisms, rather than technical 
solutions. Such measures could include conducting ethics 
workshops; sending out newsletters with information on 
ethical AI developments; inviting external speakers to raise 
awareness; increasing peer networks; and following ethi-
cal AI news streams. If adequate resources were available, 
additional team roles such as a ‘Responsible AI Champion’ 
could also be created [186, 187]. These organisational norms 
could promote collective responsibility and help overcome 
attitudes such as “it’s not my job”.

Another opportunity is to associate ethical values with an 
organisation’s beliefs. Aligning AI ethics to organisational 
values could get more engagement from the employees and 
consumers, especially when those values are translatable 
into actionable and operational messages such as: ‘we will 
anonymise your personal data and it is never going to be sold 
to any third party” [187].

5.2.2  Evolution rather than revolution of existing practices

Empirical research in software engineering has noted that 
human values can be embedded into software develop-
ment by evolution, rather than revolution, of existing prac-
tices [186]. Hence, we believe that actionable solutions for 
addressing ethical issues are most likely to appeal to prac-
titioners if they can be easily integrated into existing work-
flows. Examples of this include guidelines of reporting data 
[102, 110] and reporting models [144] which provide an 
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unambiguous, user-friendly structure for completing tasks. 
Such solutions are straightforward to implement in AI devel-
opment through evolution of workflows, avoiding a need to 
adopt an idealistic and impractical revolutionary approach.

From a technical standpoint, since AI development is so 
closely related to software engineering [26], AI develop-
ers should draw from existing relevant practices in software 
engineering [188, 189]. Exploratory processes in ML share 
many similarities to scientific programming, and would ben-
efit from lessons learned in embracing uncertainty [190]. 
Moreover, software engineering has had decades of develop-
ment in data management, which could be readily adapted 
to AI practices in many cases [190]. To be effective, AI for 
healthcare must also consider accessibility, user-centered-
ness and product design, aspects that can be readily informed 
by software engineering literature [51].

5.2.3  Limitations of AI governance and regulation

Governance and regulatory mechanisms may provide the 
necessary support to align AI development with ethical prin-
ciples. However, organisational leaders may view the adop-
tion of ethical procedures as costly, time-consuming, and 
counterproductive for holding a competitive edge. Another 
barrier is how governance and regulatory mechanisms often 
develop at a relatively slow pace, with regulations like the 
GDPR providing little support to small business to facili-
tate easy implementation [191]. Additionally, if auditors do 
not adequately understand ever-developing AI techniques, 
discriminatory features (such as image-based AI systems 
discriminating against darker skin shades) could slip by 
unnoticed.

5.3  Future directions

Although we have collated recommendations for addressing 
ethical issues at each stage of the AI lifecycle, a next step 
is to further expand and formalise these guidelines into cat-
egories linked to individual ethical principles such as trans-
parency, fairness, and justice. This can enable convenient 
accessibility for developers to the set of practices required to 
embed a particular ethical principle into the system. We then 
plan to identify and link these guidelines to the AI devel-
opment team roles that would action them, as well as to 
governance roles who would be responsible for monitoring 
and overseeing effective implementation of these guidelines. 
We also plan to experiment by containerizing and color-
coding guidelines and practices based on their relevance to 
individuals, teams, governance mechanisms, and leadership 
initiatives. This would enable the implementation of guide-
lines from both a technical and non-technical standpoint. 
Integration of guidelines into existing AI pipelines can take 

many shapes, but an approach supported by current literature 
is developing ‘AI ethics checklists’ [2, 17, 21, 192].

We are beginning to see some attempts to utilize AI eth-
ics checklists to address some ethical concerns, such as the 
checklist for fairness in AI by Madaio et al. [17]. Issues 
with current ethical AI checklists include a lack of detailed, 
technical, and actionable activities to embed ethical prin-
ciples into AI development, and restricted scope dealing 
with only a particular ethical concern (e.g. fairness) [17]. 
In any case, such checklists are an expressed priority when 
ML practitioners are asked directly about their needs, and 
should therefore be co-designed with their close input [2, 
17, 21, 192].

A comprehensive ethical AI checklist that could address 
every aspect of AI development lifecycle, would need to 
be developed and comprehensively validated through active 
involvement of other stakeholders [193]. This approach 
would allow raising of necessary flags, and notifying rel-
evant stakeholders when and where ethical concerns are 
raised, which could be linked to existing solutions that we 
have identified in this work. Although ethical come with 
their own limitations (such as the risk of people delegat-
ing their thinking to checklists alone) [17], they provide a 
promising next step for further operationalising ethics in AI 
for healthcare, one that should be taken in conjunction with 
advancements in governance and regulation.

6  Conclusion

The exponential development of AI in healthcare is promis-
ing, but a naïve application of AI to healthcare may lead to 
a wide array of ethical issues, resulting in avoidable risks 
and harms. As such, there is a growing need for ensuring AI 
for healthcare is developed and implemented in an ethical 
manner. In this paper, we recognise and go beyond solu-
tions that offer principle-based guidance (e.g. adherence to 
‘fairness’), adopting a solution-based framework that AI 
developers can use to operationalise ethics in AI for health-
care across all stages of the AI lifecycle—data management, 
model development, and deployment and monitoring. We 
emphasise solutions that are actionable (whether technical 
or non-technical), and therefore utilizable by AI developers. 
Finally, we acknowledge the growing need for ‘ethical AI 
checklists’ co-designed with health AI practitioners, which 
could further operationalize existing solutions into the AI 
lifecycle.
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